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Abstract

This paper introduces Generalized Fourier transform (GFT) that is an extension or the generalization of
the Fourier transform (FT). The Unilateral Laplace transform (LT) is observed to be the special case of
GFT. GFT, as proposed in this work, contributes significantly to the scholarly literature. There are many
salient contribution of this work. Firstly, GFT is applicable to a much larger class of signals, some of
which cannot be analyzed with FT and LT. For example, we have shown the applicability of GFT on the
polynomially decaying functions and super exponentials. Secondly, we demonstrate the efficacy of GFT in
solving the initial value problems (IVPs). Thirdly, the generalization presented for FT is extended for other
integral transforms with examples shown for wavelet transform and cosine transform. Likewise, generalized
Gamma function is also presented. One interesting application of GFT is the computation of generalized
moments, for the otherwise non-finite moments, of any random variable such as the Cauchy random variable.
Fourthly, we introduce Fourier scale transform (FST) that utilizes GFT with the topological isomorphism
of an exponential map. Lastly, we propose Generalized Discrete-Time Fourier transform (GDTFT). The
DTFT and unilateral z-transform are shown to be the special cases of the proposed GDTFT. The properties
of GFT and GDTFT have also been discussed.

Keywords: Generalized Fourier transform; Hilbert transform; phase transform; generalized Gamma
function; wavelet transform; Laplace transform

1. Introduction

The Fourier transform (FT) was proposed by the French mathematician Jean Baptiste Joseph Fourier
(1768–1830) in a seminal manuscript submitted to the Institute of France in 1807 and his famous book
about the analytic theory of heat [1, 2, 3]. Since the introduction of FT, it has become the most impor-
tant mathematical tool for the modeling and analysis of an umpteen number of physical phenomena. As
a consequence, it is utilized to solve problems of almost all fields of mathematics, engineering, science and
technology [4, 5, 8, 9, 10, 11, 12, 13, 14, 15, 16] to study and engineer signals and systems in various appli-
cations [6]. It is an essential tool for transmitting, processing and analyzing signals as well as is helpful in
extraction and interpretation of the information. Although FT is widely applicable on a very large class of
signals, it does have limitations. For example, FT of a signal x(t) exists, if it is absolutely integrable, i.e.,∫∞
−∞ |x(t)|dt <∞. There is a wide class of signals such as periodic sinusoidal signals, constant signals, and

signum functions that do not satisfy this condition and hence, these signals are not Fourier transformable.
This constraint is overcome by incorporating impulse functions within the framework of FT. This renders
the condition of absolute integrability of FT as a sufficient, but not necessary condition. In other words,
FT might exist even if this condition is not satisfied. FT is not only used to study signal properties, but
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also the system properties. It is also used in system modeling. In general, FT is very helpful in analyzing
linear time-invariant (LTI) systems. Similar to signals, sometimes the impulse response of a system is not
absolutely integrable. An implication of this is that the system is unstable. In order to study such systems,
bilateral Laplace transform (BLT) was proposed [7, 17, 18, 19] as a generalization of FT to include a larger
class of functions (or impulse response of systems) such as polynomial (tm u(t), m > −1) and exponential
(eat u(t), a > 0) functions, where u(t) is the unit step function. Furthermore, unilateral LT, simply known
as the LT, is a special case of BLT, where the transform is computed only for one half of the real axis. In
fact, BLT of functions such as polynomial and exponential functions, periodic functions, constant functions,
and signum functions defined over the entire real line, −∞ < t < ∞, do not exist. While impulse function
helped in computing the FT of many of the above stated functions (such as periodic functions), FT and
BLT do not exist for almost all polynomially decaying functions (1/tm, m ≥ 1). Hence, either the unilateral
Laplace transform is used or the function is defined only for one half of the real line, such as eat u(t), a > 0.
In other words, one studies the causal LTI systems. The above discussion motivated us to look for a better
generalization than BLT because it appears that BLT itself is limited to a great extent. This study makes
a significant scholarly contribution and defines generalized FT (GFT) that is a true generalized frame-
work of FT. GFT eliminates all the above stated problems and provides an effective mathematical tool to
deal with these issues. Eventually, it turns out that both FT and BLT are special cases of the proposed GFT.

The salient contributions of this study are as follows:

1. We propose generalized Fourier transform that is a true generalization of FT and show that the
unilateral LT is a special case of the proposed GFT.

2. The proposed GFT can analyze and synthesize a much larger set of signals compared to the Fourier
and Laplace transforms.

3. Similar to Laplace transform, we demonstrate the efficacy of GFT in solving the initial value problems
(IVPs). We also demonstrate the efficacy of GFT in solving those IVPs that cannot be solved using
the LT.

4. We define the Fourier scale transform (FST) from the GFT using the topological isomorphism of
exponential map.

5. Fourier theory has been used to solve differential equations. However, since inception of the FT (1807),
there is a perception in the literature that the IVPs cannot be solved using the FT. We propose a
solution to this issue and demonstrate the efficacy of the FT in solving the IVPs.

6. We extend the GFT for the discrete-time systems and propose generalized discrete-time Fourier trans-
form (GDTFT). The DTFT and unilateral z-transform are special cases of the proposed GDTFT. We
also propose a solution of the difference equations with initial conditions using the DTFT, which is
not available so far in the literature.

7. The generalization presented for FT is also extended for other integral transforms with examples shown
for wavelet transform and cosine transform.

8. Finally, this new proposed GFT simplifies both the continuous-time and discrete-time signal analysis.
For example: (i) in case of GFT, the region of convergence (ROC) is the entire s-plane, if there are
no poles; otherwise, it is always right-side of the rightmost pole and FT exists if the ROC includes
imaginary axis. (ii) in case of GDTFT, the ROC is the entire z-plane, if there are no poles; otherwise,
it is always outside of the outermost pole and DTFT exists if the ROC includes a unit circle.

Although, in this study we have provided theory related to one-dimensional signals, it can be easily
extended for the multidimensional (e.g., image, video and time-space) signals. We have briefly mentioned
the relevant equations regarding the same in Appendix-A. Rest of the study is organized as follows. In
Section-2, we present the Generalized Fourier Transform, relation with FT, BLT, and LT, properties of GFT
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and solution of IVPs through GFT. In Section-3, we have extended this concept of GFT to the generalization
of other Integral transforms, generalization of Gamma function, and discussed one application of GFT in the
context of moment generating functions. The discrete-time counterpart, i.e., the generalized discrete-time
Fourier transform (GDTFT) and its properties are discussed in Section-4. In the end, some concluding
remarks along with the future directions are presented in Section-5.

2. The proposed Generalized Fourier Transform

The pair of Fourier transform (FT) and inverse FT (IFT) of a signal x(t), which satisfies the Dirichlet
conditions, is defined as

X(ω) =

∫ ∞
−∞

x(t) exp(−jωt) dt, −∞ < ω <∞

and x(t) =
1

2π

∫ ∞
−∞

X(ω) exp(jωt) dω, −∞ < t <∞,
(1)

subject to the existence of the above integrals. This time-frequency pair is also denoted by x(t) 
 X(f),
where ω = 2πf , ω denotes the angular frequency in radians/sec, and f denotes the frequency in Hz. The
bilateral Laplace transform (BLT), a generalization of FT, and its inverse are defined as

X(s) =

∫ ∞
−∞

x(t) exp(−s t) dt,

and x(t) =
1

2πj

∫ σ+j∞

σ−j∞
X(s) exp(s t) ds,

(2)

respectively, where the symbol ‘s’ denotes the complex frequency s = σ + jω. BLT is the FT of the signal
multiplied with exponentially decaying function. In other words, it is the FT of x(t)e−σt. The unilateral LT
is the special case of BLT, when the considered signals (or impulse response of linear time-invariant systems)
are causal, i.e., time support is only for 0 ≤ t < ∞ and hence, X(s) =

∫∞
0
x(t) exp(−st) dt. The signum

(‘sgn’) and unit step functions are defined [6] as

sgn(t) =


1, t > 0,

0, t = 0,

−1 t < 0.

and, u(t) =

{
1, t ≥ 0,

0, t < 0,
or u(t) =


1, t > 0,
1
2 , t = 0,

0, t < 0.

(3)

If two functions have identical values except at a countable number of points, their integration is also
identical because Lebesgue measure of a set of countable points is always zero. These functions are said to
belong to the same equivalent class of functions. In other words, from the theory of integral calculus, both
the above definitions of the unit step function in (3) are equivalent.

Motivated with the theory of Fourier transform (1) and the Laplace transform (2), we define a generalized
version of the FT, namely the generalized Fourier transform (GFT) X(ω, σ, τ) of a signal x(t), as

X(ω, σ, τ) =

∫ ∞
−∞

x(t)h(σ, τ, t) exp(−jωt) dt,

x(t)h(σ, τ, t) =
1

2π

∫ ∞
−∞

X(ω, σ, τ) exp(jωt) dω.

(4)

A number of interesting special cases arise out of GFT, given as below:

1. Fourier transform (FT): if h(σ, τ, t) = 1.

2. Fourier Cosine transform: if h(σ, τ, t) = 1 and x(t) is an even function.
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3. Fourier Sine transform: if h(σ, τ, t) = 1 and x(t) is an odd function.

4. Short-time Fourier transform (STFT): if h(σ, τ, t) = w(t− τ), where w(t) is a window function.

5. Unilateral LT (in short LT): if h(σ, τ, t) = exp(−σt)u(t) and σ > c, where c is a constant that depends
on the signal x(t).

6. Bilateral LT: if h(σ, τ, t) = exp(−σt), where u(t) is the unit step function as defined in (3) and σ > c,
where c is a constant that depends on the signal x(t).

7. Generalized Fourier transform (GFT): if h(σ, τ, t, p) = (sgn(t) t)p exp(−σ sgn(t) t), where sgn(t) is
the sign function (3). We designate this proposed representation as GFT. The development of this
transform is the fundamental contribution of this study.

2.1. The GFT and its relation with Fourier and Laplace transforms

Our first aim of this study is to define and explore the GFT of a signal x(t), hereby, presented as

G{x(t)} = X(ω, σ) =

∫ ∞
−∞

x(t) exp(−σ sgn(t) t) exp(−jωt) dt, (5)

where the value of σ is such that the integral (5) converges to a finite value, i.e., σ ∈ ROC or the region
of convergence that depends on the signal x(t). We also denote (5) as X(ω, σ) = X(s, s∗) where complex
frequency s = σ + jω, its complex conjugate s∗ = σ − jω, and sgn(t) t = |t|. Using the ‘sgn’ function as
defined in (3), we write (5) as

X(ω, σ) =

∫ 0

−∞
x(t) exp(σt) exp(−jωt) dt+

∫ ∞
0

x(t) exp(−σt) exp(−jωt) dt. (6)

We further simplify (6) and write as

X(s, s∗) = X(s∗) +X(s) =

∫ ∞
0

x(−t) exp(−s∗t) dt+

∫ ∞
0

x(t) exp(−st) dt, (7)

where X(s) is the Laplace transform defined as

X(s) =

∫ ∞
−∞

x(t) u(t) exp(−st) dt =

∫ ∞
0

x(t) exp(−st) dt, (8)

and X(s∗) is the new term, designated as the complementary LT (CLT), and hereby defined as

X(s∗) =

∫ ∞
−∞

x(t) u(−t) exp(s∗t) dt =

∫ 0

−∞
x(t) exp(s∗t) dt =

∫ ∞
0

x(−t) exp(−s∗t) dt. (9)

If there is a delta function at the origin, it can be included either in (8) or (9), or with half amplitude in
both.

From (5), (8) and (9), the following observations are in order:

1. If x(t) is an even function, X(s∗) = X(s∗).

2. If x(t) is an odd function, X(s∗) = −X(s∗).

3. If function x(t) is a sum of the even and odd functions, i.e., x(t) = xe(t) + xo(t) and x(−t) =
xe(t)− xo(t), then X(s) = Xe(s) +Xo(s) and X(s∗) = Xe(s

∗) + Xo(s
∗).

4. If σ = 0, then GFT (5) becomes the FT (1), provided FT exists for the given signal.

5. If x(t) = 0 for t < 0, then GFT (5) becomes the LT (8).
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6. If we simply consider |sgn(t)| in (5), then it becomes the bilateral LT.

Using the IFT (1) and GFT (6), we obtain

x(t) exp(−σ sgn(t) t) =
1

2π

∫ ∞
−∞

X(ω, σ) exp(jωt) dω. (10)

One simple way to recover/synthesize the original signal x(t) is by evaluating (10) at σ = 0. Other ways
to synthesize x(t) as derived from (10) are

x(t) =
1

2π

∫ ∞
−∞

X(ω, σ) exp(σ sgn(t) t) exp(jωt) dω, ∀ t ∈ R, (11)

or

x(t) =


1

2π

∫ ∞
−∞

X(s) exp(σt) exp(jωt) dω, t ∈ [0, ∞)

1

2π

∫ ∞
−∞

X(s∗) exp(−σt) exp(jωt) dω, t ∈ (−∞, 0].

(12)

On substituting s = σ + jω in (12), we obtain

x(t) =


1

2πj

∫ σ+j∞

σ−j∞
X(s) exp(st) ds, t ∈ [0, ∞),

1

2πj

∫ σ+j∞

σ−j∞
X(s∗) exp(−s∗t) ds, t ∈ (−∞, 0],

(13)

where the value of x(t) at t = 0 can be obtained by either one of the above formulations.

Remark 1. There are many classes of signals (e.g. one-sided exponential signals exp(at) u(t) and exp(−at) u(−t)
with a > 0) for which FT does not exist, but BLT exists. There are also classes of signals (e.g. constant,
periodic and two sided signals such as 1, cos(ωct), sin(ωct) and exp(−a|t|) with a > 0) for which BLT does
not exist, but FT exists. This suggests that the LT is not a true generalization of the FT. On the other
hand, the proposed GFT can analyze and synthesize all these classes of signals and therefore, presents a
true generalization of FT.

For examples, first we consider the signal x(t) = 1, its FT is given by X(ω) = 2πδ(ω), its LT is
X(s) = 1

s , for Re{s} = σ > 0, but its BLT does not exist. The proposed GFT is given by

X(s, s∗) =
1

s∗
+

1

s
=

2σ

σ2 + ω2
,

and lim
σ→0

2σ

σ2 + ω2
= 2πδ(ω),

(14)

because
∫∞
−∞

2σ
σ2+ω2 dω = 2 tan−1

(
ω
σ

) ∣∣∣∞
−∞

= 2π. This clearly shows that the proposed GFT is a true

generalization of the FT. Consider the GFT pair, sgn(t)e−σ sgn(t) t 
 −2jω
σ2+ω2 . On using the duality property

of FT (x(t) 
 X(f) and X(t) 
 x(−f) or X(t) 
 2πx(−ω)), we obtain 1
π

t
σ2+t2 
 −j sgn(ω)e−σ sgn(ω)ω,

which is otherwise difficult to derive directly. For limσ → 0, it is the FT of the Hilbert transform (HT) kernel.
Similarly, 1

π
σ

σ2+t2 
 e−σ sgn(ω)ω and for limσ → 0, it is the FT of the Dirac delta function. Therefore, the

function 1
π

t
σ2+t2 is the HT of the function 1

π
σ

σ2+t2 . Next, we present Table-1 where some signals and their
GFT are presented.
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Table 1: Some signals and their GFT with information whether FT and/or BLT exists. To obtain FT from the given GFT,
first separate out the real and imaginary parts by substituting s = σ + jω and then consider limσ → 0. We observe that the
ROC is the entire s-plane, if there are no poles; otherwise, it is always right-side of the rightmost pole. Furthermore, the FT
exists, if the ROC includes imaginary axis, s = jω.

Signals Proposed GFT and ROC FT/BLT

δ(t) 1, all s Yes/Yes

δ(t− t0), t0 > 0 exp(−st0) = exp[−(σ + jω)t0], all s Yes/Yes

δ(t+ t0), t0 > 0 exp(−s∗t0) = exp[−(σ − jω)t0], all s Yes/Yes

1 1
s∗ + 1

s = 2σ
σ2+ω2 , Re{s} > 0 Yes/No

sgn(t) −1
s∗ + 1

s = −j2ω
σ2+ω2 , Re{s} > 0 Yes/No

u(t) 1
s = σ

σ2+ω2 − jω
σ2+ω2 , Re{s} > 0 Yes/Yes

u(−t) 1
s∗ = σ

σ2+ω2 + jω
σ2+ω2 , Re{s} > 0 Yes/Yes

e−at 1
s∗−a + 1

s+a = 2σ
σ2−(a+jω)2 , Re{s} > max (Re{a},Re{−a}) No/No

e−a|t| 1
s∗+a + 1

s+a = 2σ+2a
σ2+ω2+2aσ+a2 , Re{s} > Re{−a} No/No

ejω0t 1
s∗+jω0

+ 1
s−jω0

= 2σ
σ2+(ω−ω0)2 , Re{s} > 0 Yes/No

cos(ω0t)
s∗

(s∗)2+(ω0)2 + s
s2+ω2

0
= σ

σ2+(ω+ω0)2 + σ
σ2+(ω−ω0)2 , Re{s} > 0 Yes/No

sin(ω0t)
−ω0

(s∗)2+(ω0)2 + ω0

s2+ω2
0

= −j
[

−σ
σ2+(ω+ω0)2 + σ

σ2+(ω−ω0)2

]
, Re{s} > 0 Yes/No

tm, m > −1 Γ(m+ 1)
[

(−1)m

(s∗)m+1 + 1
sm+1

]
, Re{s} > 0 No/No

|t|m, m > −1 Γ(m+ 1)
[

1
(s∗)m+1 + 1

sm+1

]
, Re{s} > 0 No/No

2.2. Properties of the GFT

Remark 2. It is pertinent to note that all the properties of the FT are valid for the proposed GFT. For
example, if we consider two signals and their GFTs using FT as: x1(t) exp(−σ sgn(t) t) 
 X1(ω, σ) and
x2(t) exp(−σ sgn(t) t) 
 X2(ω, σ), then,

x1(t) exp(−σ sgn(t) t)× x2(t) exp(−σ sgn(t) t) 

1

2π
[X1(ω, σ) ? X2(ω, σ)] ,

[x1(t)× x2(t)] exp(−σ sgn(t) t) 

1

2π
[X1(ω, σ1) ? X2(ω, σ2)] , (15)

where ? is the convolution operation and, σ1 and σ2 are suitably selected such that σ1 +σ2 = σ, yielding one
degree of freedom in choosing the attenuation parameter depending on the application in hand. Similarly,
we can show that

x1(t) exp(−σ sgn(t) t) ? x2(t) exp(−σ sgn(t) t) 
 X1(ω, σ)×X2(ω, σ),

x1(t) ? x2(t) exp(−σ sgn(t) t) 
 X1(ω, 0)×X2(ω, σ), (16)

x1(t) exp(−σ sgn(t) t) ? x2(t) 
 X1(ω, σ)×X2(ω, 0).

Using these properties of (15) and (16), we can study those linear time-invariant (LTI) systems whose
impulse response is not absolutely integrable. That is, we can analyze unstable systems by considering the
range of damping factor σ and capture the behavior of systems by taking limσ → 0.

Theorem 1. Let x̃(t) be a periodic function of period T , i.e., x̃(t + T ) = x̃(t), ∀ t. If GFT of x̃(t) exists,
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then

X̃(s, s∗) =

(
e−s

∗T

1− e−s∗T

)∫ T

0

x̃(t)es
∗t dt+

(
1

1− e−sT

)∫ T

0

x̃(t)e−st dt, for Re{s} > 0. (17)

Proof. Let x(t) be a time-limited signal defined as

x(t) =

{
x̃(t), 0 ≤ t ≤ T,
0, otherwise,

(18)

where x̃(t) is a periodic signal that can also be written as

x̃(t) =

∞∑
m=−∞

x(t−mT ) =

−1∑
m=−∞

x(t−mT ) +

∞∑
m=0

x(t−mT ). (19)

The GFT of (19) yields

X̃(s, s∗) =

(
· · ·+

∫ −2T

−3T

x(t+ 3T )es
∗t dt+

∫ −T
−2T

x(t+ 2T )es
∗t dt+

∫ 0

−T
x(t+ T )es

∗t dt

)

+

(∫ T

0

x(t)e−st dt+

∫ 2T

T

x(t− T )e−st dt+

∫ 3T

2T

x(t− 2T )e−st dt+ . . .

)
, (20)

which can be simplified as

X̃(s, s∗) =
(
· · ·+ e−3s∗T + e−2s∗T + e−s

∗T
)∫ T

0

x(t)es
∗t dt+

(
1 + e−sT + e−2sT + . . .

) ∫ T

0

x(t)e−st dt.

(21)

Thus, we obtain (17), which completes the proof.

Next, we derive the properties of GFT. Here, ROC is the entire s plane, if there are no poles; otherwise,
ROC is always right-side of the rightmost pole.

1. Linearity:

if G{x(t)} = X(s, s∗) = X(s∗) +X(s), with ROC R (22)

then G

{∑
i

aixi(t)

}
=
∑
i

aiXi(s, s
∗) =

∑
i

ai [Xi(s
∗) +Xi(s)] , ai ∈ C, (23)

where ROC is at least
⋂n
i=0Ri and Ri is the ROC corresponding to X(s, s∗).

2. The GFT of differentiation in time-domain:

G{x′(t)} = [−s∗X(s∗) + x(0)] + [sX(s)− x(0)] , (24)

G{x′′(t)} =
[
(s∗)2X(s∗)− s∗ x(0) + x′(0)

]
+
[
s2X(s)− s x(0)− x′(0)

]
, (25)

and for the mth order differentiation, we obtain

G{x(m)(t)} =

[
(−s∗)mX(s∗) +

m∑
i=1

(−s∗)(m−i)x(i−1)(0)

]
+

[
smX(s)−

m∑
i=1

s(m−i)x(i−1)(0)

]
, (26)

where x′(0) = d
dtx(t)

∣∣∣
0

and x(m)(0) = dm

dtmx(t)
∣∣∣
0
, and ROC is at least R.
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3. The GFT of the running integral of a signal x(t):

G
{∫ t

0

x(τ) dτ

}
=
−X (s∗)

s∗
+
X (s)

s
, (27)

G
{∫ 0

t

x(τ) u(−t) dτ +

∫ t

0

x(τ) u(t) dτ

}
=

X (s∗)

s∗
+
X (s)

s
, (28)

where ROC is at least R
⋂
{Re{s} > 0}.

4. The GFT of x(t) multiplied by various functions or scaled in amplitude:

G{e−at x(t)} = X(s∗ − a) +X(s+ a); ROC is R− |Re{a}| (29)

G{e−a|t| x(t)} = X(s∗ + a) +X(s+ a); ROC is R+ Re{a} (30)

G{tm x(t)} =
dm

ds∗m
X(s∗) + (−1)m

dm

dsm
X(s); ROC is R (31)

G{|t|m x(t)} = (−1)m
dm

ds∗m
X(s∗) + (−1)m

dm

dsm
X(s) ROC is R. (32)

It is also observed that

dm

dσm
X(s, s∗) =

∂m

∂s∗m
X(s, s∗) + (−1)m

∂m

∂sm
X(s, s∗) =

dm

ds∗m
X(s∗) + (−1)m

dm

dsm
X(s), (33)

dm

dωm
X(s, s∗) = jm

∂m

∂s∗m
X(s, s∗) + (−j)m ∂m

∂sm
X(s, s∗) = jm

dm

ds∗m
X(s∗) + (−j)m dm

dsm
X(s). (34)

5. The GFT of x(t) divided by t, provided limt→0

(
x(t)
t

)
exists:

G
{
x(t)

t

}
= −

∫ ∞
s∗

X(v) dv +

∫ ∞
s

X(u) du, (35)

G
{
x(t)

|t|

}
=

∫ ∞
s∗

X(v) dv +

∫ ∞
s

X(u) du. (36)

6. Time scaling:

G{x(at)} =
1

a
X

(
s∗

a

)
+

1

a
X
( s
a

)
, a > 0, ROC is R/a (37)

G{x(−at)} =
1

a
X

(
s∗

a

)
+

1

a
X
( s
a

)
, a > 0 ROC is R/a. (38)

7. Time reversal:

G{x(−t)} = X(s∗) + X(s), ROC is R. (39)

8. Time delay: Consider writing x(t) as: x(t) = x(t) u(−t)+x(t) u(t). This implies that x(t−sgn(t) t0) =
x(t+ t0) u(−t− t0) + x(t− t0) u(t− t0) and thus,

G{x(t− sgn(t) t0)} = e−s
∗ t0X(s∗) + e−s t0X(s), t0 ≥ 0, ROC is R, (40)

and

G{x(t− t0)} =

∫ 0

−∞
x(t− t0) es

∗t dt+

∫ ∞
0

x(t− t0) e−st dt, t0 ∈ R,

= es
∗ t0

∫ −t0
−∞

x(t) es
∗t dt+ e−s t0

∫ ∞
−t0

x(t) e−st dt. (41)
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2.3. Solution of IVPs using the proposed GFT

In this subsection, we demonstrate the utility of GFT for solving the initial value problems (IVP’s). Let
us consider the IVP as

x′′(t) + ω2
c x(t) = c1 δ(t− t0) + c2 δ(t+ t0), x(0) = a1, x

′(0) = a2 ωc, t0 ≥ 0, (42)

where constants a1, a2, c1, c2 ∈ C, t, ωc ∈ R, ωc 6= 0. Using the differentiation property of the proposed
GFT (26), we obtain

s2X(s)− s x(0)− x′(0) + ω2
c X(s) = c1 e

−t0 s, for t ≥ 0 (43)

X(s) = a1
s

s2 + ω2
c

+ a2
ωc

s2 + ω2
c

+ c1 e
−st0 1

s2 + ω2
c

, for t ≥ 0, (44)

x(t) = [a1 cos(ωct) + a2 sin(ωct)] u(t) +
c1
ωc

sin ((t− t0)ωc) u(t− t0), (45)

and

(s∗)2X(s∗)− s∗ x(0) + x′(0) + ω2
c X(s∗) = c2 e

−t0 s∗ , for t ≤ 0, (46)

X(s∗) = a1
s∗

(s∗)2 + ω2
c

− a2
ωc

(s∗)2 + ω2
c

+ c2 e
−t0 s∗ 1

(s∗)2 + ω2
c

, for t ≤ 0, (47)

x(t) = [a1 cos(ωct) + a2 sin(ωct)] u(−t)− c2
ωc

sin ((t+ t0)ωc) u(−t− t0). (48)

Therefore, from (45) and (48), we can write, x(t), ∀t ∈ R, as

x(t) = a1 cos(ωct) + a2 sin(ωct) +
c1
ωc

sin ((t− t0)ωc) u(t− t0)− c2
ωc

sin ((t+ t0)ωc) u(−t− t0). (49)

It is to be noted that this kind of IVP’s cannot be solved using the traditional Fourier and Laplace transforms.

2.3.1. Solution of the IVPs using the FT

We, hereby, observe that when σ = 0 (or limσ → 0), then GFT will become the FT with s = jω,
s∗ = −jω and thus, FT can be used for finding the solution of IVPs by adopting the differentiation property
discussed in (26), provided the FT of the functions under consideration exist. Thus, to obtain the solution
of IVPs, we derive and propose the following derivative property of the FT as

G{x′(t)} = [sX(s) + x(0)] + [sX(s)− x(0)] , (50)

G{x′′(t)} =
[
s2X(s) + s x(0) + x′(0)

]
+
[
s2X(s)− s x(0)− x′(0)

]
, (51)

and for the mth derivatives, we obtain

G{x(m)(t)} =

[
smX(s) +

m∑
i=1

s(m−i)x(i−1)(0)

]
+

[
smX(s)−

m∑
i=1

s(m−i)x(i−1)(0)

]
, (52)

where, s = jω, X(s) = X(ω) =
∫ 0

−∞ x(t) e−jωt dt, X(s) = X(ω) =
∫∞

0
x(t) e−jωt dt, x′(0) = d

dtx(t)
∣∣∣
0

and

x(m)(0) = dm

dtmx(t)
∣∣∣
0
. Here, the main observation from (50), (51) and (52) is that, in general, the initial

conditions for positive value of time cancel the initial conditions for negative value of time. This is the main
difficulty in solving the IVPs in the traditional way using the FT. Thus, to solve the IVPs, we should avoid
the cancellation and retain the initial conditions as presented in (50), (51) and (52).
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2.4. Generalized Fourier transform and polynomially decaying functions

The Fourier and Laplace transforms of the polynomially decaying functions do not exist. Therefore, in
order to tackle the polynomial decay in the function, our next goal is to define and explore the generalized
Fourier transform (GFT) as

X(ω, σ, p) =

∫ ∞
−∞

x(t) |t|p exp(−σ |t|) exp(−jωt) dt, (53)

which can be written as

X(s, s∗, p) = X(s∗, p) +X(s, p) =

∫ ∞
0

x(−t) tp exp(−s∗t) dt+

∫ ∞
0

x(t) tp exp(−st) dt. (54)

Using the proposed definition (53), we can easily include the polynomially decaying class of functions. For
example, considering x(t) = 1

tm , m ≥ 1, we obtain

X(s, s∗, p) = Γ(p−m+ 1)

[
1

(−1)m
1

(s∗)p−m+1
+

1

sp−m+1

]
, p > m− 1. (55)

To derive the Fourier and Laplace transforms of the HT kernel, we set m = 1 in (55) and obtain

X(ω, σ, p) = Γ(p)

[
1

sp
− 1

(s∗)p

]
= Γ(p)

[
(σ − jω)p − (σ + jω)p

(σ2 + ω2)p

]
. (56)

We can further simplify (56) by considering limσ → 0 and obtain

X(ω, p) = Γ(p)

[
(−j ω)p − (j ω)p

ω2p

]
, (57)

which can be written as

X(ω, p) = Γ(p)
(−2j)

ωp
sin
(pπ

2

)
, ω > 0 and X(ω, p) = Γ(p)

2j

ωp
sin
(pπ

2

)
, ω < 0. (58)

In (57), for p = 1, X(ω) = −2j/ω, which is the FT of the signum function. From (58) we observe that,
limp→0X(ω, p) = −j π sgn(ω). Thus, we obtain the FT of the HT kernel as 1

πt 
 −j sgn(ω). This is the
direct derivation of the FT of the HT kernel without using the duality property.

2.5. The GFT of super-exponential functions

The Fourier and Laplace transforms of more than exponentially growing functions (such as eat
m

, m >
1, a > 0) do not exist. Therefore, to include this class of functions, we define GFT as

X(ω, σ, p, q) =

∫ ∞
−∞

x(t) |t|p exp(−σ |t|q) exp(−jωt) dt, p ≥ 0, q ≥ 0. (59)

Using the proposed definition (59), we can easily include the class of functions growing at a rate faster than
the exponential functions. However, this may be limited in applications because evaluation of such integrals
would be quite tedious. Although GFT (59) is quite general, it is not sufficient to deal with the class of
functions that explodes in a limited time support such as tan(ωt), cot(ωt), sec(ωt), csc(ωt), and e1/(1−t).

We can also obtain the GFT of a function x(t) by using the Taylor series expansion (TSE) and computing
the GFT of each term of the series, provided the resultant series X(s, s∗) in the GFT domain converges.
For example, we consider the TSE of x(t) = et =

∑∞
m=0

1
m! t

m and obtain its GFT as G{et} = X(s, s∗) =∑∞
m=0

[
(−1)m

(s∗)m+1 + 1
sm+1

]
= 1

s∗+1 + 1
s−1 , Re{s} > 0 and |s| > 1, or Re{s} > 1.
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3. Extension of the proposed methodology

3.1. Integral transforms

The integral transform (IT) of a function x(t) is defined as

X(ω, σ) =

∫ t2

t1

x(t)K(ω, σ, t) dt, (60)

where K(ω, σ, t) is the kernel of the considered IT. The original signal x(t) can be recovered, if there exists
an inverse kernel K−1(ω, σ, t) as

x(t) =

∫ u2

u1

X(ω, σ)K−1(ω, σ, t) dω. (61)

The IT (60) and its inverse (61) may not exist for all possible signals. Therefore, similar to the GFT (4),
we can define generalized IT (GIT) as

X(ω, σ) =

∫ t2

t1

x(t)h(σ, t)K(ω, σ, t) dt, (62)

x(t)h(σ, t) =

∫ u2

u1

X(ω, σ)K−1(ω, σ, t) dω, (63)

where we may chose, e.g., h(σ, t) = exp(−σ|t|) in such a fashion that IT exists for the larger class of functions.
There are many integral transforms such as fractional FT (FrFT), continuous wavelet transform (CWT),
linear canonical transform (LCT), Abel transform, Fourier sine and cosine transform, Hankel transform,
Hartley transform, Hermite transform, Hilbert transform, Jacobi transform, Laguerre transform, Legendre
transform, Mellin transform, Poisson kernel, Radon Transform, Weierstrass transform, S-transform, etc.
Similar to the GFT (5) and (53), we can extend the proposed methodology and include that class of signals
which are not in Lp(R), p ∈ (0,∞). For example, the CWT of a signal x(t) is defined if x(t) ∈ L2(R) and
the original can be recovered by inverse CWT [22, 23, 24, 25, 26]. We hereby define the CWT of a signal
x(t) such that x(t) 6∈ L2(R) and x(t) exp(−σ |t|) ∈ L2(R) for some σ > σ0 as

Xψ(a, b, σ) =

∫ ∞
−∞

x(t) exp(−σ |t|)ψ∗a,b(t) dt, a 6= 0, (64)

and Xψ(a, b, σ) = 0 for a = 0, where ψa,b(t) = 1√
|a|
ψ
(
t−b
a

)
is a family of daughter wavelets and ψ(t) ∈ L2(R)

is a mother wavelet function with zero-mean and finite energy. The original signal x(t) can be recovered as

x(t) =
exp(σ |t|)

Cψ

∫ ∞
−∞

∫ ∞
−∞

Xψ(a, b, σ)ψa,b(t) db
1

a2
da, Cψ 6= 0, (65)

where the wavelet ψ(t) 
 Ψ(ω) satisfies the admissibility condition [22, 23, 24, 25, 26]

Cψ =

∫ ∞
−∞

|Ψ(ω)|2

|ω|
dω <∞. (66)

We present another example of an integral transform where the Fourier cosine transform (FCT) and inverse
FCT pairs can be defined for the larger classes of signals as

Xc(ω, σ) =

√
2

π

∫ ∞
0

x(t) e−σt cos(ωt)dt, ω ≥ 0, σ > 0, (67)

x(t) =

√
2

π

∫ ∞
0

Xc(ω, σ) eσt cos(ωt)dω, t ≥ 0, (68)

and when limσ → 0, this becomes the original FCT and IFCT.
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3.2. Fourier Scale Transform (FST)

The Mellin transform (MT) and inverse MT (IMT) are derived from the BLT (2) by the change of the
variable as e−t = τ =⇒ t = − ln(τ) and is defined as

Y (s) =

∫ ∞
0

y(τ) τs−1 dτ,

and y(t) =
1

2πj

∫ σ+j∞

σ−j∞
Y (s) τ−s ds,

(69)

where x(− ln(τ)) = y(τ). We can define the lower and upper partial MT as

Y (s) = YL(s, τc) + YU (s, τc) =

∫ τc

0

y(τ) τs−1 dτ +

∫ ∞
τc

y(τ) τs−1 dτ. (70)

The MT and IMT presented in (69) are essentially Fourier/Laplace counterparts processed through an
isomorphism. MT is a different realization of the BLT by the topological isomorphic exponential mapping,
exp: (R,+) → (R+, ·). Therefore all the limitations of the BLT, as already discussed, are enforced to the
MT as well. For example, MT of a simple function y(τ) = 1 does not exists.

To overcome these limitations, using the GFT (5), by the change of the variable as e−t = τ =⇒ t =
− ln(τ), we define the FST and inverse FST (IFST) as

Y (s, s∗) = YL(s, 1) + YU (−s∗, 1) =

∫ 1

0

y(τ) τs−1 dτ +

∫ ∞
1

y(τ) τ−s
∗−1 dτ,

y(t) =
1

2πj

∫ σ+j∞

σ−j∞
YL(s, 1) τ−s ds, 0 ≤ t ≤ 1,

and y(t) =
1

2πj

∫ σ+j∞

σ−j∞
YU (−s∗, 1) τs

∗
ds, 1 ≤ t <∞.

(71)

Here, we consider a very interesting example of the MT. The gamma function is the MT of y(τ) = e−τ

and is defined as

Γ(s) =

∫ ∞
0

e−τ τs−1 dτ = (s− 1)Γ(s− 1), (72)

which can be written as the sum of the lower and upper partial gamma functions as

Γ(s) = ΓL(s, τc) + ΓU (s, τc) =

∫ τc

0

e−τ τs−1 dτ +

∫ ∞
τc

e−τ τs−1 dτ. (73)

The gamma function (72) can also be realized by the BLT of the function x(t) = e−e
−t

as

Γ(s) =

∫ ∞
−∞

e−e
−t

e−s t dt =
Γ(s+ 1)

s
, s 6= 0. (74)

Next, we consider the FST of the function y(τ) = e−τ and obtain

Y (s, s∗) =

∫ 1

0

e−τ τs−1 dτ +

∫ ∞
1

e−τ τ−s
∗−1 dτ, (75)

which can be written in terms of the incomplete gamma functions as

Y (s, s∗) = ΓL(s, 1) + ΓU (−s∗, 1). (76)

Next, we derive the properties of the proposed FST that are listed below.
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1. Scaling:

if F{y(t)} = YL(s, 1) + YU (−s∗, 1),

then F{y(at)} =
1

as
YL(s, 1) + as

∗
YU (−s∗, 1). (77)

2. Multiplication by tm:

F{tmy(t)} = YL(m+ s, 1) + YU (m− s∗, 1), (78)

which implies, s 7→ s+m, and, s∗ 7→ s∗ −m.

3. The FST of derivatives:

F{y′(t)} = [y(1)− (s− 1)YL(s− 1, 1)] + [(s∗ + 1)YU (−s∗ − 1, 1)− y(1)] , (79)

G{y′′(t)} = [y′(1)− (s− 1)y(1) + (s− 1)(s− 2)YL(s− 2, 1)]

+ [−y′(1)− (s∗ + 1)y(1) + (s∗ + 1)(s∗ + 2)YU (−s∗ − 2, 1)] , (80)

F{ty′(t)} = [y(1)− sYL(s, 1)] + [s∗YU (−s∗, 1)− y(1)] , (81)

F{t2y′′(t)} = [y′(1)− (s+ 1)y(1) + s(s+ 1)YL(s, 1)]

+ [−y′(1)− (s∗ − 1)y(1) + s∗(s∗ − 1)YU (−s∗, 1)] . (82)

It is also observed that

∂m

∂sm
Y (s, s∗) =

∫ 1

0

(ln t)m y(t) ts−1 dt, (83)

and
∂m

∂s∗m
Y (s, s∗) =

∫ ∞
1

(− ln t)m y(t) t−s
∗−1 dt. (84)

Table 2: Some signals and their FST along with the information on whether MT exists. We observe that the ROC is the entire
s-plane, if there are no poles; otherwise, it is always right-side of the rightmost pole. Also, the FT exists, if the ROC includes
the imaginary axis s = jω.

Signals Proposed FST and ROC MT

δ(t− t0), t0 ∈ (0, 1] ts−1
0 , all s Yes

δ(t− t0), t0 ∈ [1,∞) t−s
∗−1

0 , all s Yes

e−at u(t), a > 0 1
as ΓL(s, a) + as

∗
ΓU (−s∗, a) Yes

e−t u(t) ΓL(s, 1) + ΓU (−s∗, 1), Re{s} > 0 Yes

1
et−1 u(t)

∑∞
`=1

[
`−s ΓL(s, `) + `s

∗
ΓU (−s∗, `)

]
, Re{s} > 0 Yes

u(t) 1
s + 1

s∗ , Re{s} > 0 No

ta u(t) 1
s+a + 1

s∗−a , Re{s} > Re{a} No
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3.3. Generalized Gamma function

The gamma function was introduced by Leonhard Euler (1707–1783) to generalize the factorial to non
integer values. The gamma function (GF) is defined (Euler, 1730) as

Γ(s) =

∫ ∞
0

ts−1 e−t dt, Re{s} > 0, (85)

where the above integral converges for t ∈ [0,∞). Using the iteration of the gamma identity as Γ(s+ 1) =
sΓ(s), this function can be defined on the entire real axis and can be extended to the entire complex plane
except for s = 0 and for s as negative integers, i.e., (s = 0,−1,−2, . . . ) [20]. Motivated from above and the
theory of GFT, we define the generalized gamma function (GGF) as

G(s) =

∫ ∞
−∞

ts−1 e−sgn(t) t dt, Re{s} > 0, (86)

where the above integral converges for all t ∈ R. The GGF (86) can be written as

G(s) = Γc(s) + Γ(s) =

∫ ∞
0

(−t)s−1 e−t dt+

∫ ∞
0

ts−1 e−t dt (87)

where we can write complementary GF as Γc(s) = (−1)(s−1)Γ(s) = ejπ(s−1)Γ(s). Thus, |Γc(s)| = |Γ(s)|.
The original GF Γ(s) has no zeroes. It has simple poles at zero and at the negative integers (i.e., s =
0,−1,−2,−3, . . . ). However, the proposed GGF G(s) =

[
(−1)s−1 + 1

]
Γ(s) has zeros that occur for even

numbers, i.e., for s = 2m, m ∈ Z, G(0) = 0; and G(s) = 2Γ(s) for s = 2m + 1, m ∈ Z. It has poles at
negative odd integers. For all other values of s, it is a complex-valued function. Thus, the GGF is defined
over the entire complex plane except at the negative odd integers.

3.4. Application: Moment generating functions

Using the traditional LT, the moment generating function (MGFs) are defined only for the pdfs of
positive random variables and for finite duration pdfs (such as the uniform pdf). Since all random variables
do not have finite moments, MGFs do not always exist. For example, consider a Cauchy random variable,
whose moments are not defined because the integral

Mm =
1

π

∫ ∞
−∞

ym

1 + y2
dy, m = 1, 2, . . . ,M (88)

do not converge. In this Subsection, using the theory of GFT, we show that MGF always exists, even for
random variables with non-finite moments.

The moments of a random variable Y are defined as

E{Y m} =Mm =

∫ ∞
−∞

ymf(y) dy, m = 1, 2, . . . ,M, (89)

that can be written as

Mm =Mnm +Mpm =

∫ ∞
0

(−y)mf(−y) dy +

∫ ∞
0

ymf(y) dy, (90)

where Mnm =
∫∞

0
(−y)mf(−y) dy, Mpm =

∫∞
0
ymf(y) dy, f(y) is the probability density function (pdf),

and E is the expectation operator. There are many heavy-tailed pdfs whose moments are not finite. To
deal with this issue, we define a new moment generating function as

MY (σ, ω) =

∫ ∞
−∞

f(y) exp(−σ|y|) exp(−jωy) dy, (91)
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that can be further simplified as

MY (s∗, s) =

∫ ∞
0

f(−y) exp(−s∗y) dy +

∫ ∞
0

f(y) exp(−sy) dy. (92)

From (92), we observe the following moment generation property

MY (s∗, s) =

∞∑
m=0

(s∗)m

m!
Mnm +

∞∑
m=0

(−1)m
sm

m!
Mpm. (93)

Thus, the proposed MGFs (93) always exist. Similarly, for a Cauchy random variable, we can define other
kind of moments as

Mm =
1

π

∫ ∞
−∞

ym exp(−σ|y|)
1 + y2

dy, σ > 0, (94)

which can be written as

Mm = [(−1)m + 1]
1

π

∫ ∞
0

ym exp(−σy)

1 + y2
dy =

2

π

∫ ∞
0

ym exp(−σy)

1 + y2
dy, for m = 2, 4, 6, . . . , (95)

and it is zero for the odd values of m. The integral (95) converges for m > 1 and its solution can be written
in terms of the generalized hypergeometric function.

4. Generalized discrete time Fourier transform (GDTFT)

The discrete time Fourier transform (DTFT) and inverse DTFT pairs of a signal x[n] are defined as

X(Ω) =

∞∑
n=−∞

x[n] exp(−jΩn),

x[n] =
1

2π

∫ π

−π
X(Ω) exp(jΩn) dΩ.

(96)

Corresponding to GFT, we hereby define the generalized discrete time Fourier transform (GDTFT) as

X(Ω, σ) =

∞∑
n=−∞

x[n] exp(−σ sgn(n)n) exp(−jΩn), (97)

which can be written as

X(Ω, σ) =

−1∑
n=−∞

x[n] exp((σ − jΩ)n) +

∞∑
n=0

x[n] exp(−(σ + jΩ)n), (98)

X(z, z∗) = X(z∗) +X(z) =

∞∑
n=1

x[−n](z∗)−n +

∞∑
n=0

x[n]z−n, (99)

where X(z) is the unilateral z-transform defined as

X(z) =

∞∑
n=0

x[n]z−n, (100)

and complementary z-transform X(z∗) is hereby defined as

X(z∗) =

−1∑
n=−∞

x[n](z∗)n =

∞∑
n=1

x[−n](z∗)−n =

∞∑
n=0

x[−n](z∗)−n − x[0], (101)
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where z = eσ+jΩ = rejΩ, its complex conjugate z∗ = eσ−jΩ = re−jΩ, r = eσ. For σ = 0 =⇒ r = 1, GFZT
becomes the discrete time Fourier transform (DTFT). The bilateral z-transform (BLzT) is defined as

XB(z) =

∞∑
n=−∞

x[n]z−n. (102)

We can obtain the original signal from the GDTFT by using the inverse GDTFT as

x[n] exp(−σ sgn(n)n) =
1

2π

∫ π

−π
X(Ω, σ) exp(jΩn) dΩ, (103)

and then evaluating (103) with limσ → 0.
Next, we present Table II where some signals and their GFzT are presented.

Table 3: Some signals and their GDTFT along with the information whether DTFT and/or BLzT exist. We observe that the
ROC is the entire z-plane, if there are no poles; otherwise, it is always outside of the outermost pole. Also, the DTFT exists,
if the ROC includes unit circle |z| = 1.

Signals Proposed GDTFT and ROC DTFT/BLzT

δ[n] 1, all z Yes/Yes

δ[n− n0], n0 > 0 z−n0 = r−n0 exp[−jΩn0], z 6= 0 Yes/Yes

δ[n+ n0], n0 > 0 (z∗)n0 = r−n0 exp[jΩn0], z 6= 0 Yes/Yes

1 (z∗)−1

1−(z∗)−1 + 1
1−z−1 , |z| > 1 Yes/No

sgn[n] −(z∗)−1

1−(z∗)−1 + z−1

1−z−1 , |z| > 1 Yes/No

u[n] 1
1−z−1 , |z| > 1 Yes/Yes

u[−n] 1
1−(z∗)−1 , |z| > 1 Yes/Yes

an (az∗)−1

1−(az∗)−1 + 1
1−az−1 , |z| > |a|

⋂
|z| > 1/|a| No/No

a|n| (a−1z∗)−1

1−(a−1z∗)−1 + 1
1−az−1 , |z| > |a| No/No

ejΩ0n −(z∗)−2+(z∗)−1 cos(Ω0)−j(z∗)−1 sin(Ω0)
1−2(z∗)−1 cos(Ω0)+(z∗)−2 + 1−z−1 cos(Ω0)+jz−1 sin(Ω0)

1−2z−1 cos(Ω0)+z−2 , |z| > 1 Yes/No

cos(ω0n) −(z∗)−2+(z∗)−1 cos(Ω0)
1−2(z∗)−1 cos(Ω0)+(z∗)−2 + 1−z−1 cos(Ω0)

1−2z−1 cos(Ω0)+z−2 , |z| > 1 Yes/No

sin(ω0n) −(z∗)−1 sin(Ω0)
1−2(z∗)−1 cos(Ω0)+(z∗)−2 + z−1 sin(Ω0)

1−2z−1 cos(Ω0)+z−2 , |z| > 1 Yes/No

4.1. Properties of the GDTFT

We present the following properties of the GDTFT:

1. Linearity:

if G{x[n]} = X(z, z∗) = X(z∗) +X(z), (104)

then G

{∑
i

aixi[n]

}
=
∑
i

aiXi(z, z
∗) =

∑
i

ai [Xi(z
∗) +Xi(z)] , ai ∈ C. (105)

2. Time delay: We can write x[n] = x[n] u[−n− 1] + x[n] u[n] and hence,

G{x[n+ n0] u[−n− 1− n0] + x[n− n0] u[n− n0]} = (z∗)−n0X(z∗) + z−n0X(z), n0 ≥ 0, (106)
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and

G{x[n−m]} =

−1∑
−∞

x[n−m) (z∗)n +

∞∑
0

x[n−m] z−n, m ≥ 0,

= (z∗)m
−1−m∑
−∞

x[n] (z∗)n + z−m
∞∑
−m

x[n] z−n, (107)

=

[
−
−1∑

`=−m

x[`] (z∗)`+m + (z∗)mX(z∗)

]
+

[ −1∑
`=−m

x[`] z−`−m + z−mX(z)

]
. (108)

3. Time advance:

G{x[n+m]} =

−1∑
−∞

x[n+m) (z∗)n +

∞∑
0

x[n+m] z−n, m ≥ 0,

= (z∗)−m
−1+m∑
−∞

x[n] (z∗)n + zm
∞∑
m

x[n] z−n, (109)

=

[
m∑
`=0

x[`] (z∗)`−m + (z∗)−mX(z∗)

]
+

[
−

m∑
`=0

x[`] z−`+m + zmX(z)

]
. (110)

4. Time reversal:

G{x[−n]} = X(z∗) + X(z). (111)

5. Time expansion (scaling):

G{x[n/k]} = X
(
(z∗)k

)
+X

(
zk
)
, k ≥ 1. (112)

6. The GDTFT of successive time difference:

G{x[n]− x[n− 1]} = [(1− z∗)X(z∗) + x(−1)] +
[
(1− z−1)X(z)− x(−1)

]
. (113)

7. The GDTFT of accumulation across time:

G

{
n∑
−∞

x[k]

}
=

X (z∗)

1− z∗
+

X (z)

1− z−1
. (114)

8. The GDTFT of x[n] multiplied by various functions, i.e., amplitude scaling:

G{a−n x[n]} = X(a−1z∗) +X(az), (115)

G{a−|n| x[n]} = X(az∗) +X(az), (116)

G{nm x(t)} = (z∗)
−m dm

dz∗m
X(z∗) + (−z)m dm

dzm
X(z), (117)

G{|n|m x[n]} = (−z∗)−m dm

dz∗m
X(z∗) + (−z)m dm

dzm
X(z). (118)
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5. Conclusion

Important and fundamental contributions of this study are the introduction of the generalized Fourier
transform (GFT) in both continuous-time and discrete-time domains, the Fourier scale transform, and the
solution of initial value problem using the GFT and Fourier transform. This work has presented the GFT,
its properties, discrete-time version, comparison with Laplace and z-transforms, along with many interesting
aspects including solution of initial value problems. The most interesting aspect of this newly proposed GFT
is that it overcomes the limitations generally observed in Fourier, Laplace and z transforms. It is applicable
to a much larger class of signals and simplifies the analysis of both continuous-time and discrete-time signals
and systems. This transform may find greater utility in applications in the near future.

Appendix A. Multi-dimensional GFT

We can define the M -dimensional (MD) GFT as

G(ω1, ω2, . . . , ωM , σ) =

∫ ∞
−∞

∫ ∞
−∞

g(x1, x2, . . . , xM ) exp(−σ(|x1|+ |x2|+ · · ·+ |xM |))×

exp(−jω1 x1 − jω2 x2 − · · · − jωMxM )dx1 dx2 . . . dxM , (A.1)

where the value of σ is such that the integral (A.1) exists which resolves the region of convergence (ROC), i.e.,
σ ∈ ROC that depends on the function g(x1, x2, . . . , xM ). We can recover the original signal by evaluating

g(x1, x2, . . . , xM ) exp(−σ(|x1|+ |x2|+ · · ·+ |xM |)) =
1

(2π)M

∫ ∞
−∞

∫ ∞
−∞

G(ω1, ω2, . . . , ωM , σ)×

exp(jω1 x1 + jω2 x2 − · · ·+ jωMxM )dω1 dω2 . . . dωM ,
(A.2)

and then considering, limσ → 0. Using, sk = σ + jωk, we can write (A.1) and (A.2) in terms of symbol sk
where k = 1, 2, . . . ,M . Clearly, the MD-GFT becomes the MD-FT when limσ → 0, and if g(x1, x2, . . . , xM )
is defined only for x1, x2, . . . , xM ≥ 0, and zero otherwise, then it is the MD-LT [21].
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