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The proportion of amino acid substitutions driven by adaptive evolution can potentially be estimated from polymorphism
and divergence data by an extension of the McDonald-Kreitman test. We have developed a maximum-likelihood method
to do this and have applied our method to several data sets from three Drosophila species: D. melanogaster, D. simulans,
and D. yakuba. The estimated number of adaptive substitutions per codon is not uniformly distributed among genes, but
follows a leptokurtic distribution. However, the proportion of amino acid substitutions fixed by adaptive evolution seems
to be remarkably constant across the genome (i.e., the proportion of amino acid substitutions that are adaptive appears to
be the same in fast-evolving and slow-evolving genes; fast-evolving genes have higher numbers of both adaptive and
neutral substitutions). Our estimates do not seem to be significantly biased by selection on synonymous codon use or by
the assumption of independence among sites. Nevertheless, an accurate estimate is hampered by the existence of slightly
deleterious mutations and variations in effective population size. The analysis of several Drosophila data sets suggests
that approximately 25% 6 20% of amino acid substitutions were driven by positive selection in the divergence between
D. simulans and D. yakuba.

Introduction

It has long been appreciated that a way to test the
neutral theory of molecular evolution is to compare
polymorphism and substitution data (Kimura and Ohta
1971; Chakraborty, Fuerst, and Nei 1978; Skibinski and
Ward 1982; Kimura 1983). To completely reconcile the
evolutionary parameters shared in common by the two
types of data, one needs to refer to a neutral control, on
which selection is very unlikely (Kimura 1983). Mc-
Donald and Kreitman (1991) proposed the use of synony-
mous (silent) mutations that do not result in a change in the
protein as a neutral reference to infer the direction of the
selection acting on nonsynonymous (replacement) muta-
tions. In their method, numbers of synonymous poly-
morphisms (Ps) and substitutions (Ds) and numbers of
nonsynonymous polymorphisms (Pn) and substitutions
(Dn) are compared in a contingency table. If nonsynon-
ymous mutations are either neutral or strongly deleterious,
the ratio Dn/Ds should be equal to the ratio Pn/Ps (Kimura
1983; McDonald and Kreitman 1991; Sawyer and Hartl
1992). Under the assumption that the selective constraint
has not increased owing to an increase in effective
population size, an excess of nonsynonymous substitutions
relative to polymorphisms (Dn/Ds . Pn/Ps) implies the
fixation of advantageous mutations. The beauty of the
McDonald-Kreitman (MK) approach is that neutral and
selected sites are interspersed with each other throughout
the gene. They, therefore, have the same evolutionary
history and sampling (i.e., a shared phylogeny and the
same effective population size.) The test is, therefore, free
from specific population genetics and can be performed
using a simple chi-square or G-test of independence. It was
anticipated as soon as the MK test was developed that
its application to many genes would help estimate the

importance of positive Darwinian selection in evolution
(review in Brookfield and Sharp [1994], Kreitman and
Akashi [1995], and Moriyama and Powell [1996]).
However, only recently has sufficient data become avail-
able to make this possible.

The rate of amino acid substitution can be estimated
from the MK test (Charlesworth 1994; Akashi 1999; Fay,
Wycoff, and Wu 2001; Smith and Eyre-Walker 2002). The
number, a, and the proportion, a (¼ a/Dn), of amino acid
substitutions driven by positive selection in a gene can be
estimated by the following equations:

a ¼ Dn � Ds

Pn

Ps

; a ¼ 1� DsPn

DnPs

ð1Þ

Levels of nucleotide diversity and amino acid
divergence are often low such that most genes have only
a few polymorphic sites and a few nonsynonymous
substitutions. Single gene estimates, therefore, have large
variances. For this reason, data needs to be combined
across genes. Three methods have been used to do this, but
each has its potential problems. First, data have simply
been summed across genes. Using this method Fay,
Wycoff, and Wu (2001) estimate that approximately 35%
of the amino acid substitutions between humans and Old
World monkeys were a consequence of positive selection.
However, this method is likely to be biased if the selective
constraint, as measured by the ratio Pn/Ps, is correlated
with gene diversity; that is, there are slightly deleterious
mutations segregating, and the effective population size
varies across the genome. There is evidence that some
nonsynonymous mutations are slightly deleterious in some
species because nonsynonymous polymorphisms tend
to segregate at lower frequencies than synonymous muta-
tions in Drosophila melanogaster (Akashi 1996; Fay,
Wycoff, and Wu 2002) and humans (Cargill et al. 1999;
Fay, Wycoff, and Wu 2001). In addition, the correla-
tion between local recombination rates and gene diversity
observed in both of these species (D. melanogaster [Begun
and Aquadro 1992] and humans [Nachman et al. 1998])
suggests that the effective population size varies across the
genome. To overcome the potential bias, Smith and Eyre-
Walker (2002) suggested a second method of combining
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data across genes. Using their method, they estimated that
approximately 45% of amino acid substitutions were
driven by positive selection in the divergence between D.
simulans and D. yakuba. However, they had to exclude
genes that had little or no polymorphism. Furthermore,
there was the possibility that the evidence of adaptive
evolution was an artifact, produced by the fixation of
slightly deleterious mutations in a smaller ancestral
population (McDonald and Kreitman 1991; Fay, Wycoff,
and Wu 2002; Eyre-Walker 2002). Finally, Bustamante et
al. (2002) have recently developed a method to combine
data across genes by a hierarchical Bayesian analysis.
Following the theoretical work of Sawyer and Hartl
(1992), Bustamante et al. (2002) looked at the problem
slightly differently: in their method, the parameter of
interest is the ‘‘average’’ selection intensity (i.e., selection
scaled by the population size, Nes) acting on nonsynon-
ymous mutations that contribute to polymorphism and
substitution. This model implicitly assumes that all the
nonsynonymous polymorphisms and substitutions share
the same weak strength of selection. Unfortunately, the
number of parameters that can be estimated from an MK
table is restricted, and, unless further information can be
incorporated in the model, it seems difficult to estimate
jointly the rate of adaptive substitutions and the fitness
effect of adaptive mutations.

Here, we present a simple method to estimate the rate
of adaptive amino acid substitution. The method retains
the benefits of the MK test because it compares
synonymous and nonsynonymous sites that have the
same evolutionary history and sampling scheme, but it
combines data from all genes, including those that have
little or no polymorphism. The conditions under which
the inference is valid are investigated by applying the
method to several data sets in Drosophila, with the aim
of disentangling the effect of demography and adaptive
evolution.

Materials and Methods
Data

As a basis for comparison, we first reanalyzed the
same data set as Smith and Eyre-Walker (2002). It is
composed of 35 genes with polymorphism data in
Drosophila simulans and divergence data between D.
simulans and D. yakuba. One aim of the present work was
to perform a comparative analysis among different species
that may have different demography. To do this, we
compiled polymorphism data on coding sequences from
88 genes: 75 genes in D. simulans and 57 genes in D.
melanogaster. Polymorphism data were available in both
species for 44 genes. A D. yakuba sequence allowed us to
separate substitutions within each lineage for 22 out of
these 44 genes. In addition to coding sequences, intron
polymorphism data were available for 34 loci in D.
simulans and 38 loci in D. melanogaster. Gene names,
polymorphism, and substitution data are provided in
Supplementary Material online available on the MBE
Web site. The raw data (i.e., alignment files) are available
from the authors upon request.

For the closely related species D. simulans and D.
melanogaster, polymorphisms and substitutions (Pn, Ps,
Dn, and Ds) were counted following McDonald and
Kreitman’s (1991) recommendations using DnaSP (Rozas
and Rozas 1999), having verified that a correction for
multiple hits was unnecessary. When divergence with the
more distantly related species D. yakuba was used,
substitutions were calculated using the method of Gold-
man and Yang (1994) as implemented in the program
codeml of the PAML package (Yang 1999).

To test the effect of some factors on the assumptions of
our model, we have used the largest data set (75 genes) and
have split it into two halves according to the factor under
consideration. Linkage disequilibrium was calculating as
the average of r2 (Hill and Robertson 1968) over pairwise
comparisons. Genes with less than six informative pairwise
comparisons were removed from the data set before it was
split. Codon usage bias was measured by the frequency of
optimal codons (Fop [Ikemura 1985]). Finally, we in-
vestigated the consequences of excluding rare variants by
removing singletons from our polymorphism data.

Model

Following the original MK test, we use a simple
model that does not rely on a specific population genetic
model. The expected numbers of synonymous (P̂Psi) and
nonsynonymous (P̂Pni) polymorphisms segregating in
a sample of ni sequences of a locus i from a population are

P̂Psi ¼ �iLi P̂Pni ¼ xi�iLi ð2Þ
where�i is a measure of the synonymous diversity (i.e. the
average number of synonymous polymorphisms per
codon), Li is the length of the sequence in codons, and
xi is the nonsynonymous to synonymous diversity ratio
(¼ Pni/Psi).

We are assuming that all synonymous mutations are
neutral and that all nonsynonymous mutations are either
strongly deleterious, neutral, or strongly advantageous.
‘‘Strongly,’’ is assumed to mean that advantageous muta-
tions contribute little to polymorphism, although they
may contribute substantially to the divergence between
species. This is not an unrealistic assumption; at most,
an advantageous mutation will contribute twice as much
heterozygosity during its lifetime as a neutral variant
(Kimura 1983). As we show in the Appendix, ignoring the
contribution of advantageous mutations to polymorphism
leads to an underestimate of the adaptive substitution rate;
however, this bias is negligible when Nes is greater than 20.
Under this model, the expected numbers of synonymous
(D̂Dsi) and nonsynonymous (D̂Dni) substitutions at locus i are

D̂Dsi ¼ kiLi D̂Dni ¼ ðxiki þ giLiÞ ð3Þ
where ki is the synonymous substitution rate per codon
and gi is the number of adaptive substitutions per codon at
locus i. Here, the x ratio (Pn/Ps) gives us an estimate of the
proportion of nonsynonymous mutations that are neutral;
this estimate, used in combination with k, allows one to
predict the number of neutral nonsynonymous substitu-
tions. The difference between this prediction and the actual
number of nonsynonymous substitutions is then interpreted
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as being caused by adaptive substitutions. We can also
write D̂Dni as

D̂Dni ¼
xikiLi

1� ai

ð4Þ

where ai is the proportion of amino acid substitutions that
are adaptive (see Smith and Eyre-Walker [2002]). Expecta-
tions are summarized in table 1.

Parameter Estimation

Under the assumption of independence of sites (i.e.,
linkage equilibrium [Sawyer and Hartl 1992]), it is
relatively easy to write the likelihood function because
Pni, Psi, Dni, and Dsi are Poisson distributed. The
likelihood is

L ¼
Yn
i¼1

Hð�iLi;PsiÞHðxi�iLi;PniÞHðkiLi;DsiÞ

3 Hððxiki þ giÞLi;DniÞ ð5Þ
where n is the number of loci analyzed and
Hðl; xÞ ¼ ðe�llx=x!Þ is the Poisson distribution. At, most
this model has 4n parameters because there are four
parameters per locus (�i, ki, xi, and either gi or ai).
However, we can reduce the number of parameters, by
assuming either that a given parameter is constant across
loci or that a parameter follows a probability density
function. For example, we might proceed by assuming g
or a are the same for all genes or that g is gamma
distributed or a is beta distributed. When a is assumed to
follow a distribution, the likelihood becomes

L ¼
Yn
i¼1

Z ‘

0

PDFðaÞHðP̂Psi;PsiÞHðP̂Pni;PniÞHðD̂Dsi;DsiÞ

3 HðD̂Dni;DniÞ@a ð6Þ
where PDF(a) is the probability distribution function of
parameter a (see table 1 for the expectations of P̂Psi, P̂Pni, D̂Dsi

and D̂Dni). Although the number of parameters is reduced,
the numerical integration (that needs to be repeated at each
step of the likelihood maximization [see below]) is
computationally slow. To reduce computation times, we
used the discrete distribution approximation method of
Yang (Yang 1994; Yang et al. 2000). Briefly, K equi-
probable classes of parameter x are assumed (p0, p1, . . . ,
pK21, each with probability 1/K), with the median value
of x within each class to represent the distribution of x
within that class. Let CDF(x) be the cumulative dis-
tribution function of PDF(x); that is, CDFðxÞ ¼R x
0
PDFðyÞdy. Let CDF21 be the inverse cumulative

distribution function. Then, for j ¼ 0 to K 2 1, we have
pj¼ CDF21[(2j 1 1)/(2K)]. The following approximation
is thus obtained:

Z ‘

0

PDFðxÞFðxÞ@x’ 1

K

XK�1

j¼0

F CDF�1 2j þ 1

2K

� �� �
ð7Þ

where F(x) is a function of x. The inverse cumulative
gamma and beta distribution functions can be computed in
Mathematica (Wolfram 1996) by using the functions

‘‘InverseGammaRegularized’’ and ‘‘InverseBetaRegular-
ized,’’ respectively.

The maximum-likelihood estimates are found by
maximizing the log-likelihood, log(L). To prevent the
maximization from the effect of initial parameter values, in
a sometime bounded parameter space, and from the effect
of local optima in this kind of parameter rich models, we
chose to implement the Metropolis algorithm (Metropolis
et al. 1954). A symmetrical uniform random change of
length �x is made to parameter x. If the new parameter is
valid and increases log(L), it is accepted. If it is valid but
decreases the likelihood by a factor q , 1, where q is the
ratio of the likelihoods, then it is accepted with probability
q1/T. The size of random perturbations (�x) is optimized
by decreasing it slightly (i.e., 0.95�x) if the change is
rejected and by increasing it (i.e., �x/0.95) if a change is
accepted. This procedure is applied to each of the
parameters in turn. The parameter T, analogous to the
temperature of the original algorithm, determines how
close to the optimum (or optima) the random walk clusters.
The global optimum is found by ‘‘simulating annealing,’’
(Kirkpatrick, Gelatt, and Vecchi 1983) starting at some
high T and gradually cooling to T ¼ 0, following the
procedure described in Barton (2000). We decided to use
the Metropolis algorithm for convenience, but more direct
maximization methods (such as direction set methods)
appeared to give similar results when tested (not shown),
although the choice of the starting points was sometimes
problematic. The likelihood surface was investigated by
incrementing the parameter of interest on the appropriate
range around its maximum-likelihood value and maximiz-
ing all the other parameters. This procedure allowed us
to obtain 2 units of log(L) confidence intervals. A Mathe-
matica (Wolfram 1996) notebook performing the maxi-
mization is available from the authors.

The advantage of the likelihood framework is that it
provides a natural way of comparing nested hypotheses
(Mangel and Hilborn 1996; Barton 2000). Here, for
instance, the first aim would be to compare the likelihood
of a model without adaptive substitutions (g¼ 0 or a¼ 0)
with the likelihood of a model where adaptive substitutions
can occur. One can then compare the likelihood of the
model with a constant proportion of adaptive substitutions
across genes (ai¼a for all i) with the likelihood of a model
that allows the proportion to vary across genes (beta

Table 1
Expected Numbers of Synonymous Polymorphisms (P̂Ps) and
Substitutions (D̂s) and Numbers of Nonsynonymous
Polymorphisms (P̂Pn) and Substitutions (D̂n)

Polymorphisms Substitutions

Synonymous P̂Ps ¼ �L D̂Ds ¼ kL
Nonsynonymous P̂Ps ¼ x�L D̂Dn ¼ (xk 1 g)

¼ xkL/(12a)

NOTE.—L: length of the sequence (in codons); �: synonymous polymorphisms

per codon; x: nonsynonymous to synonymous diversity ratio (¼ Pn/Ps), which is

used to measure the proportion of nonsynonymous polymorphisms that are neutral;

k: synonymous substitution rate per codon; g: number of adaptive amino acid

substitutions per codon (providing that some assumptions hold); a: proportion of

amino-acid substitutions that are adaptive (providing that some assumptions hold).
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distribution or one ai per locus). To compare different
models, we have treated the likelihood itself as the
criterion for inference. When hypotheses differ by several
degrees of freedom, the appropriate model can be chosen
using the Akaike information criterion (Mangel and
Hilborn 1996) under which model 2 is preferred to model
1 if log(L2) 2 2m . log(L1), where m is the number of
additional parameters used in model 2 relative to model 1.
It should be emphasised that comparative tests assume that
recombination is a stronger force than mutation. so the
population approximates a state of quasilinkage equilibri-
um; if this is not the case, then the confidence intervals are
underestimated and the tests become liberal.

Results
Maximum-Likelihood Estimation

In this section, we describe the results obtained with
the data set analyzed by Smith and Eyre-Walker (2002),
but qualitatively similar results were obtained with other
data sets. To begin, let us consider the simplest models
where each parameter is constant for all genes (model 1a to
model 1d in table 2). A model with only two parameters
(model 1a), � and k, is massively improved (approxi-
mately 445 units of log(L)) by adding the parameter x
(model 1b). This is because the vast majority of non-
synonymous mutations are deleterious. Adding either
parameter g (model 1c) or a (model 1d) substantially
improves the model (approximately 20 units of log(L)) and
leads to an estimation of g approximately 0.04 adaptive
substitutions per codon or a approximately 46%. Both of
these estimates are significantly different from zero.

We have so far assumed that all parameters are
constant across genes, which seems very unlikely. Let us
first consider the three parameters �, k, and x. First we
assumed that �, k, and x were gamma distributed. The
estimated distributions of each of the three parameters are
superimposed on the observed distributions in figure 1. To
obtain the observed distributions, we used the level of
synonymous variation and substitutions to obtain point
estimates of �, k, and x using the following equations:

� ¼ Ps

L
; k ¼ Ds

L
; x ¼ Pn

Ps

ð8Þ

The fit appeared to be quite good (fig. 1), however a per-
locus parameterized model (in which each of the 3n
different parameters �i, ki, and xi are simultaneously
maximized) was significantly better supported. In addition,
even if the number of parameters being maximized is
increased, the maximization for the per-locus model is
much more rapid, taking on average minutes rather than
days or weeks, as the maximization takes for a model
involving several gamma or beta distributions. This per-
locus parameterization for �, k, and x was, therefore, the
one used hereafter.

We can now reconsider our parameters of interest,
beginning with g, the number of adaptive substitutions per
codon. If we add to a model without adaptive substitutions
(model 2a), a single g equal for all genes (model 2b), the
likelihood remains unchanged and an estimate of roughly
no adaptive substitutions per codon is obtained (table 2).
However, if we consider g to be gamma distributed
(model 2c), the Akaike information criterion is just crossed
and a leptokurtic (i.e., L-shaped) distribution is obtained
(fig. 2A).

Interestingly, the proportion of adaptive substitutions,
a, does not behave in a similar manner. Adding the same
proportion for all genes (model 2d) significantly increases
the log-likelihood (approximately 4 units of log(L)). The
estimated proportion is approximately 25%. However,
allowing a to vary by a beta distribution does not improve
the model (model 2e), because the resulting variance
across genes is very low (fig. 2B). The Akaike information
criterion is also not crossed when a per-locus parameter-
ization is used for a (model 2f). The log-likelihood for
a model with a constant a across genes (model 2d), which
is the best model according to its number of parameters
and its likelihood, is plotted as a function of a in figure 3.
The 2 units of Log(L) confidence interval is estimated to be
[0.08, 0.41].

The apparent constancy of a across genes implies
a linear relationship between the number of adaptive

Table 2
Description, Number of Parameters and Log-Likelihood Values for Various Models

Model � k x g a NP log(L)

1a � (0.03) k (0.14) 1 — — 2 22037.5
1b � (0.04) k (0.20) x (0.38) — — 3 21592.1
1c � (0.05) k (0.19) x (0.23) g (0.037) — 4 21571.2
1d � (0.05) k (0.19) x (0.23) — a (0.46) 4 21571.2
2a All �i All ki All xi — — 3n (105) 2331.2
2b All �i All ki All xi g (0) — 3n11 (106) 2331.2
2c All �i All ki All xi Gammaa — 3n12 (107) 2329.1
2d All �i All ki All xi — a (0.26) 3n+1 (106) 2327.5
2e All �i All ki All xi — Betab 3n12 (107) 2327.5
2f All �i All ki All xi — All ai 4n (140) 2302.9

NOTE.—Results obtained with the data set analyzed by Smith and Eyre-Walker (2002); �: synonymous polymorphisms per codon; k: synonymous substitution rate per

codon; x: nonsynonymous to synonymous diversity ratio; g: number of adaptive amino acid substitutions per codon; a: proportion of amino acid substitutions that are

adaptive; NP: number of parameters in the model; n: number of loci analyzed; log(L): log-likelihood. The best model according to the number of parameters and the

likelihood is in bold type.
a See figure 2A.
b See figure 2B.
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nonsynonymous substitutions and the number of non-
synonymous substitutions. To obtain a visual representa-
tion of this relationship, we have implemented a random
walk with parameter T (temperature of the simulating
annealing) set up to 1, allowing us to infer the marginal
distribution of each gi weighting the other parameters by
their likelihood. The procedure amounts to Bayesian
inference with a uniform prior (Barton 2000). The
correlation between the mean of the posterior distribution
and the number of nonsynonymous substitutions per
codon, dn, is illustrated in figure 4A. The absence of
a correlation between the proportion of adaptive sub-
stitutions, a, and the nonsynonymous substitution rate per
codon, was obtained in a similar way and is illustrated in
figure 4B.

Comparative Analysis

We have estimated the rate of adaptive amino acid
substitutions for various other Drosophila data sets using
either polymorphism in D. melanogaster or in D. simulans
(table 3). As stated above, we used the per-locus
parameterization for �, k, and x because it gives the
highest likelihoods and is much faster to evaluate. We
compared a model without adaptive substitutions (a ¼ 0,
model 2a in table 2) with a model where the rate of
adaptive substitutions is constant across genes (ai ¼ a for
all i, model 2d in table 2). As in the previous section, we
never obtained a significant increase of the likelihood
using a model that allows the proportion of adaptive
changes to vary across genes (beta distribution or one ai
per locus).

Using polymorphism data in D. simulans, we always
obtained significant estimates of a (table 3). The a
estimates were higher when divergence data included the
D. simulans lineage, were intermediate when divergence
data included the D. melanogaster lineage, and were
smallest when divergence data included the D. yakuba
lineage. However, confidence intervals were large. Re-
moving singletons from the polymorphism data had
virtually no effect on the estimates because the ratio Pn/Ps

is invariant among frequency classes in D. simulans. The
number of genes used does not affect the estimate of a
greatly, which is in agreement with the apparent constancy
of a across genes.

Using polymorphism data in D. melanogaster, the
estimate of a was different among data sets and sometimes
not significantly different from zero (table 3). Most
importantly, the procedure of removing singletons had
a dramatic effect. When all the polymorphism data were
used, there was no evidence of adaptive evolution, except
when the D. simulans lineage was included in the diver-
gence. However, when singletons were removed from the
data set, a significant estimate was restored whatever the
divergence data set. This is because the ratio Pn/Ps does
vary among frequency classes in D. melanogaster (see
Akashi [1996] and Fay, Wycoff, and Wu [2002]). The
estimates of a obtained when removing singletons from
the polymorphism data were similar to those obtained
using the polymorphism data from D. simulans.

FIG. 1.—Observed (histograms) and estimated (lines) distributions of the three parameters, � (synonymous diversity per codon), k (synonymous
substitution rate per codon), and x (nonsynonymous to synonymous diversity ratio). Results obtained with the data set analyzed by Smith and Eyre-
Walker (2002).

FIG. 2.—(A) Maximum-likelihood gamma-distribution for parameter
g, the number of adaptive amino acid substitutions per codon. (B)
Maximum-likelihood beta-distribution for parameter a, the proportion of
adaptive amino acid substitutions. Results obtained with the data set
analyzed by Smith and Eyre-Walker (2002).

FIG. 3.—Log-likelihood curve for a model with a constant proportion
of adaptive substitutions (a) across genes (model 2d in table 2). Dots are
maximum log-likelihood values for the a-values considered and the solid
line is a polynomial adjustment. The dotted line is 2 units of log(L) below
the maximum log-likelihood. Crosses highlight the lower and upper limits
of the 2 units of log(L) confidence interval and the maximum-likelihood
estimate of a. Results obtained with the data set analyzed by Smith and
Eyre-Walker (2002).
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The question arises whether a significantly varies
among lineages. To test for such variation, we used the 22
genes for which we had polymorphism data in both D.
melanogaster and D. simulans and divergence data in the
three lineages: D. melanogaster, D. simulans, and D.
yakuba. Considering the results obtained using poly-
morphism data in D. melanogaster, singletons were
removed from polymorphism data in both species. The
likelihood of different nested models was estimated: we
first assumed that a was constant in the three lineages,
then allowed a to be different in one of the three line-
ages in turn, and finally allowed a to vary among the three
lineages. Note, however, that in each model, a remains
constant across genes within a lineage. Results are
presented in table 4 and imply a significant higher rate
of adaptive evolution in the simulans lineage (âasim ; 67%)
but no significant differences between the melanogaster
and the yakuba lineages (âamel ¼ âayak ; 40%).

Testing the Effect of Codon Usage Bias and
Linkage Disequilibrium

As expected, from the apparent constancy of a across
genes, a did not differ significantly between the two halves

of the data set when the data set was split according to
codon usage bias or linkage disequilibrium (table 5).

All else being equal, weak selection for synonymous
codon use is expected to reduce the ratioDs/Ps and therefore
inflate the estimate of a (see equation 1). However, if the
strength of selection acting on synonymousmutations (cs) is
smaller than that acting on weakly selected nonsynonymous
mutations (cn), the rate of adaptive amino acid substitution is
expected to be underestimated (Charlesworth 1994; Eyre-
Walker 2002). Accordingly, a was lower for biased genes
than for unbiased genes, although the difference was not
significant. The available evidence suggests that it is likely
that jcsj � jcnj because nonsynonymous polymorphisms
tend to segregate at either the same frequency (as in D.
simulans) or lower frequencies (as inD. melanogaster) than
synonymous polymorphisms. However, to further investi-
gate the effect of selection on synonymous codon use, we
have undertaken an analysis in which mutations in introns
are used as the neutral reference instead of synonymous
mutations. Results are presented in table 6. Estimates of a
are virtually unchanged whether intron mutations or
synonymous mutations are used. Taken together, these
results suggest that the effect of synonymous selection on
our estimates is very weak, even for highly biased genes.

The amount of linkage disequilibrium actually was
not expected to bias the estimate of adaptive evolution but
rather to bias tests and confidence intervals. However, we
obtained very similar estimates and confidence intervals
when we restricted the analysis to genes with strong
linkage disequilibria (CI ¼ 33%) or to genes with slight
linkage disequilibria (CI ¼ 40%).

Discussion

We have used a simple likelihood method that
allowed us to combine data across genes to estimate the
average rate of adaptive substitution and to compare nested
hypotheses. Application of the method to data from
Drosophila suggests that a substantial fraction of amino
acid substitutions have been driven by positive adaptive

Table 3
Estimates of a, the Proportion of Amino Acid Substitutions That Are Adaptive, in Various Drosophila Data Sets

Species for
Polymorphism Singletons Species for Divergence

Number of
Genes �log(L) âa [2 Units of log(L) CI] ĉc

D. simulans Included D. simulans–D. yakuba 35 3.7 0.26 [0.08, 0.41] 0.48
D. simulans Included D. simulans–D. melanogaster 75 13.9 0.43 [0.30, 0.55] 0.98
D. simulans Included D. simulans–D. melanogaster 44 18.6 0.55 [0.38, 0.66] 1.50
D. simulans Excluded D. simulans–D. melanogaster 44 9.9 0.53 [0.37, 0.65] 1.40
D. simulans Included D. simulans lineage 22 9.8 0.65 [0.43, 0.78] 2.16
D. simulans Excluded D. simulans lineage 22 7.0 0.63 [0.39, 0.78] 2.02
D. simulans Included D. melanogaster lineage 22 8.4 0.56 [0.31, 0.68] 1.56
D. melanogaster Included D. melanogaster–D. yakuba 25 0.1 0.06 [20.15, 0.25] 0.09
D. melanogaster Excluded D. melanogaster–D. yakuba 25 2.5 0.31 [0.08, 0.47] 0.61
D. melanogaster Included D. melanogaster–D. simulans 57 2.2 0.22 [0.02, 0.44] 0.38
D. melanogaster Included D. melanogaster–D. simulans 44 2.2 0.26 [0.02, 0.44] 0.48
D. melanogaster Excluded D. melanogaster–D. simulans 44 4.2 0.45 [0.15, 0.62] 1.06
D. melanogaster Included D. melanogaster lineage 22 0.2 20.13 [20.35, 0.27] 20.18
D. melanogaster Excluded D. melanogaster lineage 22 0.1 0.10 [20.31, 0.49] 0.16
D. melanogaster Included D. simulans lineage 22 6.7 0.64 [0.38, 0.78] 2.10

NOTE.—�log(L): difference between the log-likelihood of a model without adaptive substitution (a¼ 0, model 2a in table 2) and the log-likelihood of a model with

a constant rate of adaptive substitution across genes (ai¼ a for all i, model 2c in table 2); significant values (i.e., �log(L) . 2) are in bold. ĉc: estimate of the strength of

selection, 2Nes, under the model of Sawyer and Hartl (1992).

FIG. 4.—(A) Relationship between the estimate of the number of
adaptive amino acid substitutions per codon, ĝg, and the rate of amino acid
substitutions per codon, dn. (B) Relationship between the estimate of the
proportion of adaptive amino acid substitutions, âa, and dn. Axes are on
a log scale. Results obtained with the data set analyzed by Smith and
Eyre-Walker (2002).
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evolution in these species. Surprisingly, the proportion
seems to be remarkably constant across genes. However,
estimates were sometimes different among data sets, and
we have made a number of simplifying assumptions.

Underlying Assumptions

First, we have assumed that synonymous mutations
are neutral, although there is evidence that selection for
codon usage is acting upon synonymous mutations in some
organisms, including Drosophila (Shields et al. 1988;
Akashi 1995). Evidence from polymorphism data suggests
that weak selection for codon usage seems to be relaxed
in D. melanogaster (Akashi 1996) but is currently active
in D. simulans (Akashi and Schaeffer 1997; Kliman 1999;
Begun 2001). However, we found no evidence that our
estimates of a are substantially biased by synonymous se-
lection. The estimates remained unchanged (1) when
we restricted the analysis to genes with low codon bias
(table 5) or (2) when mutations in the introns were used as
the neutral reference instead of synonymous mutations
(table 6).

Second, we have assumed independence among sites
to compute the likelihood function. This assumption is
unlikely to strongly bias estimates of a, but we are aware
that the violation of this assumption would bias our tests
and confidence intervals. We found no simple solution to
this problem. However, linkage disequilibria did not
appear to affect confidence intervals much, because we
obtained very similar results whether we restricted our
analysis to genes with high or low linkage disequilibria.

Third, and most importantly, we have assumed that
nonsynonymous mutations segregating within a species
are neutral. However, it is known that slightly deleterious
mutations can segregate at a nonnegligible frequency
(Crow and Kimura 1970); in humans and D. melanogaster,
the ratio Pn/Ps is higher in rare than in common
polymorphisms, suggesting that a fraction of nonsynon-
ymous mutations are slightly deleterious (Akashi 1996;
Cargill et al. 1999; Fay and Wu 2001). This will make the
McDonald-Kreitman approach conservative if population
sizes have been roughly constant or have contracted.
However, artifactual evidence of adaptive evolution can be
produced if the current effective population size is larger
than the long-term effective population size (McDonald
and Kreitman 1991; Eyre-Walker 2002; Fay, Wycoff, and
Wu 2002). This is because slightly deleterious mutations
may have been fixed in the past that can no longer

segregate as polymorphisms. The difference in effective
population size does not have to be very great to generate
artifactual evidence of adaptive evolution when synony-
mous mutations are neutral (Eyre-Walker 2002). However,
selection on synonymous codon use restricts the con-
ditions under which artifactual evidence of adaptive
evolution is produced (Eyre-Walker 2002).

The rate of adaptive amino acid substitution does not
significantly depart from constancy across the genome.
Fay, Wycoff, and Wu (2002) previously argued that the
evidence of adaptive evolution in D. melanogaster was not
a consequence of slightly deleterious mutations and an
expansion in population size, because the evidence of
adaptive evolution in their data seemed to be restricted to
the most rapidly evolving genes. They argued that an
increase in effective population size would tend to affect
all genes in a similar fashion. Our results contradict their
findings. Although rapidly evolving genes undergo more
adaptive substitution, the proportion of substitutions that
appear to be adaptive seems constant across genes. The
constancy is supported by the fact that a model that allows
the proportion to vary between genes is not significantly
better than a model with a constant proportion. Further-
more, if we model variation in a using a beta distribution,
the estimated variance is small (fig. 2B). This assertion is
also compatible with the results obtained by Bustamante
et al. (2002), in which there is no trend for genes with
a higher estimated selection intensity (c ¼ 2Nes) to have
a higher rate of nonsynonymous substitutions.

However, the constancy of a does not tell us whether
the evidence for adaptive evolution is artifactual. If all genes
had the same distribution of fitness effects (for deleterious
mutations), then we might expect an increase in population
size to have a similar proportional effect on all genes.

Table 4
Variation of the Estimate of a Among Lineages

Model NP Log(L) âamel âasim âayak

amel ¼ asim ¼ ayak 6n 1 1 (133) 2416.28 0.43 0.43 0.43
amel ¼ asim, ayak 6n 1 2 (134) 2409.00 0.58 0.58 0.37
amel ¼ ayak, asim 6n + 2 (134) 2407.78 0.39 0.67 0.39
asim ¼ ayak, amel 6n 1 2 (134) 2415.71 0.49 0.42 0.42
amel, asim, ayak 6n 1 3 (135) 2406.18 0.50 0.68 0.37

NOTE.—Results obtained with 22 genes with polymorphism data in D. melanogaster and D. simulans (singletons are

excluded) and divergence data in the three lineages D. melanogaster, D. simulans, and D. yakuba. NP: number of parameters in

the model; amel: estimate of a in the melanogaster lineage; asim: estimate of a in the simulans lineage; ayak: estimate of a in the

yakuba lineage. The best model according to the number of parameters and the likelihood is in bold type.

Table 5
The Effect of Codon Usage Bias and Linkage Disequilibrium
on the Estimate of a

Criteria Used
to Split
the Data Set

Number of
Genes

Average of
the Criteria
(Fop or LD)

âa [2 Units of
log(L) CI]

Low Fop 37 0.47 0.48 [0.34, 0.60]
High Fop 37 0.68 0.33 [20.05, 0.59]
Low LD 15 0.31 0.50 [0.31, 0.64]
High LD 15 0.59 0.45 [0.22, 0.62]

NOTE.—Results obtained with the largest data set composed of 75 genes with

polymorphism data in D. simulans and divergence between D. simulans and D.

melanogaster. Fop: Frequency of optimal codons; LD: linkage disequilibrium

(average of r 2).
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However, there is a priori no reason to expect the distribution
to be similar for genes with different functions and rates of
evolution. Still, it is also puzzlingwhy the proportion should
be constant if the adaptive evolution is genuine.

Is the evidence of adaptive evolution artifactual?
Because there is evidence that some nonsynonymous
mutations are slightly deleterious, this question amounts to
a question of whether the current effective population
sizes of the Drosophila species considered here are larger
than they have been on average in the past. This is
a difficult question to answer, not only because current
Drosophila populations show complex patterns that are
not consistent with any simple model (Moriyama and
Powell 1996; Powell and Moriyama 1997; Andolfatto and
Przeworski 2000; Begun 2001; Wall, Andolfatto and
Przeworski 2002) but also because we are attempting to
look back at something that is very difficult to measure in
the past.

D. simulans is thought to have had a fairly stable
population size (Li, Satta, and Takahata 1999; Takahata
and Satta 2002). Although, synonymous codon bias is
declining in D. simulans (Begun 2001; McVean and Vieira
2001), selection has continued to operate since the split
with D. melanogaster (Akashi 1995; McVean and Vieira
2001) and is detectable in current polymorphisms (Akashi
and Schaeffer 1997; Kliman 1999; Begun 2001). These
observations suggest that the effective population size has
not changed greatly or has decreased, a view corroborated
by two estimates of Nes on synonymous codons in D.
simulans. These two estimates come from a comparison of
substitution and polymorphism data (Akashi 1995) and
from the allelic frequencies of synonymous polymor-
phisms (Akashi and Schaeffer 1997). The two estimates
are very similar (Akashi and Schaeffer 1997). Further-
more, the presence of selection on synonymous codon use
greatly restricts the conditions under which artifactual
evidence of adaptive evolution can be produced (Eyre-
Walker 2002). The evidence, therefore, suggests that the
current effective population size of D. simulans is similar
to the long-term effective population size experienced by
D. simulans since it split from D. melanogaster and that
estimates of adaptive evolution in this lineage are likely to
be accurate.

In contrast to D. simulans, several lines of evidence
suggest that D. melanogaster has decreased in effective

population size: (1) there has been a sharp decrease in
synonymous codon bias (Akashi 1996), (2) there is no
evidence of current selection on synonymous codon use
(Akashi and Schaeffer 1997; McVean and Vieira 2001),
and (3) the synonymous diversity is lower in D.
melanogaster than in D. simulans or D. pseudoobscura
(Moriyama and Powell 1996). It has also previously been
suggested that the nonsynonymous relative to the
synonymous substitution rate has increased in the D.
melanogaster lineage (Akashi 1996, Eyre-Walker et al.
2002). This has been interpreted as being the consequence
of the fixation of slightly deleterious amino acid mutations
in this lineage. However, our reanalysis of this pattern
using only genes for which we had polymorphism data in
both D. melanogaster and D. simulans suggests that the
increase in the nonsynonymous substitution rate was an
artifact of counting some polymorphic sites in the
divergence when only one sequence is used to compute
the substitution rate. In other words, slightly deleterious
mutations are segregating in the polymorphism but have
not fixed (or, at least, have not fixed yet).

We, therefore, suspect that the use of polymorphism
data from D. melanogaster is likely to lead to an
underestimation of the adaptive substitution rate, unless
a correction for slightly deleterious mutations is found.
The removal of low frequency polymorphisms (Fay,
Wycoff, and Wu 2002) may provide such a correction.
Accordingly, we obtained very similar estimates of
adaptive evolution when singletons were removed from
the polymorphism data in D. melanogaster as we did using
all the polymorphism data in D. simulans (table 3).

However, we obtained different results depending on
the lineage used for the divergence. Estimates from the
simulans lineage are significantly higher than from the
other two lineages, which do not differ significantly. There
are at least two explanations for this. First, D. simulans
may have gone through more adaptive evolution than the
other two species. This is a rather ad hoc explanation.
Second, the difference may be caused by the fact that D.
simulans has not reached, as Lewontin (2002) describes it,
a ‘‘stochastic steady sate.’’ Substitutions become fixed
during the period between the time of speciation and the
time when the alleles coalesce. Because the effective
population size of D. simulans is higher than that of D.
melanogaster, the coalescence time is on average longer in

Table 6
Comparison of a-Estimates When Synonymous or Intron Mutations Are Used As the Neutral
Reference

Neutral Reference
Species for

Polymorphism Singletons
Number of
Genes �log(L) âa [2 Units of log(L) CI]

Synonymous D. simulans Included 34 15.9 0.51 [0.37, 0.62]
Introns D. simulans Included 34 6.4 0.45 [0.23, 0.61]
Synonymous D. melanogaster Included 38 0.4 0.11 [20.16, 0.33]
Introns D. melanogaster Included 38 0.6 0.16 [20.17, 0.39]
Synonymous D. melanogaster Excluded 38 3.0 0.35 [0.08, 0.54]
Introns D. melanogaster Excluded 38 0.9 0.25 [20.15, 0.52]

NOTE.—Results obtained with divergence data between D. melanogaster and D. simulans. �log(L): difference between the

log-likelihood of a model without adaptive substitution (a¼ 0) and the log-likelihood of a model with a constant rate of adaptive

substitution across genes (ai ¼ a for all i).
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the former and there is, therefore, less time for fixation.
Furthermore, the time to coalescence forms a substantial
fraction of the total divergence along the D. simulans
lineage. Therefore, neutral mutations will have had less
time to fix in the simulans lineage. Accordingly, the
number of synonymous substitutions in the simulans
lineage is on average approximately two-thirds that in the
melanogaster lineage. However, the short time available
for fixation will not be such a problem for advantageous
mutations, because they spread much more rapidly through
a population than neutral mutations.

So it is possible that the estimate of adaptive
evolution obtained using the simulans lineage is an
overestimate. However, the time for substitutions between
either D. simulans or D. melanogaster and D. yakuba
should be sufficiently long for stochastic steady state to
have been established for both adaptive and neutral
mutations. It, therefore, appears preferable to use the
divergence data that includes D. yakuba. In conclusion,
our best estimate is that approximately 25% 6 20% of
amino acid substitutions were driven by positive selection
in the divergence between D. simulans and D. yakuba.

Alternative Models and the Fitness Effect
of Adaptive Substitutions

We have assumed so far that nonsynonymous muta-
tions are strongly deleterious, neutral, or strongly advan-
tageous. Under this simple distribution of fitness effects,
we were able to estimate the rate of adaptive evolution, but
there is no way within our method to separately estimate
the fitness effects and number of adaptive substitutions.
There are two solutions to this problem. The first is to
assume that all mutations that contribute to polymorphism
and substitution have the same strength of selection acting
upon them and then to estimate the strength of this
selection (Sawyer and Hartl 1992; Bustamante et al. 2002).
Under the Sawyer-Hartl model, nonsynonymous mutations
are either strongly deleterious or weakly selected, with all
mutations in the weakly selected class being subject to the
same strength of selection. In this model, it is further

assumed that the effective population size, Ne, is constant
through time, that the actual population size, N, is of the
same order of magnitude as the effective size (i.e.,
Ne/N ’ 1) and that the strength of selection is sufficiently
weak for diffusion approximations to be used. Under this
viewpoint, polymorphisms and substitutions are coupled
and share the same constant intensity of selection (Nes),
which is the parameter of interest in this case. Bustamante
et al. (2002) have developed a method to estimate c¼2Nes
from multilocus data. These authors have applied their
method to a Drosophila data set with polymorphism data
from D. melanogaster and divergence data between D.
melanogaster and D. simulans. They obtained an estimate
for c of approximately 1.5.

Because the a parameter is a combination of Dn, Ds,
Pn, and Ps (see equation 1), the sampling formula of
Sawyer and Hartl (1992) can be used to convert our
estimates of a into an estimate of c for a single gene (see
Akashi [1995]), although this involves modifying the
underlying assumptions about the distribution of fitness
effects in the model quite radically. Furthermore, it turns
out to be easy get an average estimate of c across genes,
because the relationship between a and c is largely
independent of sample size (fig. 5). Estimates of c are
given in table 3. Our estimates are of the same order of
magnitude as those of Bustamante et al. (2002), although
our estimates from data sets comparable with theirs
appeared to be slightly lower: c is approximately 0.5 for
D. melanogaster–D. simulans using polymorphism data
from D. melanogaster. The slight discrepancy may be
caused by the fact that Bustamante et al. (2002) as-
sumed that all the genes share the same divergence time,
scaled in Ne generations, whereas we have relaxed this
constraint.

Assuming a single strength of selection is unlikely
to be very realistic. However, additional information may
help us to further investigate the fitness effects of adaptive
substitutions. Stephan and collaborators (Wiehe and
Stephan 1993; Stephan 1995; Kim and Stephan 2000,
2003) have developed a series of models of recurrent
selective sweeps to explain the positive correlation be-
tween neutral diversity and local recombination rates in
D. melanogaster. For the model to fit the data, the
intensity of directional selection, cm (where c ¼ 2Nes and
m is the rate of selected substitution per nucleotide per
generation), has to be somewhere between 1028 and
1027 (Stephan 1995; Andolfatto 2001). Our estimate of a
at approximately 25% transforms into a rate of selected
substitution per nucleotide per generation for m of
approximately 10211. Our estimates of m appears to be
in rough accordance with the estimate for m of
approximately 6 3 1026 N21 obtained by Stephan and
Kim (2002) from the results of Perlitz and Stephan
(1997), if we assume that N is approximately 106 in
Drosophila. Therefore, the recurrent selective sweep
model accounts for the diversity/recombination correla-
tion if 103 , c , 104, three or four orders of magnitude
higher than the estimate of Bustamante et al. (2002). The
discrepancy is not surprising, because it seems very
likely that mutations of different types will be responsible
for polymorphism and divergence; the former is probably

FIG. 5.—The proportion of amino acid substitutions exceeding the
expectation of an equal nonsynonymous to synonymous ratio in
polymorphism and divergence, a, as a function of c ¼ 2Nes (where Ne

is the effective population size and s the selection coefficient). Sawyer
and Hartl’s (1992) sampling formulae were used with a sample size of
five (crosses) and 10 (line) sequences (the two curves are roughly
superposed).
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largely made up of neutral and slightly deleterious
mutations, whereas a major contributor to the latter
may be strongly advantageous mutations that contribute
little to polymorphism.

Conclusion

In summary, evidence suggests that the estimate of
adaptive evolution is not artifactual and that a substantial
fraction of amino acid substitutions have been driven by
positive adaptive evolution. Our best estimate of this
fraction is 25% 6 20% (or one adaptive substitution
approximately every 800 6 350 generations). Such
a nonnegligible genome-wide value is sufficient to have
important consequences for evolutionary biology.

Appendix
The Effect of Slightly Advantageous Mutations on
the Estimation of a

In this appendix, we investigate the bias caused by
neglecting slightly advantageous mutations in the poly-
morphism. Assuming a standard Wright-Fisher model of
evolution, the probability that we will observe a co-
dominant mutation with selective advantage s in a sample
of n sequences is

Y
ðc; hÞ ¼ h

Z 1

0

ð1� xn � ð1� xÞnÞ

3
ð1� e�2cð1�xÞÞ

ð1� e�2cÞxð1� xÞ @x ðA1Þ

where c ¼ 2Nes, h ¼ 4Neu, and u is the mutation rate per
generation (Sawyer and Hartl 1992; Eyre-Walker 2002).
Kimura (1983) has shown that the rate of substitution per
generation of such a mutation is

Qðc; uÞ ¼ u
2c

1� e�2c
ðA2Þ

Let us assume that all synonymous mutations are
neutral and that a proportion a* of nonsynonymous
mutations are slightly advantageous, all being subject to
the same intensity of selection c, and that a proportion 1 2
a* are neutral. In our method, the proportion of non-
synonymous mutations that are advantageous would be
estimated as

âa ¼ 1� a� Qðc; hÞ þ ð1� a�Þ
Q
ð0; hÞ½ �uQ

ð0; hÞ½a�Qðc; uÞ þ ð1� a�Þu� ðA3Þ

an expression that is solely a function of a* and c because
the mutation parameters, h and u, cancel out. We define the
bias caused by neglecting slightly advantageous mutations
in the polymorphism in our method as being e ¼ (âa 2
a*)/a* (which is a function of c only). The bias e is plotted
against c in figure A1. The bias is always negative (i.e., a*
is underestimated) and quickly decreases when c increases.
For instance, if all the adaptive mutations have a fitness
effect of c¼ 10, the proportion of adaptive substitution is

only underestimated by approximately 10% of its actual
value. In the present model, we consider an extreme
situation because all the adaptive substitutions are weakly
selected. However, the bias will be smaller as soon as the
fraction of strongly selected substitutions increases.
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