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ABSTRACT

We survey the relationships between two-weight linear [n, k] codes over GF(q), projective (n, k, /»„ /»,)
sets in PG(£— \,q), and certain strongly regular graphs. We also describe and tabulate essentially all the
known examples.

1. Introduction

This paper surveys relationships between subsets of finite projective spaces,
strongly regular graphs, and linear codes. Each subject is interesting in itself and has
attracted the attention of finite geometers, combinatorists or coding theorists. What
is remarkable is that results from one area can immediately be translated into the other
two. We have sought to explain the relationships involved in this translation and to
describe and tabulate all the known examples. Our goal is to stimulate further research
by making specialists in each area aware of a wider variety of techniques.

Delsarte [14,15,16,17] was the first to investigate the relationships between the
projective sets, graphs, and linear codes that are considered here. The relationships
are a special case of his more general theory of association schemes arising in coding
theory. Much of this survey merely describes his results, though we provide different
proofs. However, new results have since appeared and additional examples have been
noticed, many of them geometric.

Section 2 contains basic definitions arranged by subject. The definitions are
intended to make subsequent sections more accessible to specialists in finite projective
geometry, combinatorics, or coding theory. The reader need not be familiar with all
three subjects in order to understand this survey.

In Section 3 we prove the equivalence of two-weight codes, projective («, k, h1} h2)
sets and certain strongly regular graphs. Section 4 describes a theorem of Goethals
and van Tilborg that characterizes a two-weight code C in terms of the dual code C\
In Section 5 we describe the dual of a projective (n, k, hu h2) set, and the projective
dual of a two-weight code. Section 6 shows how to construct new two-weight codes
from a given two-weight code by changing the underlying field.

In the second half of this survey we describe essentially all the known examples
of two-weight codes. The most visible examples of two-weight [n, k] codes arise from
subspaces of GF(q)k, and these are described in Section 7. There are examples that
occur when the dimension A; is 3 or 4 and that do not generalize to higher dimensions.
These are discussed in Section 8. In Section 9 we describe the cyclotomic examples.
These are two-weight [n, k] codes constructed from subgroups of GF(qk)*. Section 10
contains examples arising from groups of collineations of PG(k— \,q) with exactly
two point orbits. Examples that do not fit into any of the above sections are collected
in Section 11.
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Section 12 contains theorems characterizing projective {n,k,hx,h2) sets subject to
some additional geometric constraint. Theorem 12.9 is a new result. We conclude this
survey by tabulating the parameters of essentially all the known two-weight codes and
the corresponding strongly regular graphs.

2. Definitions

2A: Two-weight codes. Let q = p m , wherep is prime. If u = (ut), v = (yc) are vectors
in GF(q)n then the dot product u • v is given by u • v = LjLi«»iv An [n, A;] code C over
GF(^) is a A:-dimensional subspace of GF(q)n. Vectors in C are called codewords. The
dual code C1 = {veGF(q)n | v C = 0}; it is an [n,n-k] code. The weight wt(x) of a
vector x in GF(^)" is the number of non-zero entries. The weight enumerator Wc(x, y)
of C is the polynomial

y iy
i-o

where Ai is the number of codewords of weight /. The Mac Williams Identities [43,
Chapter 5] relate the weight enumerator of C to that of C 1 as follows:

Wc^x,y) = | ^ | Wc{xHq~ \)y> x-y). (2.1)

A two-weight code is a code C for which | {/1 / ^ 0 and At ^ 0} | = 2.
The distance d(x,y) between two vectors x and y in GF(#)n is the number of entries

where x and y differ. Thus d(x,y) = wt(x—y) and the minimum distance between two
codewords is the minimum weight among all non-zero codewords. A code C is said
to be an [n, k, d] code if d is the minimum non-zero weight in C. If e = [\(d— 1)] then
C is also said to be e-error-correcting.

If C is an [n, k] code over GF(^) then there exist linear functionals

ft:GF{qf >GF(q), i= \,...,n

such that

C = {(f1(x),...,fn(x))\x€GF(qn (2.2)

Let B(x,y) be any non-singular bilinear form on GF(^)*. Then there exist ylt ...,yn

in GF(#)* such that/^x) = B(x,yt) for i = 1, ...,n. If B(x,y) = x-y is the dot product
then

C = {(x>yi,...,x-yn)\xeGF(qn (2.3)

Since dim(C) = k the vectors j>l5 ...,yn span GF(?)fc. If no two of the vectors^, ...,yn

are dependent then the code C is said to be projective. Thus C is projective if and only
if the minimum weight in the dual code C 1 is at least 3.

An n x n monomial matrix M is a matrix of the form M = DP, where D is an n x n
diagonal matrix and P is an n x n permutation matrix. Two [n, k] codes C and C over
GF(^f) are said to be equivalent if there exists a n n x n monomial matrix M such that
MC = C". Note that monomial transformations are precisely those linear transfor-
mations that preserve the metric d on GF(^)n.

2B: Projective (n, k, hlt h2) sets. A projective (n, k, hlt h2) set O is a proper, non-empty
set of n points of the projective space PG(fc— \,q) with the property that every
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hyperplane meets 0 in hx points or in h2 points. The complement of 0 in PG(Ar— 1, q)
isaprojective

Let 0 = {<> ;i)h= !>•••>«} and O' = {{y/
i}\i= l,...,«} be two projective (n,k,

hvh2) sets. Then 0 and 0 ' are said to be equivalent if there exists AeGL(n,q)
such that A(O) = 0'. If 0 and 0 ' span PG(k- \,q) then 0 and 0 ' determine [«,fc]
codes C and C, respectively, via (2.3). We remark that 0 and 0 ' are equivalent as
projective sets if and only if C and C are equivalent as codes. (Of course this is true
not only for two-weight codes but for any projective codes.) It is possible to generalize
the definitions of equivalence of codes and of projective sets by allowing auto-
morphisms of GF(<7). This corresponds to the observation that C and C are essentially
the same for each ae Aut GF(q).

2C: Strongly regular graphs. A connected graph on N vertices is said to be strongly
regular with parameters (N, K, X, ji) if it is regular with valency K and if the number
of vertices joined to two given vertices is X or pi according as the two given vertices
are adjacent or non-adjacent; we shall always exclude the null and complete graphs.
We label the vertices vx,...,vN, and we define an Nx N integral matrix A = (ati) by
setting

1, if vt and v} are adjacent

0, otherwise.

The matrix A is the adjacency matrix of the graph. If / is the N x N identity matrix
and if J is the N x N matrix with every entry 1 then

AJ=JA = KJ and A2-(X-fi)A-(K-/i)I = fiJ. (2.4)

Multiplying the second equation by / and comparing coefficients gives

K(K- X-1) = (N-K-l)/i. (2.5)

The eigenvalues of A are K, plt and p2 where

and

The multiplicities of £, px and p2 are 1, ex, and e2, respectively, where

= 2V ^ Vd / * ^

Equation (2.7) is called the integrality or rationality condition because e1 and e2 must
be integers.

2D: Rank 3 groups. Let G be a permutation group acting transitively on a set X.
The group G is a rank 3 group if it has exactly three orbits o n J f x I Suppose | G \
is even and let R be an orbit ofGonXxXother than {(x,x)\xeX}. If (x,y)eR then
(y, x) e R. The orbit R determines a graph on the elements of X in which two elements
x,y are joined if and only if (x,y)eR. The group G acts transitively on ordered pairs
of adjacent vertices and on ordered pairs of non-adjacent vertices. It follows that the
graph is strongly regular.

2E: {A1? X2} difference sets. Let Q be a proper set of non-zero vectors in a vector
4-2
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space V over GF(q). Then Q is a {Xlt X2} difference set over GF(q) if GF(q)*Q = Q

and if, for v e V, v # 0, we have

ixx,
\{(x,y)\x,yeQ and x-y = v}\=\

\X2,

3. Fundamental correspondences

In this section we shall describe the equivalence of two-weight codes, projective
(n, k, hx, h2) sets, {Al5 A2} difference sets and certain strongly regular graphs.

THEOREM 3.1. (1) If the code C defined by (2.3) is a projective two-weight [n, k] code

then {<yt} \ i = 1,..., n) is a projective («, k, n — wlt n — w2) set that spans PG(fc — 1, q).

(2) Conversely if{(yi)\i = 1, •-.,«} is a projective (n, k, n — wx, n — w2) set that spans

PG(k — \,q) then the code C defined by (2.3) is a projective two-weight [n, k] code with

weights w1 and w2.

Proof. Let x be any non-zero vector in GF(q)k. If x1 = {^eGF(^)fc | x -y = 0}
then n — \x1O{y1,...,yn}\ is the weight of the codeword (x-y1,...,x-yn).

Note that if O = {{yi)\i= 1,...,«} does not span PG(fc— 1,q) then the points of

O are in a PG(r, q) subgeometry of PG(A;— \,q).

Let V= GF(q)k. Let Q c V and suppose that Q = - Q and 0£Q. We define a

graph G(Q) with vertices the vectors of V and where two vertices are joined if and

only if their difference is in 12.

THEOREM 3.2. Let O = {<(^> \i= 1,...,«} be a proper non-empty set of points of

VG(k-\,q), and letQ = {veV\ <y>eO}. If O spans PG(k- \,q) then the following

are equivalent:

(1) Q is a {Al5 X2} difference set for some Xlt X2,

(2) G(Q) is a strongly regular graph,

(3) O is a projective (n,k,n — wlfn — w2) set for some wl5 w2.

Proof. It follows directly from the definitions that (1) and (2) are equivalent.
Delsarte essentially proves that (2) and (3) are equivalent in [15]. We outline the proof
because it contains information needed later.

Let N - qk. We order the vectors vx, ...,vN of V and use this ordering to define
the adjacency matrix A = (a^) of G(Q). Let / :GF(^) + ->C* be any non-principal
character of the additive group GF(<y)+. If ue V then the map xu(v) = x(uv) for all
ye V is a character of the abelian group V. We define a vector eveCN by setting

(ev)i = Xv(Vi) fori=\,...,N. (3.3)

LEMMA 3.4. The vector ev is an eigenvector of A with eigenvalue

(q — 1) (n — wv) — wv, where {q — 1) (n — wv) = | v1 ft Q |. The vectors ev, veV, are a basis

ofCN.

Proof. We have

(evA)j = I1Xv(vi)aij = I XviPi) =

( 2 XviM)) = (ev),( I Xv(u)),
ueQ ueQ
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where

I Xv(u)= I XvM+ 2 ( I ,
ueil ueCl ueCl aeGF(g)

uv-0 uv-l

= (q-\)(n-wv)-wv.

Finally
N N

V*w = I /(w«)/(wwi) = I
i-l i-\

{N, ifv + w = 0,

[0, otherwise.

This completes the proof of the lemma.

If G(Q) is strongly regular then A has just 3 eigenvalues and Lemma 3.4 implies
that (3) holds. Conversely, if (3) holds then A has 3 distinct eigenvalues and the
multiplicity of the valency n(q — 1) of G(Q) is 1. The adjacency matrix A satisfies an
equation of the form A2 = al+bA + cJ for scalars a, b, and c and this readily yields
the strong regularity asserted in Theorem 3.2.

COROLLARY 3.5. Let O = {<^> | /,...,»} be as in Theorem 3.2, let C be the code

defined by (2.3), and suppose that conditions (1), (2), and (3) of Theorem 3.2 hold. Then

the eigenvalues of A are n(q—\), n(q- l)-^w l 5 and n(q— \) — qw2, with multiplicities

1, Am, and AW2 respectively, where AWt is the number of codewords of C with weight

wt. Ifw2>w1 then ,
A"> = 7^—^\ {^{qk-V-nqk-\q-1)). (3.6)

\W2 VVjJ

Proof The only part that is not immediate is (3.6), but we shall postpone the
proof of (3.6) until (5.6).

COROLLARY 3.7. If conditions (1), (2), and (3) of Theorem 3.2 hold then the

parameters (N, K, X, fi) of G(Q) are given by

N=q\

K = n(q-\),

X = K2 + 3K— q{wl + w2) — Kq{w^ + vv2) + q2w1 w2,
and 2

H = 1 ^ 1 = K^ + K-Kqiw. + w^ + q^ w2.

Proof By Corollary 3.5

( y 4 _ ( ^ _ l ) _ ^ M ; i ) / ) ( ^ _ ( ^ _ l ) _ ^ M , 2 ) / ) = cy (3.8)

for some constant c. Premultiplying both sides by J we obtain c = q*wx w2/q
k. Now

compute X and fj. by comparing (3.8) with (2.4).

COROLLARY 3.9. IfG(Q) is strongly regular with parameters (N, K, X, fi) as in (3.7)
then H, Wn

K* + K-Kq(w1 + w2) + (qk-l)-±zi = 0, (3.10)
and

q(w2-Wl) = ((X-My+4(k-M))i (3.11)
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Proof. Equation (3.10) follows immediately from (3.7), but (3.10) and (3.11) also
follow from (2.5) and (2.6) respectively. We remark that, given (3.7), conditions (3.10)
and (3.11) are equivalent.

COROLLARY 3.12. Let O be as in Theorem 3.2. Then conditions (1), (2), and (3)
of Theorem 3.2 hold if and only if there exist constants E and E such that

0 ) if (v} is a point ofVG{k— \,q) not in O then <u> is collinear with Epairs of

points ofO, and

(2) if\v)eO then <u> is collinear with E pairs of points ofO\{(v)}.

In that case fx = 2EandX = IE + (q- 2).

Proof. If <x>, <j>>, and <z> are distinct collinear points of PG(A: — 1, q) then there
exist unique scalars s,teG¥(q) such that x = sy + tz. There also exist q — 2 scalars
ue GF(q)\{0,1} such that x = ux+(1 - u) x. It follows that (1) and (2) hold if and only
if G(Q) is strongly regular, and in that case n = 2E and X = 2E + (q-2).

PROPOSITION 3.13. There are integers j and t such that, ifw2 > wlt then wt = pit

andw2 =

The proof is postponed until (5.5). We remark that the characterizations obtained
in Section 12 rely heavily on (3.11) and (3.13).

4. Uniformly packed codes

In this section we describe how a two-weight code is characterized by metric
properties of the dual code.

Given a vector v in GF(q)n, the sphere Sr(v) of radius r, centered at v, is given by
Sr(v) = {weGF(q)n | d(v, w) ^ r}. If C 1 is an e-error-correcting code then the spheres
Se(c), c e C\ are pairwise disjoint. The code C 1 is perfect if the union of the spheres
Se(c), ceC1, exhausts GF(q)n. The following characterization of perfect codes is due
to MacWilliams ([41, 42]).

THEOREM 4.1. Let C 1 be an e-error-correcting code. Then C 1 is perfect if and only

if there are exactly e non-zero weights in the dual code C.

Perfect codes have been classified by van Lint and Tietavainen (see [37,52]). The
only perfect 2-error-correcting codes are the ternary [11, 6, 5] Golay code and the
binary repetition code {0, 0, 0, 0, 0),(l, 1, 1, 1, 1)}.

Uniformly packed codes are a generalization of perfect codes and were introduced
by Semakov, Zinoyjev, and Zaitzev in [49]. Given veGF(q)n, let B(v, i) be the number
of codewords at distance / from v.

DEFINITION. Let C1 be an e-error-correcting code. Then C 1 is uniformly packed

with parameters X and // if the following hold for all
(1) if d(x,C1) = e, then B(x,e+1) = X,

(2) if d(x, C1) ^ e+1, then B(x, e+1) = pi, and

<
 e+1 '



THE GEOMETRY OF TWO-WEIGHT CODES 103

If d is the minimum distance in C 1 then d=2e+2if and only if k = 0. If C 1 is an

arbitrary e-error-correcting code then a counting argument proves that if d(x, C1) = e

then

Goethals and van Tilborg [29] prove that C 1 is perfect if and only if (1) and (2) hold
and k = (n — e) (q — 1 )/{e +1). They also prove the following analogue of Theorem 4.1.

THEOREM 4.2. Let C 1 be an e-error-correcting code. Then C 1 is uniformly packed

if and only if there are exactly e+l non-zero weights in the dual code C.

Van Tilborg [53] proved that there are no uniformly packed e-error-correcting
codes for e ^ 4, and that the extended binary Golay code is the only binary
3-error-correcting uniformly packed code. However many examples exist when e = 1:

COROLLARY 4.3. Let C1bea\ -error-correcting code. Then C1 is uniformly packed

if and only if C is a two-weight code.

5. Duality

In this section we describe the dual of a projective (n,k,hx,h2) set, and the
projective dual of a two-weight code.

Given a positive integer /, set

b =ql~l

1 q-\'

Let O be a projective (n, k,n — wx,n — w2) set in PG(fc — 1, q). Recall that the complement
O' of O in PG(£ — 1, q) is a projective («', k, n' — w[, ri — w'2) set, where

n' = bk — n and ŵ  + vt̂  = f?*"1, for/ = 1 , 2 . (5.1)

Let H{ be the set of all hyperplanes H of PG(it - 1, q) such that \H(]O\ = n-wi. Then
O determines a two-weight code C by (2.3) and Ht determines the set of codewords
of weight wt in C. If Bi = \Hi\ then ( ^ - 1 ) ^ = AW(, where AW( is the number of
codewords of weight wt in C.

THEOREM 5.2. The set Ht is a projective (Bt, k, a{, a't) set in the dual of the original

projective space, where

W-Mflo, = w;Vi-«'?*-2, (5.3)
and

(Wj - Wi) at = w} V i - nqk~2, (5.4)

forj = 3 — / and i= 1,2.

Proof. Fix xeO' and let â  be the number of hyperplanes in H{ that contain x.

Then a'x + a'2 = bk_1, and counting the pairs (y, H) whereyeO and /f is a hyperplane
containing x and j> we obtain
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It follows that al does not depend on x and that (5.4) holds. Let yeO and let a{ be
the number of hyperplanes in Ht that contain y. By symmetry it follows that a{ does
not depend on y and that (5.3) holds.

COROLLARY 5.5. There are integers j and t such that, ifw2 > wlt then vvx = p>t and

w2=pi(t+\).

Proof. Together (5.1), (5.3), and (5.4) imply (wt — wl)(al — a[) = qk~2 and so
w2 — wl=pi for some integer/ Now (5.4) implies (w2 — w j | w2, and the result follows.

We remark that w2 — wt need not be a power of q (see Examples TF1, TFl d , TF2,
TF2d, RT3, and FE3).

COROLLARY 5.6.

Proof. Since | Hx | (bk_x - (n - wj) = n'a[ and since | Hx \ (n - wj = na1 we have
\H11 = n'a'1 + na1. Now expand this using (5.1), (5.4), and the identity

We remark that Am can be calculated directly from the MacWilliams Identities
(2.1) using the fact that the minimum weight in the dual code C 1 is at least 3. Since
AWl is the multiplicity of the eigenvalue n(q— l) — qw1 of the adjacency matrix A of
the graph G(Q) it can also be calculated via (2.7).

If there exists a correlation 0 of P G ( £ - 1 , q) such that 0 ( 0 ) = Hx or H2 then O

and the two-weight code determined by O are said to be projectively self-dual. Clearly
n = AwJ(q— 1) or AwJ(q— 1) is a necessary condition for projective self duality; but
it is not sufficient.

THEOREM 5.7. Let G be the graph with vertices the codewords of C in which two

codewords c and d are joined if and only if wt (c — d) = wr. Then G = G(Q'), where

Q' = {xe V\ x1sHl}. In particular, G is strongly regular.

Proof. The isomorphism follows immediately from the definitions of G and £2'.
Strong regularity is then a consequence of (5.2) and (3.2). (A different proof is given
by Delsarte in [14].)

A strongly regular graph may be regarded as a symmetric association scheme
with two classes (see [4,16]). If (V, R) is the association scheme corresponding to
G(Ci) then R = {Ro,RltR2} where Ro = {(v,v)\ve V), R1 = {(v,w)|v-weQ} and

R2 = (Vx V)\(R0 U RJ. If A is the adjacency matrix of G(Q) then, by (2.4), /, / , and
A span a three-dimensional complex algebra. This algebra is the Bose-Mesner algebra

of(V,R) ([3,16]). The hermitian matrix S = (xv(u))u veV diagonalizes this algebra.
The dual association scheme with respect to 0 e V and to S is defined to have
R! = {R'o,R[,R'2}, where R'o = Ro,R[ = {(v,w)\v-weQ'}, and
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(See [15, p. 23].) Alternatively, we may define the dual association scheme in terms

of the character group V* = \xv I v e V): it is the pair (V*, R*) where R* = (R^, Rf, R%}

and B* = {(g,g)\ge V*], *? = {(*„*„) I » - w e n ' } and R* = (F* x V*)\(B* U

6. Field changes

In this section we show how to construct new two-weight codes from a given

two-weight code by changing the underlying field.

THEOREM 6.1. Let Cbea projective two-weight [n, k] code over G¥{q), with weights

wx and w2. Let GF(q0) be a subfield of GF(q) and let q = qr
Q. Then C canonically

determines a projective two-weight [ri, kr] code C over GF(#0) with weights w[ and w'2,

where
(q—Y)n , qw, , , qw2

ri = -——, w[ = —, and w'2 = —.

Proof. Let V=GF(q)k. By (3.1) there exists a set O = { < ^ > | / = \,...,n) of
n distinct points of PG(/c— 1, q) such that C = {(JC-ylt ...,x-yn)\xe V). Let
Q = {yeK|<y>eO}. Then Q determines a set O' = {(zty\i = 1,...,«'} of
n' = (q— l)n/(qo — l) distinct points of PG(kr— l,q0), and O' determines an [n',kr]

code over GF(#0) via (2.3).
Recall that the vertices of the graph G(Q) are the vectors of V and two vertices

are joined if and only if their difference is in Q. Observe that this definition does not
depend on GF(^) or GF(<70). By (3.2) the following are equivalent:

(1) O is a projective set in PG(k— \,q);

(2) G(Q) is strongly regular;
(3) O' is a projective set in YG(kr— 1, qQ).

By (3.1), C is a projective two-weight [n',kr] code over GF(^0). The eigenvalues of
are | Q |, p1} and p2, where

i f o r / = 1 , 2 .

Hence w\ = qwt/q0.

REMARKS. (1) Since any set of points of PG(1,^) is a projective set we shall
generally disregard examples that arise in this way. However, observe that in
Example SU2 of Section 7 there are examples of two-weight [i(ql — \)/(q— 1), I] codes
over GF(#), with weights (/— l ) ^ " 1 , and iq1'1, that arise via (6.1).

(2) The set of all points of PG(r— 1, q0) determines a projective [q^— l/(q0— 1), r]

code D over GF(<70) via (2.3). The code D is the r-dimensional simplex code over GF(^0)
and it has just one non-zero weight, namely ql~x. The construction described in (6.1)
corresponds to substituting codewords of D for elements of GF(^) . Observe that if
(t>:GF(qr

0) -+D is any bijective GF(?0)-linear map, and if </>':GF(#J)n -• GF(qo)
n' is

given by (f>'(a1,...,an) = (<j>(a1),...,<f>(an)), then w t ( f v) = q^1 wt(u).

The next result is (6.1) viewed backwards.

THEOREM 6.2. Let V = GF(^)fc, let GF(q) c GF(?*), and let y/ be a linear
transformation of V of order q* — 1 such that {0} U < <//) is afield of linear transformations
isomorphic to G¥(q*); this makes V into an s-dimensional GF(q*)-space. Suppose that
O is a projective (n, k, n — wl5 n — w2) set in PG(fc — 1, q) and that y/ preserves O. Then
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O canonically determines a projective (n*,s,n* — w*,n* — w*) set O* in PG(s— \,q*)
where

. (q—\)n ± qw, , . qw2

n*=\ \ , w*=^- i , and w? = 2 *

Proof. If ft = {ye V\(v)eO} then i//Q = ft, so Q determines a set O* of
n* = (q— \)n/{q* — 1) points of PG(s-1,q*). By (3.2) the following are equivalent:

(1) O is a projective set in PG(fc- \,q)\
(2) <7(Q) is strongly regular;
(3) O* is a projective set in PG(s-1, q*).

Compute w* as in (6.1).

7. Subspace Examples

The most visible examples of projective («, /c,«— wlt n — w2) sets arise from
subspaces.

EXAMPLE SU1. Let Q, be the complement of a ^-dimensional subspace of GF(^)fc

where 1 ^ t < k — 1. If v is a non-zero vector then | v1 n ft | = qk~x — ql or r̂*"1 — q*~l.

EXAMPLE SU2. Let k = 2l and let 2 be a family of /-spaces any two of which span
GF(<7)*. Then 2 ^ | S | ^ ql +1. Let ft be the set of non-zero vectors that are contained
in the members of E. If v is a non-zero vector and v1 contains a member of £ then

Otherwise | v1 n Q | = 111 {ql~l -1).
Examples of such families £ abound. The simplest examples are obtained from

any family of 1-dimensional GF(#O-subspaces of GF(q1)2, as in Section 6. There are
other examples of families of ^ + 1 pairwise independent /-spaces in GF(^)fc. These
families correspond to important types of affine planes, namely translation planes;
see Dembowski [19, Chapter 5] and Liineburg [39]. We remark that not every family
£ of pairwise independent /-spaces can be extended to a family of size ql +1 (compare
Bruen and Thas [7]).

8. Dimensions 3 and 4

There are important examples that occur when the dimension k is 3 or 4 and that
do not necessarily generalize to higher dimensions.

EXAMPLE TF1. Let k = 3, let q be even, and let O be a hyperoval in
Then O is a set of n = q+2 points, no three collinear, with the property that if L is
a line then | L n O \ = 0 or 2. There are unique examples when q = 2 or q = 4 but many
projectively different examples for large q (Hirschfeld [33, Chapter 8]).

EXAMPLE TFld. This is the projective dual of Example TF1. If O is as in TF1
then each point outside O lies on exactly \q lines that miss O.

EXAMPLE TF2. In this example k = 3, q is even, and n = 1 + (q + 1) (h — 1), where
h | q and 1 < h < q. The set O has the property that if L is any line then | L n O \ = 0
or h.
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EXAMPLE TF2d. This is the projective dual of Example TF2. If O is as in TF2
then each point outside O lies on exactly q/h lines that miss O.

When h = 2 we revert to TF1. Large numbers of examples for arbitrary h were
found by Denniston [20].

EXAMPLE TF3. Let k = 4, n = q2 +1, and let O be an ovoid in PG(3, q): a set of
q2 +1 points, no three collinear, with the property that if H is a plane then | H n O \ = 1
or q+\.

In the classical case, Q U {0} consists of all vectors (JC,^, z, w) in GF(<?)4 such that
xy + z2 + azw 4- w2 = 0, where a e GF(^) and z2 4- az + 1 = 0 has no root in GF(q). Only
one further class of examples is known and these arise when q = 22e+1 > 2 (Tits [54]).

Note that O together with the planes meeting O in q+1 points forms an inversive
plane: a 3 — (q2 +1, q +1,1) design. We refer the reader to Dembowski [19, Chapter 6]
for a detailed discussion of ovoids.

REMARKS. Examples TF1, TF2, and TF3 are not the only examples in dimen-
sions 3 and 4. Others are given in SU1, SU2, CY1, CY4, RT1 and RT2, where
generalizations to higher dimensions are given. We note that the classical examples in
TF3 are special cases of RT2.

9. Cyclotomic examples

In this section we construct two-weight [n,k] codes from subgroups of GF(qk)*.
We warn the reader that some examples begin life as cyclic codes that are not
projective: after deleting coordinates to obtain a projective code the cyclic property
may be lost.

We shall replace GF(q)k by GF(<7*), and the dot product x-y by the nonsingular
bilinear form T(xy), where T: GF(qk) -> GF(?) is the trace map. (Recall that if
xeGF(qk) then T(x) = I ^ 1 **'•) If yeGFfa*)* then y1 denotes the hyperplane

THEOREM 9.1. Letk = 21, let z be a primitive element ofGF(qk), and let R =
be the subgroup of(q+ l)th powers in GF(qk)*. Define the coset S of R by

-t
R, if q is even,

coR, if q is odd,

where co = Z<92'-D/2«7-I). (Thus S = R unless q and I are odd.) Then

- , ifyeS,

where e = (—1)*.

Proof. Given yeGF(qk)*, the map Q(x) = T(yx?+l), for all xeGF(qk),
defines a quadratic form over GF(^r). The corresponding bilinear form is given by
(x,y) = T(yx9y + yxyq) for all x,yeGF(qk). We shall calculate the rank of this form.
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If>eGF(g*)*then

T{yxy« + yx9y) = 0 for all x e GF(qk)

o T((y9yq* + yy) *9) = 0 for all x e GF(qk)

i = - 1 .

If q is even then yyQ+1 = a, where a e GF(q), and in particular y e S. There are q2 — 1
ways to choose a pair (a,y) with yyQ+1 — a. If q is odd then yyi+l = aco, where
fleGF(^). Once again y e S and there are q2— 1 ways to choose the pair (a,y). Thus,
for any q, we conclude that if y $ S then the bilinear form is non-degenerate, and that
if yeS then the form has a 2-dimensional radical.

If y$S then the number of non-zero singular vectors is (ql+e1)(q
l~1—Ei), where

e1 = ±\ depends on the type of the quadratic form 71(yjc9+1). If yeS then
GF(<7fc) = Vx + V2, where Vx is the radical of the quadratic form and V2 is any
(k—2)-dimensional subspace such that Vx n V2 = {0}. The number of non-zero
singular vectors is q2((ql~1+E2)(q

l~2—e2)+1)— 1, where e2 = ± 1 depends on the type
of the quadratic form.

If y e S then the number of non-singular vectors is (ql+Ej) ql~\q— 1). If xe GF(qk)
and ceGF(?2), then Q(cx) = c*+1Q(x). It follows that q2-11 (^+e 1 ) ^ - 1 ( ^ -1 ) and
so £x = — £. If y$S then a similar argument shows that e2 = e.

To compute ISdy1!, observe that the set of singular vectors is closed under
multiplication by (q+ l)th roots of unity and that if _ye.S n y\ then y = x9+1, where
x is a singular vector.

COROLLARY 9.2. Lef A be a proper subset of {0,1, . . . , ^ } , /ef fi = U t e / i -Sz', and
eCl}. Then

l=

.f

Proof. Since yV"'

| y-*- fl«| = 2 \y±f)Szt\= Z 15 n ŷ z"* | = 2
teA teA teA

and | y10 Cl\ depends only on whether yeSz~l for some teA.

EXAMPLE CY1. Let k = 2/ and define ft as in (9.2). Let GF(^0) £ GF(?), set
n = |Q|/(<70— 1), and choose any elements yx,...,yn of Q lying in different GF(^0)*
cosets. Let V: GF(qk) -* GF(q0) be the trace map and let k' = k log9o q. Then by (6.1)
and (9.2),

C = {TXyyJ,..., T'(yyj)\yeGF(qF)} (9.3)

defines a projective two-weight [n,kf] code over GF(^0). The elements yx, ...,yn can
be chosen to be a subgroup of GF(^)* if and only if n \ qk— 1 and («, q0— 1) = 1. In
this case let yx be a generator of the subgroup and set yt = yl'1 for / ^ 2. The code
C is then cyclic.
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REMARKS. (1) The fact that (9.3) determines a two-weight code when Q = S is
due to McEliece [45] and Delsarte and Goethals [17] (compare Dodunekov and Iorgov
[25]). We observe that the weight of the codeword (TXyyJ,..., T'{yyn)) is a constant
wx as y ranges over Q"1 and a constant vv2 as y ranges over GF(^*)*\Q~1. This
strengthening of the results of [17] and [45] is due to Wolfmann [56]; when q0 = 2,
it is also outlined in an exercise on p. 445 of [43]. Our proof of (9.1) is based upon
this outline.

(2) If k = 2/ = 4, then 15| = (q2 + \)(q-1). When viewed projectively S becomes
the q2 + 1 points of PG(3, q) that lie on a quadric (compare TF3 and RT2).

(3) If k = 21 = 8 then 15| = (q* + \)(q2 + \){q-1). In this case if q is even then
S is the following geometric curiosity. We choose a set P of coset representatives for
GF(#4)* in GF(q8)* with the property that every element of P is a (q + l)th power.
The set S is obtained by placing a quadric in GF(#4)* as in Remark 2 and then
multiplying by the elements of P. The result is one quadric per coset for a total of
q*+l quadrics.

(4) Van Lint and Schrijver [38] discovered special cases of (9.1) and (9.2) by other
methods.

EXAMPLE CY2. Let k = 2/ and define Q as in (9.2). Suppose that Q = GF(q')* Q
for some subfield GF(q') of GF(q21). Then by (6.2), Q determines a two-weight code
over GF(q'). Remark 2 at the end of this section describes examples in PG(2, q*) due
to Metz [46].

EXAMPLE CY3. Let Q = GF(^)* c GF(qk)*. The complement of Q in GF(qk)*
is a special case of Example SU1.

EXAMPLE CY4. Let GF(q') c= GF(q21), and let Q be any union of at least two
cosets of the subgroup GF(^)* GF(q')* of GF(q21)*. Then by (6.1) Q yields a 2-weight
code over GF(q) n GF(q') (compare SU2), and hence over GF(q') as well (by (6.2)).

The strongly regular graph arising from Q does not depend on q'. Hence the
parameters of the code can be found as in Section 6.

Projective (n, 3, hx, h3) sets. In the geometry literature projective («, 3, hx, h2) sets have
received special attention. We shall now list the examples of such sets that rise in this
section.

(1) Example CY4 (with q' = q\l = 3) yields projective (n, 3, hlt h2) sets in PG(2, q2)
with n = (q2 + q+\)t, hx = (q+\)t, h2 = (q+l)t-q, where 1 ^ / ^ q2-q (de Finis
[26]).

(2) Example CY2 yields projective (ntZthlthJ sets O in PG(2,?4) with

h1 = t(q2 + q+\), and h2 = q+l+(t-1)(?2 + ?+1), where 1 ̂  t^q2-q. These sets
were found by Metz [46]. When t = 1, O can be partitioned into q4 — q2+ 1 subplanes
PG(2, q). The lines of PG(2, q*) which contain a line of one of the subplanes form
an orbit of the cyclic group O. Every other line of PG(2, qA) contains q2 + q+1 points
of O. Thus O determines a 2-design with parameters v = (q4 — q2 + \)(q2 + q+\),
k = q2 + q+\, X = 1: the blocks of the design are the qi — q2+\ subplanes together
with the lines meeting O in q2 + q + 1 points.
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(3) Example CY2 yields a projective («, 3, hly h2) set in PG(2, ql) with

whenever q = — 1 (mod 3).

10. Rank 3 groups

A group of collineations of PG(fc— 1, q) with exactly 2 point-orbits also has exactly
2 hyperplane-orbits (Dembowski [19, p. 78]). If O is one of these point-orbits then O is
a projective («, A:, /J19 /J2) set for some n, hlf and h2. In this section we describe all the
known examples of projective {n, k, hx, h2) sets that arise in this way. (We remind the
reader that k > 2, and that we shall not discuss examples arising from subspaces, or
examples obtained by changing the underlying field as in (6.1).)

The aforementioned group of collineations is induced by a group G of semilinear
transformations of V = GF(q)k. Thus G consists of certain transformations v\->Aav,
where A is an invertible matrix and a e Aut (GF(q)). Here we assume that G is the
largest group inducing the given collineation group. Then {v i-* gv + c \ g e G and ceV}
acts as a rank 3 group on V, and {v \->v + c \ ce V) is a transitive elementary abelian
normal subgroup. Conversely, any rank 3 group with a transitive elementary abelian
normal subgroup arises from a group of collineations of a projective space having
exactly 2 point-orbits. If Cl = {yeK|<y>e0} then the graph G(C1) described in
Section 3 is just the strongly regular graph associated with G that is described in
Section 2D.

EXAMPLE RT1. The set O is a PG(/- \,q) subgeometry of ?G(l-\,q2). Then
Q U {0} is the union of q+1 /-dimensional subspaces of the 2/-dimensional GF(^)-space
GF(?2)*. Therefore the graph G(Q) already arose in SU2.

In order to prove that this is a rank 3 example, fix 0 e GF(#2)\GF(<7) and observe
that every non-zero vector in GF(<72)* can be written in the form u + Qv, where
u,veGF(q)1. The orbits of GF(?2)* • GL(/, q) on GF(?2)'\{0} are {u + ®v\u and v
are dependent over GFfa)} and {u+Qv\u and v are independent over GF(<j>)}.
Furthermore

r^,^, x, , ~ M, f'"1' if« and y are dependent,
dimGF(e) [GFfa)1 n (u + ev)1] =\

[1—2, if u and v are independent.

EXAMPLE RT2. Let k = 21, let Q be a nonsingular quadratic form on GF(q)k, and
let O = {veGF(q)k | v # 0 and Q{v) = 0}.

We refer the reader to Dickson [21], or Dieudonne [22], for the definitions and
basic geometric properties of quadratic forms and their associated orthogonal
geometries. Clearly GF(#)* Q = Q. The orthogonal group preserving Q acts transi-
tively on {y e GFfa)* | y # 0 and Q(v) = a} for each aeGF(^). If G consists of all
nonsingular linear transformations g such that Q(gv) = cgQ{v) for some cg e GF(^)
and all yeGF(^)*, then G has only two orbits of non-zero vectors.

We have \Q\ = (ql—e)(ql~1-\-e) where e = ± l depends on the type of the
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quadratic form Q. If we define perpendicularity in terms of the bilinear form
(u,v) = Q(u+v)-Q(u)-Q(v), then

When k = 4 and « = q2+1, this example appeared in TF3.
If e = 1 then the parameters of the corresponding code and strongly regular graph

are exactly the same as in Example SU2 (when i = ql~l+1). However, if / is odd then
Q cannot contain 3 pairwise independent /-spaces. If / is even then the only examples
where Q is known to arise as in SU2 are as follows (compare Kantor [36]): 1 = 2, q
is even; / = 4 and q = 0 or 2 (mod 3).

EXAMPLE RT3. Let ( , ) be a nonsingular hermitian form o n F = GF(g2)1, and
let O = {v6 V\ v # 0 and (v, v) = 0}.

We refer the reader to Dickson [21] or Dieudonne [22] for the definition and
elementary properties of such forms. If G = {g e GL( V) \ (gu, gv) = cg(u,v) for some
cg e GF(q) and all v e V), then G has only two orbits of non-zero vectors.

We have |Q| = (ql—e)(ql~1+e), where e = (— I)1. If we define perpendicularity
in terms of the hermitian form then

-e), if (»,t>)#0.

The corresponding strongly regular graph already arose in RT2. For if we set
Q(v) = (v, v), and if we regard V as a 2/-dimensional space over GF(^), then Q is a
nonsingular quadratic form over GF(q). We see from RT2 that for each possible
dimension, only one of the two types of code/geometry in RT2 arises from a
hermitian form in this way.

EXAMPLE RT4. Let V be the space of all skew symmetric 5x5 matrices over
GF(^) with zero diagonal, and let Q be the subset of matrices with rank 2. This
example is due to Cameron (compare Hubaut [34, p. 377]) and to Delsarte and
Goethals [18].

Here dim V = 10. If A is a non-zero matrix in V then the rank of A is even and
hence is 2 or 4. If M is a 5 x 5 invertible matrix then M acts on V by A \-* MAM1,
for all A e V. If A, Be Fand rank A = rank B then there exists M eGL(5, q) such that
B = MAM1.

We remark that skew-symmetric 4x4 matrices also afford a rank 3 example in
the above manner (via the Klein correspondence). However this example coincides
with RT2 (when k = 6 and e = 1).

The preceding examples are all protectively self-dual. The following examples are
not and so they come in pairs. These examples are related to the Golay codes (compare
MacWilliams and Sloane [43, Chapter 20] or Conway [12]).

EXAMPLE RT5. Here q = 2, k = 11, and n = 759. The extended binary Golay
code C is a [24,12] code invariant under the Mathieu group M24. Regard C as 212

subsets of a 24-set S, namely 0,5,759 octads, their 759 complements, and 2.1288
dodecads coming in complementary pairs. Set V = C/{0, S} and observe that
M24 has just two orbits on V.
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EXAMPLE RT5d. Here q = 2, k = 11, and n = 276. This example arises as the
projective dual of RT5. Let V = E/C where E is the set of all subsets of a 24-set S

with even cardinality and C is the extended binary Golay code. Any element of E is
congruent mod C to a 2-subset of S or to a sextet (compare Conway [12]).

EXAMPLE RT6. Here q = 3, k = 5, and n = 11. The two-weight code is the dual
of the [11,6,5] ternary Golay code. The Mathieu group M u has point-orbits on
PG(4,3) of size 11 and 110 (compare Coxeter [13]).

EXAMPLE RT6d. Here q = 3, k = 5, and n = 66. This example arises as the
projective dual of RT6. Consider the point orbit of size 11 of M n on PG(4,3). Any
4 points of this orbit span a hyperplane of PG(4,3) containing a fifth point of the
orbit. In this way we obtain 66 hyperplanes, one for each block of the Steiner system
5(4,5,11).

REMARK. Examples RT5d, RT6 and RT6d are described in [14]. All solvable,
primitive, rank 3 permutation groups have been determined by Foulser [27]. Each
group gives rise to a two-weight code and strongly regular graph. These examples have
been studied from a point of view similar to ours by van Lint and Schrijver [38]. They
have been described earlier, many of them in Section 9.

11. Further examples

In this section we describe additional examples that do not fit into the previous
sections.

EXAMPLE FE1. Let k = 21, let Q be a nonsingular quadratic form on GF(q)21 with
q odd, and let Q = {v e GF(^)2i | Q(v) is a non-zero square}.

Then GF(q)* Q = Q. If G consists of all nonsingular linear transformations g such
that Qigv) = cg Q(v) for some cg e GF(q) and all v e GF(q)21 then G acts transitively
on Q. However this example differs from Example RT2 in that G has three orbits of
non-zero vectors.

We have | H | = \(ql—e)ql~\q— 1), where e = ± l depends on the type of the
quadratic form Q. Let veGF(q)21 be a non-zero vector. Then

\v1nn\=iq(ql-l-e)ql-%q-\) if Q(v) = 0,
and

= \ql-\ql~l±\)(q- 1) if Q(v) # 0,

where the sign depends on whether Q(v) is a square or a non-square.

EXAMPLE FE2. Here q = 3, k = 6, and n = 56. The corresponding projective set
in PG(5,3) was studied by Segre [48], McLaughlin [40], Hill [30], and Bruen and
Hirschfeld [6].

A description is given in [30] in terms of a collineation of order 7 that acts on the
set. We shall give a description using the group 1\ x PSL2(5), which appears to be new.

Let em, e0, ex, e2, e3, e4 be a basis for a 6-dimensional vector space over GF(3). All
vectors will be written in terms of their coordinates with respect to this basis. Our
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I\ consists of all diagonal transformations, diag(± 1 , ± 1 , ± 1 , ± 1 , ± 1 , ± 1 ) , with
determinant 1. The group PSL(2,5) represented by all transformations

*"*^T> ad-bc=\ (a,b,c,deGF(5)),
cx+d

acts on {̂ oo, e0, ev e2, e3, e4} in the obvious way while normalizing our TL\. The resulting
group 1\ xi PSL2(5) sends <(111000)> to 40 points and <(111111)> to 16 points. The
required set O is the union of these two sets, and is readily found to have the required
properties. Moreover it is easy to check that no 3 points of O are collinear and that
X xf = 0 whenever <(**)> e O.

Hill [30] showed that there is essentially just one subset O of PG(5,3) with the
desired properties.

EXAMPLE FE3. Here q — 4, k = 6, and n = 78. This example was discovered by
Hill [31]. We shall give a cyclotomic description.

Let z be a primitive element of GF(46) and let <z35> denote the subgroup of 35th
powers in GF(46)*. Choose /? = 7, 14, 21, or 28. The required set O consists of the 78
GF(4)-1-spaces in {0} U <z35> U (z3S>}zP. A computer checked that no three points of
O are collinear. It also discovered that any union {0} U <z35> U <z35> za with 1 ̂  a ̂  34,
a i± 7, 14, 21, or 28, contains 3 collinear points. Note that the different choices for
P are related by the transformation x —*• x2.

EXAMPLE FE3d. Here q = 3, k — 4, and n = 936. This example arises as the
projective dual of FE3.

EXAMPLE FE4. Here q = 3, k = 4, and n = 15. This example, due to van Lint
and Schrijver [38], has several descriptions (Cameron and van Lint [9]). We shall give
a cyclotomic description.

Let F = GF(34) and let y e F* be an element of order 5. Let L = {0} U <y> and let
Q = {x—y\x,yeL,x ^y}. Then G(Q) is a strongly regular graph with parameters
# •= 34, K = 30, X = 9, and n = 12. Therefore it determines a two-weight code. This
code is equivalent to its projective dual.

12. Characterization theorems

In Section 3 we established numerical constraints on the parameters of any
(n, k, h1} h2) set. In this section we describe theorems that characterize such projective
sets subject to some additional geometric restriction.

The first theorem is due to Calderbank [8] and characterizes projective sets O such
that no three points of O are collinear. If the parameters of the strongly regular graph
G(Q) are (N,K,A,/S) then this geometric hypothesis implies X = q — 2. The theorem
is only proved after a very intricate analysis of (3.11).

Theorem 12.1. Let k^ 3, let O be aprojective (n,k,n — wx,n — w2) set in PG(/c — 1, q)

and suppose that no three points of O are collinear.

(A)Ifq = 2 then either

(1) O is the complement of a hyper plane in PG(fc— 1,2), or

(2) O is an ovoid in PG(3,2).
(B)Ifq*2 then either

(3) q is even and O is a hyperoval in PG(2, q),
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(4) O is an ovoid in PG(3, q),
(5) n{q-\) = t(qlk+\), wx = tq^k~2), w2 = (t+\)qkk-2\ where t is a positive

integer and (2/+3)2 = 4g**+4?+1, or
(6) 2{q- \)n = (2t+ \)q^k-» + q-2(t(t + \)/q), wx = *$*<*-»>, w2 =

vv/iere f w a positive integer and (2t-\-(2q+1))2 =

A set 0 satisfying the hypotheses of Theorem 12.1 will be called a projective
{n,k,n — wx,n — w2) cap. If (5) or (6) holds then there exists an integer solution (y,a)
of the equation

(12.2)

Since (y, a) = (2q+1,4) is a solution, case 5 of Theorem 12.1 includes case 4. If q = 3
or <7 = 4 then there exist projective caps that do not fall under cases 3 and 4. If q = 3
then (12.2) becomes

/ = 4.3b+13. (12.3)

It is shown by Bremner et al. [5] that the only integer solutions (y,b) of (12.3) are
(y, b) = (5,1) (7,2) and (11,3). It is also shown that if O is a projective («, k,n — wx,
n-w2) cap in PG(fc-l,3) then (n,k,n-wx,n-wa) = (10,4,4,1), (11,5,5,2), or
(56,6,20,11). Projective caps with these parameters are described in Examples TF3,
RT6, and FE2 respectively. If q = 4 then (12.2) becomes

/ - 1 7 = 2ft. (12.4)

Beukers [2] has shown that the only integer solutions (y, b) of (12.4) are (y, b) = (5,3),
(7,5), (9,6), and (23,9). Theorem 12.1 implies that if O is a projective (n, k, n — wlt n — w2)
cap in PG(fc-1,4) then (n, k, n - wlt n - w2) = (6,3,2,0), (17,4,5,1), (78,6,22,14), or
(430,7,110,78). Projective caps with the first three parameters are described in
Examples TF1, TF3, and FE3 respectively. The existence of a projective
(430,7,110,78) cap is an open problem.

Let r, k, t, be integers with r ^ 2, k ^ 2, / ^ 1. A partial quadrangle with parameters
(r,k, t) is an incidence structure of points and lines with the following properties:

(1) any point is incident with r lines and any line with k points;
(2) (a) two points are incident with at most one line;

(b) if three points are pairwise collinear then all three are collinear; and
(3) if two points are not collinear, then exactly t points are collinear with

both.
Cameron [9] regards a projective (n,k,n — wl5 n — vv2) cap O in PG(fc— \,q) as a

linear representation of a partial quadrangle with parameters {n,q,/x), where
H = q^Wi wjqk: the points of the quadrangle are the vectors of GF(^)*, the lines
through 0 are the 1-spaces in O, and the other lines are obtained by translation.
Condition 2(b) is satisfied because no three points of O are collinear. Theorem 3.2
implies that (3) holds and n is given in (3.7). The strongly regular graph G(Q) of (3.2)
is the point graph of the partial quadrangle.

The next theorem is due to Tallini-Scafati [50] and does not appear to involve codes
or projective in, k, hlt h2) sets at all. (However, compare the hypotheses of the theorem
with (3.12).)

THEOREM 12.5. Let k^ 4, and let O be a set of points of?G(k—\,q) such that
neither O nor its complement is empty, a point or a hyperplane. Suppose there exist
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constants a and b such that every line ofPG(k — \,q) contains exactly a or b points of

O. Then q is odd and a square and ifa^b then

and

101 =1

where e = + 1 and S = ± 1.

We note that no examples of such sets O are known. The complement of O
corresponds to replacing 3 by — 3, and e by — e.

We outline the proof and describe the connection with two-weight codes. A
preliminary argument establishes that 0 <a^b <q+\. It follows that, if X is any
subspace of the projective space, then O n A'satisfies the hypotheses of the theorem. In
particular, if A' is a plane then O n X is a projective (\O (]X\,3,a,b) set in X.

Hence \Of] X\ is a root of the quadratic equation (3.10), and, by (3.13), b — a is a
power of p. If ia and ib are the numbers of lines meeting O in a and b points,
respectively, then (qk-l) (qk~l -1)

and
l)ib = \O\(\O\-\).

Thus | O | satisfies a quadratic equation with coefficients depending on q, k, a, and b.

If X is any hyperplane then we can obtain a quadratic equation satisfied by | O 0 X\

in the same way. Therefore O is a projective («, k, hx, h2) set. It only remains to find a

and b, and hence we may assume that k = 4. After some nontrivial manipulation of
the quadratic constraints, Tallini-Scafati obtains the desired values of a and b.

The next result is due to Thas [51] and is more clearly related to codes: it concerns
two-weight [n, k] codes for which n — 1 is one of the weights. Since it is readily proved
using the diophantine conditions of Section 3, we shall include a short proof. We
remind the reader that a projective (n, k,n — wl50) set is the complement of a
hyperplane.

THEOREM 12.6. Let q = pm and let k ^ 4. If O is a projective (n, k, n — w151) set

in PG(k— \,q) then O is a line ofPG(k—l,q) or an ovoid in PG(3, q).

Proof. If O does not span PG(fc — 1, q) then O is a PG(r, q) subgeometry and hence
is a line. If O spans PG(A:— \,q), then by (3.1) and (3.13) O determines a two-weight
[n, k] code with weights vv: = n— 1 — p* = pit and w2 = n— 1 = pj(t+ 1). Substituting
n = pi(t+ 1)+1 into (3.10) and simplifying we obtain

0=p1((t+l)-q)((t+\)p>-(q-\)) + q{q-\)- K ̂ _[P . (12.7)

If/ = 0 then O is a projective (n, k,\,2) set and any three points of O span PG(k —\,q).

However this contradicts the hypothesis k ^ 4. If j ^ m then (t+ !)/>* — (q— 1) > tq,
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and (12.7) implies that t +1 ^ q. If 0 <j < m then (12.7) implies t h a t ^ | t(t + l)/>2'"2m;

hence p2m~j \t(t+1) and / + 1 ^ q. In either case / + 1 ^ q.

If t+\>q then t+l-qT* (t+ \)/(q +1), t + 2-q ^ f/fa- 1), and

However, this implies that the right-hand side of (12.7) is positive.
Therefore t+1 = qand 2/ = m{k-2) by (12.7). Thus w>2 = ^&/2, v^ = qW-q&-vi*

and hence 2£" = q2 — qk/2 by (3.2) and (3.12). Since £" is non-negative, k = 4 and 0
is a projective (q2 +1,4, #+1,1) set in

The next result is new and may be regarded as a generalization of Theorem 12.6.

THEOREM 12.8. Let q = pm and let i be a fixed positive integer. I/O is a projective

(«, k, h, i) set that spans PG(k— \,q) then h ^(q+\)i. Equality holds if and only ifO

is an ovoid in PG(3, q). Furthermore, k < (q+1) / + 1 , and there are only finitely many

projective sets for given q and i.

Proof If h ^ (q+ \)i then any (q+ \)i+1 points of O span ?G(k— \,q) and
k ^ (q+1) i + 1 . In order to prove that h ^ (q+1) / we may assume that h > i, and
by Theorem 12.6 we may assume i > 1.

By (3.1) and (3.13), O determines a two-weight [n,k] code with weights

wl = n—\—pi=ph and w2 = n — i = pj(t+\). Substituting n = ^{t+Vi + i into
(3.10) and simplifying we obtain

0 = (*+ lq)p({ WKq ) ) ( * /

^ ± i ^ . (12.9)

Suppose by way of contradiction that 0 < h — (q+\)i = pj — iq. Then
(q-\)pi(i-l)(t+\)>i(q-\)(iq-i+l). Hence (12.9) implies that t+\ > q, or
equivalent^, t+l-q^(t+ \)/(q+1).

L e t i(q —\)(iq — i + l ) = pau w h e r e pjfu. If p \ i t h e n /? a ^ /, a n d if p \ i — 1 t h e n
/?a < iq. Therefore pa < iq in either case. Since p1 ^ iq, (12.9) implies that
pa+1Xt(t+l)p2m+v-'cm. Hence /(z+l)/?2"1^-*771 </ ; a / ( f+l) .

Let R be the right-hand side of (12.9). If pi = iq then p | /, pa ^ i, and

02-10)

Since / ^ f̂, (12.10) implies that R > 0, which contradicts (12.9).
Thereforep* ^ iq+\, and hencep* ^ (i+l)q. This time,

02.11)

Since / ^ r̂, (12.11) implies that R > 0, which contradicts (12.9).
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We conclude this section with a theorem of Mann [44] on (v, K, X) difference sets
in elementary abelian groups (compare with Camion [11, p. 57]). A (v, K, X) difference

set in a group G of order v is a set ft = {gx, ...,gK} of K elements of G such that for
every g e G with g ^ 1, the equation gt gj1 = g has exactly X solutions (we shall exclude
ft = G and ft = G\{g} for some geG). Observe that the complement of a difference
set is a difference set.

THEOREM 12.12. Let pbea prime and let Clbea (pk, K, X) difference set in GF(p)k.

If GF(p)* ft = ft then p = 2, k = 21, K = 2'"1(2i + e), and X = 2l~l(21-1 + e), where

Proof. After possibly taking complements we may assume that 0£ft. Thus ft is
a {X,n) difference set with X = //. By (3.2) and (3.13), ft determines a two-weight [n, k]

code with weights w1 = pit and vv2 = pj(t+1). Corollary 3.7 gives // = p2~kw1 w2 and
X—fi = 2n(p— 1)— p(wx w2). Hence

Pi = n(p-\)-pw1 = -(n(p- l)-pw2) = -p2.

By (3.13), p1—p2 = 2p1 is a power of/; and so p = 2. Thus n = (2/+1)2*,
H = 2V+2~kt(t+ 1), and (3.11) becomes

or
,2_( 2*-*- i - i ) f+2 f c - ' - 2 (2 ' - l ) = 0. (12.13)

If t0, t1 are the roots of (12.13) then t0, tx > 0 and we may assume t0 = 0 (mod 2*~*~2)
and t1 = - \ (mod2*~*-2). Since t0 +11 = 2fc-^~x- 1 we have /0 = 2fc-^"2 and
/1 = 2 f c - ' - 2 - l . Since f^ = 2fc-'"2(2>-l) we have j+\=k/2 = l say. Hence
A = 2'-1(2*-1+e) and K= n = 2l~1(2l + e), where e = ± 1 depends on whether t = /„
or t = tx.

We obtain examples of (221,21-1(21 + E),21-1(21-1 + E)) difference sets from the
complement of Example RT2 in GF(<7)2*\{0} when q = 2. If His any hyperplane then
| //Aft | = 2'~1(2i ± 1), where A denotes symmetric difference. Let B consist of all sets
ft, ft', //Aft, //Aft', where ft' is the complement of ft in GF(2)2', and H ranges over
all hyperplanes. The 22i subsets in B of size 2l~1(2l + e) form a symmetric design having
the same parameters as that arising from the difference set ft (see Kantor [35]). The
sets ft are closely related to bent functions (MacWilliams and Sloane [43, Chapter
14.5], Rothaus [47], and Dillon [23]).

13. Tables

In Section 3 we described how a two-weight [n, k] code C with weights wx and vv2

determines a projective (n,k,n — w1,n — w2) set O and a strongly regular graph G(ft)
with parameters (Af, K, X, /i).

Figure 1 lists the underlying field and the parameters n, k, vvx and w2 of essentially
all the known two-weight codes. 'Essentially all' means that we have omitted the
following:

(1) two-dimensional codes;
(2) codes obtained from those listed in Figure 1 by changing the underlying field

as in Section 6; and
(3) codes obtained from those listed in Figure 1 by taking the complement of the

corresponding projective set.
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Example

SU1

SU2

TFI

TFld

TF2

TF2d

TF3

CY1
(£-(-1)')

CY2

CY4

n

9 - 1

(q'-\)i ,

q-\ - - ' - *

9+2

K9+D(9 + 2)

1 +(q+\)(h— 1)
where 1 < h <q,h\q

fo+l)(l+fo+1)(*-l)).

where 1 < h < q, h \ q

9 2 +l

(9 1 1 -1) /

where q = qT
0, 1 ̂  / < q

( 9 2 ' - I ) '

where qf = q21, 2 ̂  i < q

(9'-l)'

where qf = qil, 2 ̂  i ̂  ql

k

I

2/

3

3

3

3

4

2/r

5

5

Field

GF(q)

GF(q)

GF(q)

GF(q)

q even

GF(<7)
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GF(q)

q even

GF(9)

GF((70)
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GF(cy,)

fl — H
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9
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9(9+>)(*-!)
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Q
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- O V " 1 )
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FIGURE la.

Example

RT1

RT2

RT3

RT4

RT5

RT5d

RT6

RT6d

FE1

FE2

FE3

FE3d

FE4

n

q'-l

9 - 1

(ql -e)(q>-l+e)

9 - 1
where e = + 1

{q<-e)(q<->+c)

92~1
where e = (— 1)'

fa»-l)fo«+l)
9 - 1
759

276

II

66

^ ' - ( 9 ' + e)
where e = ± 1

56

78

936 .

15

k

I

2/

/
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11

11

5

5

2/

6

6

6

4

Field

GF(^)

GF(?)

GF(<78)

GF(q)

GF(2)

GF(2)

GF(3)

GF(3)

GF(q)

GF(3)

GF(4)

GF(4)

GF(3)

9'"

q2l-3

96
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128

6

36

kqil-\q-\)

36

56

672

9

9'"8(9+D

9 f | - f + £<?'-'

<72'-3 + ey-*

(92+D<74

384

144

9

45

^'-'to-D-e?'-'

45

64

704

12

FIGURE Ib.
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The notation TFl d denotes the projective dual of Example TF1 (see Section 5). Recall
that Example CY3 is subsumed by Example SU1 (see Section 9).

Figure 2 lists the parameters N, K, X, and // of the corresponding strongly regular
graph. It also lists the eigenvalues px and p2 of G(Q.) other than the valence K, and
their multiplicities Am and Am respectively. Recall from (3.5) that p{ = K—qwt, for
/ = 1,2 and that AW( is the number of codewords of C with weight wt.

NOTE ADDED IN PROOF. New results have been obtained since this paper was submitted. A. E. Brouwer
has constructed new examples of projective (n, k, hx, h2) sets by taking a quadric denned over a small field
and cutting out a quadric defined over a larger field (A. E. BROUWER, ' Some new two-weight codes and
strongly regular graphs', Discrete Applied Math. 10 (1985) 111-114). N. Tzanakis and J. Wolfskill have
determined the possible parameters of projective (n,k,hx,h2) caps by finding all integer solutions to
equation (12.2). There are no parameter sets other than those appearing in Theorem 12.1 and the remarks
following that theorem (N. TZANAKIS and J. WOLFSKILL, 'The diophantine equation x* = 4qali+4q+1 with
an application to coding theory', J. Number Theory, to appear). The second author has shown that
construction SU2 produces large numbers of pairwise inequivalent two-weight codes having the same
parameters (W. M. KANTOR, 'Exponential numbers of two-weight codes, difference sets, and symmetric
designs', Discrete Math. 46 (1983) 95-98).
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