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## 1. Introduction

According to Einstein's theory of general relativity, a vacuum spacetime with cosmological constant $\Lambda \in \mathbb{R}$ is a (3+1)-dimensional manifold $M$ equipped with a Lorentzian metric $g$ satisfying the Einstein vacuum equation $\operatorname{Ein}(g)=\Lambda g$, where $\operatorname{Ein}(g)=\operatorname{Ric}(g)-\frac{1}{2} R_{g} g$ is the Einstein tensor. An equivalent formulation of this equation is

$$
\begin{equation*}
\operatorname{Ric}(g)+\Lambda g=0 \tag{1.1}
\end{equation*}
$$

A Kerr-de Sitter spacetime, discovered by Kerr [89] and Carter [18], models a stationary, rotating black hole within a universe with $\Lambda>0$ : far from the black hole, the spacetime behaves like de Sitter space with cosmological constant $\Lambda$, and close to the event horizon
of the black hole like a Kerr black hole. Fixing $\Lambda>0$, a (3+1)-dimensional Kerr-de Sitter spacetime $\left(M^{\circ}, g_{b}\right)$ depends, up to diffeomorphism equivalence, on two real parameters, namely the mass $M_{.}>0$ of the black hole and its angular momentum $a$. For our purposes, it is in fact better to consider the angular momentum as a vector $\mathbf{a} \in \mathbb{R}^{3}$. The Kerrde Sitter family of black holes is then a smooth family $g_{b}$ of stationary Lorentzian metrics, parameterized by $b=\left(M_{\bullet}, \mathbf{a}\right)$, on a fixed 4-dimensional manifold $M^{\circ} \cong \mathbb{R}_{t_{*}} \times(0, \infty)_{r} \times \mathbb{S}^{2}$ solving the equation (1.1). The Schwarzschild-de Sitter family is the subfamily $\left(M^{\circ}, g_{b}\right)$, $b=(M ., \mathbf{0})$, of the Kerr-de Sitter family; a Schwarzschild-de Sitter black hole describes a static, non-rotating black hole. We point out that, according to the currently accepted Lambda cold dark matter ( $\Lambda \mathrm{CDM}$ ) model, the cosmological constant is indeed positive in our universe [120], [116].

The equation (1.1) is a non-linear second-order partial differential equation (PDE) for the metric tensor $g$. Due to the diffeomorphism invariance of this equation, the formulation of a well-posed initial value problem is more subtle than for (non-linear) wave equations. This was first accomplished by Choquet-Bruhat [59], who with Geroch [21] proved the existence of maximal globally hyperbolic developments for sufficiently smooth initial data. We will discuss such formulations in detail later in this introduction as well as in $\S 2$. The correct notion of initial data is a triple $\left(\Sigma_{0}, h, k\right)$, consisting of

- a 3 -manifold $\Sigma_{0}$,
- a Riemannian metric $h$ on $\Sigma_{0}$,
- a symmetric 2 -tensor $k$ on $\Sigma_{0}$,
subject to the constraint equations, which are the Gauss-Codazzi equations on $\Sigma_{0}$ implied by (1.1). Fixing $\Sigma_{0}$ as a submanifold of $M^{\circ}$, a metric $g$ satisfying (1.1) is then said to solve the initial value problem with data $\left(\Sigma_{0}, h, k\right)$ if
- $\Sigma_{0}$ is spacelike with respect to $g$;
- $h$ is the Riemannian metric on $\Sigma_{0}$ induced by $g$;
- $k$ is the second fundamental form of $\Sigma_{0}$ within $M^{\circ}$.

Our main result concerns the global non-linear asymptotic stability of the Kerr-de Sitter family as solutions of the initial value problem for (1.1); we prove this for slowly rotating black holes, i.e. near $a=0$. To state the result in the simplest form, let us fix a Schwarzschild-de Sitter spacetime $\left(M^{\circ}, g_{b_{0}}\right)$, and within it a compact spacelike hypersurface $\Sigma_{0} \subset\left\{t_{*}=0\right\} \subset M^{\circ}$ extending slightly beyond the event horizon $r=r_{-}$and the cosmological horizon $r=r_{+}$; let $\left(h_{b_{0}}, k_{b_{0}}\right)$ be the initial data on $\Sigma_{0}$ induced by $g_{b_{0}}$. Denote by $\Sigma_{t_{*}}$ the translates of $\Sigma_{0}$ along the flow of $\partial_{t_{*}}$, and let $\Omega^{\circ}=\bigcup_{t_{*} \geqslant 0} \Sigma_{t_{*}} \subset M^{\circ}$ be the spacetime region swept out by these; see Figure 1.1. Note that since we only consider slow rotation speeds, it suffices to consider perturbations of Schwarzschild-de Sitter initial data, which in particular includes slowly rotating Kerr-de Sitter black holes initial


Figure 1.1. Setup for the initial value problem for perturbations of a Schwarzschild-de Sitter spacetime $\left(M^{\circ}, g_{b_{0}}\right)$, showing the Cauchy surface $\Sigma_{0}$ of $\Omega$ and a few translates $\Sigma_{t_{*}}$; here $\varepsilon_{M}>0$ is small. Left: product-type picture, illustrating the stationary nature of $g_{b_{0}}$. Right: Penrose diagram of the same setup. The event horizon is $\mathcal{H}^{+}=\left\{r=r_{-}\right\}$, the cosmological horizon is $\overline{\mathcal{H}}^{+}=\left\{r=r_{+}\right\}$, and the (idealized) future timelike infinity is $i^{+}$.
data (and their perturbations).
Theorem 1.1. (Stability of the Kerr-de Sitter family for small $a$; informal version) Suppose $(h, k)$ are smooth initial data on $\Sigma_{0}$, satisfying the constraint equations, which are close to the data $\left(h_{b_{0}}, k_{b_{0}}\right)$ of a Schwarzschild-de Sitter spacetime in a high-regularity norm. Then, there exist a solution $g$ of (1.1) attaining these initial data at $\Sigma_{0}$, and black hole parameters $b$ which are close to $b_{0}$, so that

$$
g-g_{b}=\mathcal{O}\left(e^{-\alpha t_{*}}\right)
$$

for a constant $\alpha>0$ independent of the initial data; that is, $g$ decays exponentially fast to the Kerr-de Sitter metric $g_{b}$. Moreover, $g$ and $b$ are quantitatively controlled by $(h, k)$.

In particular, we do not require any symmetry assumptions on the initial data. We refer to Theorem 1.4 for a more precise version of the theorem. Above, we measure the pointwise size of tensors on $\Sigma_{0}$ by means of the Riemannian metric $h_{b_{0}}$, and the pointwise size of tensors on the spacetime $M^{\circ}$ by means of a fixed smooth stationary Riemannian metric $g_{R}$ on $M^{\circ}$. The norms we use for $\left(h-h_{b_{0}}, k-k_{b_{0}}\right)$ on $\Sigma_{0}$ and for $g-g_{b}$ on $\Sigma_{t_{*}}$ are then high-regularity Sobolev norms; any two choices of $g_{R}$ yield equivalent norms. If ( $h, k$ ) are smooth and sufficiently close to $\left(h_{b_{0}}, k_{b_{0}}\right)$ in a fixed high-regularity norm, the solution $g$ we obtain is smooth as well, and in a suitable Fréchet space of smooth symmetric 2 -tensors on $M^{\circ}$ depends smoothly on $(h, k)$, as does $b$.

As far as the maximal globally hyperbolic development (MGHD) of the initial data $(h, k)$ is concerned, Theorem 1.1 states that it contains a subset isometric to $\Omega^{\circ}$ on which the metric decays at an exponential rate to $g_{b}$.

We stress that a single member of the Kerr-de Sitter family is not stable: small perturbations of the initial data of, say, a Schwarzschild-de Sitter black hole, will in
general result in a solution which decays to a Kerr-de Sitter metric with slightly different mass and non-zero angular momentum. We are not aware of any way by which one can determine the final black hole parameters $b$, but which does not require finding the global solution of the initial value problem. Investigating any such method, potentially via making a connection to different notions of mass on asymptotically hyperbolic manifolds [144], [150], [27], [20], would be a very interesting problem.

Earlier global non-linear stability results for the Einstein equation include Friedrich's work [61] on the stability of (3+1)-dimensional de Sitter space, the monumental proof by Christodoulou and Klainerman [25] of the stability of (3+1)-dimensional Minkowski space. Partial simplifications and extensions of these results were proved by Anderson [3] on higher-dimensional de Sitter spacetimes, Lindblad and Rodnianski [98], [99] and BieriZipser [14] on Minkowski space, further Ringström [121] for a general Einstein-scalar field system, as well as by Rodnianski and Speck [122] (and the related [128]) on Friedmann-Lemaître-Robertson-Walker spacetimes; see $\S 1.3$ for further references. Theorem 1.1 is the first result for the Einstein equation proving an orbital stability statement (i.e. decay to a member of a family of spacetimes, rather than decay to the spacetime one is perturbing), and the flexibility of the techniques we use should allow for investigations of many further orbital stability questions. Natural examples are the non-linear stability of the Kerr-Newman-de Sitter family of rotating and charged black holes as solutions of the coupled Einstein-Maxwell system, $\left({ }^{1}\right)$ and the stability of higher-dimensional black holes.

The proof of Theorem 1.1 will be given in $\S 11$. It uses a generalized wave coordinate gauge adjusted 'dynamically' (from infinity) by finite-dimensional gauge modifications. The key tool is the precise analysis of the linearized problem around a Schwarzschildde Sitter metric. We develop a robust framework that has powerful stability properties with respect to perturbations; we will describe its main ingredients, in particular the manner in which we adapt our choice of gauge, in $\S 1.1$. (As a by-product of our analysis, we obtain a very general finite-codimension solvability result for quasilinear wave equations on Kerr-de Sitter spaces, see Appendix B.) The restriction to small angular momenta in Theorem 1.1 is then due to the fact that the required algebra is straightforward for linear equations on a Schwarzschild-de Sitter background, but gets rather complicated for non-zero angular momenta; we explain the main calculations one would have to check to extend our result to large angular momenta in Remark 1.5. Our framework builds on a number of recent advances in the global geometric microlocal analysis of black hole spacetimes which we recall in $\S 1.1$; 'traditional' energy estimates play a very minor role, and are essentially only used to deal with the Cauchy surface $\Sigma_{0}$ and the
$\left({ }^{1}\right)$ Since the first version of this paper, this has been accomplished by the first author [73].
artificial boundaries at $r=r_{ \pm} \pm \varepsilon_{M}$ in Figure 1.1. For solving the non-linear problem, we use a Nash-Moser iteration scheme, which proceeds by solving a linear equation globally at each step, and is thus rather different in character from bootstrap arguments. (See also the introduction of [75].)

Our main theorem and the arguments involved in its proof allow for further conclusions regarding the phenomenon of ringdown, the problem of black hole uniqueness, and suggest a future path to a definitive resolution of Penrose's strong cosmic censorship conjecture for cosmological spacetimes; see $\S 1.2$ for more on this.

Using our methods, we give a direct proof of the linear stability of slowly rotating Kerr-de Sitter spacetimes in $\S 10$ as a 'warm-up', illustrating the techniques developed in the preceding sections.

Theorem 1.2. Fix a slowly rotating Kerr-de Sitter spacetime ( $M^{\circ}, g_{b}$ ), and $\Sigma_{0}$ as above. Suppose $\left(h^{\prime}, k^{\prime}\right)$ is a pair of symmetric 2-tensors, with high regularity, solving the linearized constraint equations around $\left(h_{b}, k_{b}\right)$. Then, there exist a solution $r$ of the linearized Einstein vacuum equation

$$
D_{g_{b}}(\operatorname{Ric}+\Lambda)(r)=0,
$$

attaining these initial data at $\Sigma_{0}$, and $b^{\prime} \in \mathbb{R}^{4}$ such that

$$
r-\left.\frac{d}{d s} g_{b+s b^{\prime}}\right|_{s=0}=\mathcal{O}\left(e^{-\alpha t_{*}}\right)
$$

for a constant $\alpha>0$ independent of the initial data; that is, the gravitational perturbation $r$ decays exponentially fast to a linearized Kerr-de Sitter metric.

We stress that the non-linear stability is only slightly more complicated to prove than the linear stability, given the robust framework we set up in this paper; we explain this in the discussion leading up to the statement of Theorem 1.4.

Theorem 1.2 is the analogue of the recent result by Dafermos, Holzegel and Rodnianski [37] on the linear stability of the Schwarzschild spacetime (i.e. with $\Lambda=0$ and $a=0$ ). We will discuss the differences and similarities of their paper (and related works) with the present paper in some detail below.

We point out that the Ricci-flat analogues of Theorems 1.1 and 1.2, i.e. with cosmological constant $\Lambda=0$, remain very interesting and challenging problems to study: the limit $\Lambda \rightarrow 0^{+}$is rather degenerate in that it replaces an asymptotically hyperbolic problem (far away from the black hole) by an asymptotically Euclidean one, which in particular drastically affects the low frequency behavior of the problem, and thus the expected decay rates (polynomial rather than exponential). Furthermore, for $\Lambda=0$, one needs to use
an additional 'null-structure' of the non-linearity to analyze non-linear interactions near the light cone at infinity ('null infinity'), while this is not needed for $\Lambda>0$. See $\S 1.3$ for references and further discussion.

We take this opportunity to comment on the role of the small positive cosmological constant and black holes in an astronomical context. While on the spatial scales relevant for the study of isolated gravitational systems the cosmological constant is negligible, no matter what its value is (or even what sign it has), the positivity of $\Lambda$ is important on the infinite time scale on which one must work when studying stability questions. Put differently, $\Lambda$ is negligible for the large, but finite time scale corresponding to the spatial scale on which it is negligible; thus, for large times (which in particular covers computations in numerical general relativity), $\Lambda$ can be ignored. The idealized case $\Lambda=0$ is nonetheless very interesting not only from a mathematical but also from a practical point of view, as it allows for the clean definition of quantities of physical (and experimental) interest such as null infinity, gravitational wave energy, the Christodoulou memory effect, etc.

### 1.1. Main ideas of the proof

For the reader unfamiliar with Einstein's equations, we begin by describing some of the fundamental difficulties one faces when studying equation (1.1). Typically, PDEs have many solutions; one can specify additional data. For instance, for hyperbolic second-order PDEs such as the wave equation, say on a closed manifold cross time, one can specify Cauchy data, i.e. a pair of data corresponding to the initial amplitude and momentum of the wave. The question of stability for solutions of such a PDE is then whether for small perturbations of the additional data the solution still exists and is close to the original solution. Of course, this depends on the region on which we intend to solve the PDE, and more precisely on the function spaces we solve the PDE in. Typically, for an evolution equation like the wave equation, one has short time solvability and stability, sometimes global in time existence, and then stability is understood as a statement that globally the solution is close to the unperturbed solution, and indeed sometimes in the stronger sense of being asymptotic to it as time tends to infinity.

The Einstein equation is closest in nature to hyperbolic equations. Thus, the stability question for the Einstein equation (with fixed $\Lambda$ ) is whether when one perturbs 'Cauchy data', the solutions are globally 'close', and possibly even asymptotic to the unperturbed solution. However, since the equations are not hyperbolic, one needs to be careful by what one means by 'the' solution, 'closeness' and 'Cauchy data'. Concretely, the root of the lack of hyperbolicity of (1.1) is the diffeomorphism invariance: if $\phi$ is a diffeomorphism that is the identity map near an initial hypersurface, and if $g$ solves Einstein's equations,
then so does $\phi^{*} g$, with the same initial data. Thus, one cannot expect uniqueness of solutions without fixing this diffeomorphism invariance; by duality, one cannot expect solvability for arbitrary Cauchy data either.

It turns out that there are hyperbolic formulations of Einstein's equations; these formulations break the diffeomorphism invariance by requiring more than merely solving Einstein's equations. A way to achieve this is to require that one works in coordinates which themselves solve wave equations, as in the pioneering work [59] and also used in [98], [99]; very general hyperbolic formulations of Einstein's equations, where the wave equations may in particular have (fixed) source terms, were worked out in [60]. More sophisticated than the source-free wave coordinate gauge, and more geometric in nature, is DeTurck's method [48] (see also the paper by Graham-Lee [65]) which fixes a background metric $g^{0}$ and requires that the identity map be a harmonic map from $\left(M^{\circ}, g\right)$ to $\left(M^{\circ}, g^{0}\right)$, where $g$ is the solution we are seeking. This can be achieved by considering a PDE that differs from the Einstein equation due to the presence of an extra gauge-fixing term:

$$
\begin{equation*}
\operatorname{Ric}(g)+\Lambda g-\Phi\left(g, g^{0}\right)=0 . \tag{1.2}
\end{equation*}
$$

We call this the gauged Einstein equation (sometimes also called reduced Einstein equation). For suitable $\Phi$, discussed below, this equation is actually hyperbolic. One then shows that one can construct Cauchy data for this equation from the geometric initial data $\left(\Sigma_{0}, h, k\right)$ (with $\Sigma_{0} \hookrightarrow M^{\circ}$ ) so that $\Phi$ vanishes at first on $\Sigma_{0}$, and then identically on the domain of dependence of $\Sigma_{0}$. Thus, one has a solution of Einstein's equations as well, in the gauge $\Phi\left(g, g^{0}\right)=0$.

Concretely, fixing a metric $g^{0}$ on $M^{\circ}$, the DeTurck gauge (or wave map gauge) takes the form

$$
\begin{equation*}
\Phi\left(g, g^{0}\right)=\delta_{g}^{*} \Upsilon(g), \quad \Upsilon(g)=g\left(g^{0}\right)^{-1} \delta_{g} \mathrm{G}_{g} g^{0} \tag{1.3}
\end{equation*}
$$

where $\delta_{g}^{*}$ is the symmetric gradient relative to $g, \delta_{g}$ is its adjoint (divergence), and $\mathrm{G}_{g} r:=r-\frac{1}{2}\left(\operatorname{tr}_{g} r\right) g$ is the trace reversal operator. Here $\Upsilon(g)$ is the gauge 1-form. One typically chooses $g^{0}$ to be a metric near which one wishes to show stability, and in the setting of Theorem 1.1 we will in fact take $g^{0}=g_{b_{0}}$; thus $\Upsilon\left(g_{b_{0}}\right)$ vanishes. Given initial data satisfying the constraint equations, one then constructs Cauchy data for $g$ in (1.2), giving rise to the given initial data and moreover solving $\Upsilon(g)=0$ (note that $\Upsilon(g)$ is a first-order non-linear differential operator) at $\Sigma_{0}$. Solving the gauged Einstein equation (1.2) and then using the constraint equations, the normal derivative of $\Upsilon(g)$ at $\Sigma_{0}$ also vanishes. Then, applying $\delta_{g} \mathrm{G}_{g}$ to (1.2) shows, in view of the second Bianchi identity, that $\delta_{g} \mathrm{G}_{g} \delta_{g}^{*} \Upsilon(g)=0$. Since

$$
\square_{g}^{\mathrm{CP}}:=2 \delta_{g} \mathrm{G}_{g} \delta_{g}^{*}
$$

is a wave operator, this shows that $\Upsilon(g)$ vanishes identically. (See $\S 2$ for more details.)
The specific choice of gauge, i.e. in this case the choice of background metric $g^{0}$, is irrelevant for the purpose of establishing the short-time existence of solutions of the Einstein equation. Indeed, if one fixes an initial data set but chooses two different background metrics $g^{0}$, then solving the resulting two versions of (1.2) will produce two generally different symmetric 2 -tensors $g$ on $M^{\circ}$ which attain the given data and solve the Einstein equation; however, they are always related by a diffeomorphism, i.e. one is the pull-back of the other by a diffeomorphism. On the other hand, global (or even just long time) existence of solutions of the Einstein equation by means of hyperbolic formulations like (1.2) depends very sensitively on the choice of gauge, as does the asymptotic behavior of global solutions. (Global existence and large time asymptotics are strongly coupled, as one can usually only obtain the former when one has a precise understanding of the latter.) Thus, finding a suitable gauge is the fundamental problem in the study of (1.1), which we overcome in the present paper in the setting of Theorem 1.1.

Let us now proceed to discuss (1.2) from the perspective most useful for the present paper. (For a general overview of the large body of work on Kerr and Kerr-de Sitter spacetimes in the last decades, we refer the reader to §1.3.) The key advances in understanding hyperbolic equations globally on a background like Kerr-de Sitter space were the paper [140] by the second author, where microlocal tools were introduced and used to provide a Fredholm framework for global non-elliptic analysis; for waves on Kerr-de Sitter spacetimes, this uses the microlocal analysis at the trapped set of Wunsch-Zworski [147] and Dyatlov [56] as an external input. In the paper [75], the techniques of [140] were extended to non-stationary settings, using the framework of Melrose's b-pseudodifferential operators, and shown to apply to semi-linear equations; in [71], the techniques were extended to quasilinear equations on de Sitter-like spaces by introducing operators with non-smooth (high regularity b-Sobolev) coefficients. In [76], the additional difficulty of trapping in Kerr-de Sitter space was overcome by Nash-Moser iteration-based techniques, using the simple formulation of the Nash-Moser iteration scheme given by SaintRaymond [124].

The papers [140], [75], [71], [76] show global existence and asymptotic stability of solutions to (systems of) second-order quasilinear PDEs under the following conditions:
(1) the second-order terms in the PDE are given by the wave equation with respect to a metric $g$ which depends on the unknown (vector-valued) function $u$, as well as on the gradient $\nabla u$;
(2) for $u \equiv 0$, the metric $g$ is a Kerr-de Sitter metric (one can also handle small stationary perturbations of the Kerr-de Sitter metric, though this is not used in the present paper);
(3) the linearized operator at $u=0$, which we denote by $L$, satisfies a subprincipal sign condition on the trapped set;
(4) the equation $L v=0$ has no resonances $\sigma \in \mathbb{C}$ in the closed upper half-plane, that is, there do not exist mode solutions of the form $v\left(t_{*}, x\right)=e^{-i \sigma t_{*}} w(x)$ with $\operatorname{Im} \sigma \geqslant 0$.

Conditions (3) and (4) rule out ways in which the linearized equation could fail to be asymptotically stable. More precisely, (3) rules out growing high-frequency solutions localized near the trapped set, and (4) rules out a bounded frequency solution which is either oscillating or exponentially growing in time. The result of the above series of papers is to show that these are the only two ways in which stability of the non-linear equation could fail. The absence of resonances in the closed upper half-plane is clearly a desirable condition when solving non-linear equations. That it is sufficient, given the other assumptions, relies on the fact that solutions of $L v=0$ (with $L$ not necessarily satisfying assumption (4)) with smooth initial data and (compactly supported) forcing admit partial asymptotic expansions into a finite sum of mode solutions with frequencies $\sigma_{j} \in \mathbb{C}$, plus a remainder term with decay $e^{-\alpha t_{*}}, \alpha>-\operatorname{Im} \sigma_{j}$, provided the operator $L$ satisfies suitable estimates. These are so-called high-energy estimates for the Mellin-transformed normal operator family $\hat{L}(\sigma) w(x):=\left.e^{i \sigma t_{*}} L\left(e^{-i \sigma t_{*}} w\right)\right|_{t_{*}=0}$, namely, polynomial bounds on the operator norm of $\hat{L}(\sigma)^{-1}$ as $|\operatorname{Re} \sigma| \rightarrow \infty, \operatorname{Im} \sigma \geqslant-\alpha$, acting between suitable Sobolev spaces. The main result of [140] is that $\hat{L}(\sigma)^{-1}$ is a meromorphic family of operators satisfying such estimates; the poles of this family are precisely the resonances. (This result strongly uses the asymptotically hyperbolic nature of the de Sitter end of Kerrde Sitter spacetimes.) Provided that high-energy estimates hold for $\alpha>0$ (which requires assumption (3)), this implies that solutions of $L v=0$ are a finite sum of mode solutions and an exponentially decaying remainder term; the asymptotic expansion here is proved by means of a contour-shifting argument on the Fourier-transform side; see §5.2.2.

Now, for the DeTurck-gauged Einstein equation (1.2), where the unknown function is the metric $g$ itself, condition (3) at the trapped set holds, but condition (4) on resonances does not. That is, non-decaying $(\operatorname{Im} \sigma \geqslant 0)$ and even exponentially growing modes $(\operatorname{Im} \sigma>0)$ exist. In fact, even on de Sitter space, the linearized DeTurck-gauged Einstein equation, with $g^{0}$ equal to the de Sitter metric, has exponentially growing modes, cf. the indicial root computation of [65] on hyperbolic space - the same computation also works under the metric signature change in de Sitter space; see Appendix C. Thus, the key achievement of this paper is to provide a precise understanding of the nature of the resonances in the upper half-plane, and how to overcome their presence. We remark that the first condition, at the trapping, ensures that there is at most a finite-dimensional space of non-decaying mode solutions.

We point out that all conceptual difficulties in the study of (1.2) (beyond the diffi-
culties overcome in the papers mentioned above) are already present in the simpler case of the static model of de Sitter space, with the exception of the presence of a non-trivial family of stationary solutions in the black hole case; in fact, what happens on de Sitter space served as a very useful guide to understanding the equations on Kerr-de Sitter space. Thus, in Appendix C, we illustrate our approach to the resolution of the black hole stability problem by reproving the non-linear stability of the static model of de Sitter space.

In general, if one has a given non-linear hyperbolic equation whose linearization around a fixed solution has growing modes, there is not much one can do: at the linearized level, one then gets growing solutions; substituting such solutions into the non-linearity gives even more growth, resulting in the breakdown of the local non-linear solution. A typical example is the ordinary differential equation (ODE) $u^{\prime}=u^{2}$, with initial condition at zero: the function $u \equiv 0$ solves this, and given any interval $[0, T]$ one has stability (changing the initial data slightly), but for any non-zero positive initial condition, regardless how small, the solution blows up at finite time, and thus there is no stability on $[0, \infty)$. Here the linearized operator is just the derivative $v \mapsto v^{\prime}$, which has a non-decaying mode 1 (with frequency $\sigma=0$ ). This illustrates that even non-decaying modes, not only growing ones, are dangerous for stability; thus they should be considered borderline unstable for non-linear analysis, rather than borderline stable, unless the operator has a special structure. Now, the linearization of the Kerr-de Sitter family around a fixed member of this family gives rise (up to infinitesimal diffeomorphisms, i.e. Lie derivatives) to zero resonant states of the linearization of (1.2) around this member; but these will of course correspond to the (non-linear) Kerr-de Sitter solution when solving the quasilinear equation (1.2), and we describe this further below.

The primary reason one can overcome the presence of growing modes for the gauged Einstein equation (1.2) is of course that the equation is not fixed: one can choose from a family of potential gauges; any gauge satisfying the above principally wave, asymptotically Kerr-de Sitter, condition is a candidate, and one needs to check whether the two conditions stated above are satisfied. However, even with this gauge freedom, we are unable to eliminate the resonances in the closed upper half-plane, even ignoring the zero resonance which is unavoidable as discussed above. Even for Einstein's equations near de Sitter space - where one knows that stability holds by [61]-the best we can arrange in the context of modifications of DeTurck gauges is the absence of all non-decaying modes apart from a resonance at zero, but it is quite delicate to see that this can in fact be arranged. Indeed, the arguments rely on the special asymptotic structure of de Sitter space, which reduces the computation of resonances to finding indicial roots of regular singular ODEs, much like in the Riemannian work of Graham-Lee [65]; see Remark C.3.

While we do not have a modified DeTurck gauge in the Kerr-de Sitter setting which satisfies all of our requirements, we can make partial progress towards this goal in a crucial respect. Namely, if $L$ is the linearization of (1.2), with $g^{0}=g_{b_{0}}$, around $g=g_{b_{0}}$, then

$$
\begin{equation*}
L r=D_{g}(\operatorname{Ric}+\Lambda)(r)+\delta_{g}^{*}\left(\delta_{g} \mathrm{G}_{g} r\right) \tag{1.4}
\end{equation*}
$$

the second term here breaks the infinitesimal diffeomorphism invariance - if $r$ solves the linearized Einstein equation $D_{g}(\operatorname{Ric}+\Lambda)(r)=0$, then so does $r+\delta_{g}^{*} \omega$ for any 1-form $\omega$. Now suppose $\phi$ is a growing mode solution of $L \phi=0$. Without the gauge term present, $\phi$ would be a mode solution of the linearized Einstein equation, i.e. a growing gravitational wave; if non-linear stability is to have a chance of being true, such $\phi$ must be 'unphysical', that is, equal to 0 up to gauge changes, i.e. $\phi=\delta_{g}^{*} \omega$. This statement is commonly called mode stability; we introduce and prove the slightly stronger notion of 'ungauged Einstein mode stability' (UEMS), including a precise description of the zero mode, in §7. One may hope that even with the gauge term present, all growing mode solutions such as $\phi$ are pure gauge modes in this sense. To see what this affords us, consider a cutoff $\chi\left(t_{*}\right)$, identically 1 for large times but 0 near $\Sigma_{0}$. Then

$$
L\left(\delta_{g}^{*}(\chi \omega)\right)=\delta_{g}^{*} \theta, \quad \theta=\delta_{g} G_{g} \delta_{g}^{*}(\chi \omega)
$$

that is, we can generate the asymptotic behavior of $\phi$ by adding a source term $\delta_{g}^{*} \theta$-which is a pure gauge term-to the right-hand side; looking at this the other way around, we can eliminate the asymptotic behavior $\phi$ from any solution of $L r=0$ by adding a suitable multiple of $\delta_{g}^{*} \theta$ to the right-hand side. In the non-linear equation (1.2) then, using the form (1.3) of the gauge-fixing term, this suggests that we try to solve

$$
\operatorname{Ric}(g)+\Lambda g-\delta_{g}^{*}(\Upsilon(g)-\theta)=0
$$

where $\theta$ lies in a fixed finite-dimensional space of compactly supported 1-forms corresponding to the growing pure gauge modes; that is, we solve the initial value problem for this equation, regarding the pair $(\theta, g)$ as our unknown. Solving this equation for fixed $\theta$, which one can do at least for short times, produces a solution of Einstein's equations in the gauge $\Upsilon(g)=\theta$, which in the language of [60] amounts to using non-trivial gauge source functions induced by 1 -forms $\theta$ as above; in contrast to [60] however, we regard the gauge source functions as unknowns (albeit in a merely finite-dimensional space) which we need to solve for.

Going even one step further, one can hope (or try to arrange) for all Kerr-de Sitter metrics $g_{b}$ to satisfy the gauge condition $\Upsilon\left(g_{b}\right)=0$ (which of course depends on the concrete presentation of the metrics): then, we could incorporate the Kerr-de Sitter
metric that our solution $g$ decays to by adding another parameter $b$; that is, we could solve

$$
\begin{equation*}
(\operatorname{Ric}+\Lambda)\left(g_{b}+\tilde{g}\right)-\delta_{g_{b}+\tilde{g}}^{*}\left(\Upsilon\left(g_{b}+\tilde{g}\right)-\theta\right)=0 \tag{1.5}
\end{equation*}
$$

for the triple $(b, \theta, \tilde{g})$, with $\tilde{g}$ now in a decaying function space; a key fact here is that even though we constructed the 1 -forms $\theta$ from studying the linearized equation around $g_{b_{0}}$, adding $\theta$ to the equation as done here also ensures that, for nearby linearizations, we can eliminate the growing asymptotic behavior corresponding to pure gauge resonances; a general version of this perturbation-type statement is the main result of $\S 5$. If both our hopes (regarding growing modes and the interaction of the Kerr-de Sitter family with the gauge condition) proved to be well-founded, we could indeed solve (1.5) by appealing to a general quasilinear existence result, based on a Nash-Moser iteration scheme; this is an extension of the main result of [76], accommodating for the presence of the finitedimensional variables $b$ and $\theta$. (We shall only state a simple version, ignoring the presence of the non-trivial stationary family encoded by the parameter $b$, of such a general result in Appendix A.)

This illustrates a central feature of our non-linear framework: The non-linear iteration scheme finds not only the suitable Kerr-de Sitter metric the solution of (1.1) should converge to, but also the correct gauge modification $\theta!\left({ }^{2}\right)$

Unfortunately, neither of these two hopes proves to be true for the stated hyperbolic version of the Einstein equation.

First, consider the mode stability statement: we expect the presence of the gauge term in (1.4) to cause growing modes which are not pure gauge modes (as can again easily be seen for the DeTurck gauge on de Sitter space); in view of UEMS, they cannot be solutions of the linearized Einstein equation. When studying the problem of linear stability, such growing modes therefore cannot appear as the asymptotic behavior of a gravitational wave; in fact, one can argue, as we shall do in §10, that the linearized constraint equations restrict the space of allowed asymptotics, ruling out growing modes which are not pure gauge. While such an argument is adequate for the linear stability problem, it is not clear how to extend it to the non-linear problem, since it is not at all robust; for example, it breaks down immediately if the initial data satisfy the non-linear constraint equations, as is of course the case for the non-linear stability problem.

[^0]It turns out that the properties of $\square_{g}^{\mathrm{CP}}=2 \delta_{g} \mathrm{G}_{g} \delta_{g}^{*}$, or rather a suitable replacement $\widetilde{\square}_{g}^{\mathrm{CP}}$, are crucial for constructing an appropriate modification of the hyperbolic equation (1.2). Recall that $\square_{g}^{\mathrm{CP}}$ is the operator governing the propagation of the gauge condition $\Upsilon(g)-\theta=0$, or equivalently the propagation of the constraints. The key insight, which has been exploited before in the numerics literature [66], [117], is that one can modify the gauged Einstein equation by additional terms, preserving its hyperbolic nature, to arrange for constraint damping, which says that solutions of the correspondingly modified constraint propagation operator $\widetilde{\square}_{g}^{\mathrm{CP}}$ decay exponentially. Concretely, note that in $\square_{g}^{\mathrm{CP}}$ the part $\delta_{g} \mathrm{G}_{g}$ is firmly fixed, since we need to use the Bianchi identity for this to play any role. However, we have flexibility regarding $\delta_{g}^{*}$ as long as we change it in a way that does not destroy at least the properties of our gauged Einstein equation that we already have, in particular the principal symbol. Now, the principal symbol of the linearization of $\Phi\left(g, g^{0}\right)$ depends on $\delta_{g}^{*}$ only via its principal symbol, which is independent of $g$, so we can replace $\delta_{g}^{*}$ by any, even $g$-independent, differential operator with the same principal symbol, for instance by considering

$$
\tilde{\delta}^{*} \omega=\delta_{g_{0}}^{*} \omega+\gamma_{1} d t_{*} \otimes_{s} \omega-\gamma_{2} g_{0} \operatorname{tr}_{g_{0}}\left(d t_{*} \otimes_{s} \omega\right)
$$

where $\gamma_{1}$ and $\gamma_{2}$ are fixed real numbers. What we show in $\S 8$ is that, for $g_{0}$ being a Schwarzschild-de Sitter metric ( $a=0$ ), we can choose $\gamma_{1}, \gamma_{2} \gg 0$ so that, for $g=g_{0}$, the operator $\widetilde{\square}_{g}^{\mathrm{CP}}=2 \delta_{g} \mathrm{G}_{g} \tilde{\delta}^{*}$ has no resonances in the closed upper half-plane, i.e. only has decaying modes. We call this property stable constraint propagation (SCP). Note that, by a general feature of our analysis, this implies the analogous stability statement when $g$ is merely suitably close to $g_{0}$, in particular when it is asymptotic to a Kerr-de Sitter metric with small $a$. Dropping the modifications by $\theta$ and $b$ considered above for brevity, the hyperbolic operator we will study is then $\operatorname{Ric}(g)+\Lambda g-\tilde{\delta}^{*} \Upsilon(g)$.

The role of SCP is that it ensures that the resonances of the linearized gauged Einstein equation in the closed upper half-plane (corresponding to non-decaying modes) are either resonances (modes) of the linearized ungauged Einstein operator $D(\operatorname{Ric}+\Lambda)$ or pure gauge modes, i.e. of the form $\delta_{g}^{*} \theta$ for some 1-form $\theta$; indeed, granted UEMS, this is a simple consequence of the linearized second Bianchi identity applied to (1.4) (with $\delta_{g}^{*}$ there replaced by $\tilde{\delta}$ ).

Second, we discuss the (in)compatibility issue of the Kerr-de Sitter family with the wave map gauge when the background metric is fixed, say $g_{b_{0}}$. Putting the Kerr-de Sitter metric $g_{b}$ into this gauge would require solving the wave map equation $\square_{g_{b}, g_{b_{0}}} \phi=0$ globally, and then replacing $g_{b}$ by $\phi_{*}\left(g_{b}\right)$ (see Remark 2.1 for details); this can be rewritten as a semi-linear wave equation with stationary, non-decaying forcing term (essentially $\Upsilon\left(g_{b}\right)$ ), whose linearization around the identity map for $b=b_{0}$ has resonances at zero
and, at least on de Sitter space where this is easy to check, also in the upper half-plane. While the growing modes can be eliminated by modifying the initial data of the wave map within a finite-dimensional space, the zero mode, corresponding to Killing vector fields of $g_{b_{0}}$, cannot be eliminated; in the above ODE example, one cannot solve $u^{\prime}=u^{2}+1$, with 1 being the stationary forcing term, globally if the only freedom one has is perturbing the initial data.

We remark that this difficulty does not appear in the double null gauge used e.g. in [37]; however, the double null gauge formulation of Einstein's equations does not fit into our general non-linear framework.

The simple way out is that one relaxes the gauge condition further: rather than demanding that $\Upsilon(g)-\theta=0$, we demand that $\Upsilon(g)-\Upsilon\left(g_{b}\right)-\theta=0$ near infinity if $g_{b}$ is the Kerr-de Sitter metric that $g$ is decaying towards; recall here again that our nonlinear iteration scheme finds $b$ (and $\theta$ ) automatically. Near $\Sigma_{0}$, one would like to use a fixed gauge condition, since otherwise one would need to use different Cauchy data, constructed from the same geometric initial data, at each step of the iteration, depending on the gauge at $\Sigma_{0}$. With a cutoff $\chi$ as above, we thus consider grafted metrics

$$
g_{b_{0}, b}:=(1-\chi) g_{b_{0}}+\chi g_{b}
$$

which interpolate between $g_{b_{0}}$ near $\Sigma_{0}$, and $g_{b}$ near future infinity.

Remark 1.3. We again stress that the two issues discussed above, SCP and the change of the asymptotic gauge condition, only arise in the non-linear problem. However, by the perturbative statement following (1.5), SCP also allows us to deduce the linear stability of slowly rotating Kerr-de Sitter spacetimes directly, by a simple perturbation argument, from the linear stability of Schwarzschild-de Sitter space; this is in contrast to the techniques used in [37] in the setting of $\Lambda=0$, which do not allow for such perturbation arguments off $a=0$.

The linear stability of Schwarzschild-de Sitter spacetimes in turn is a direct consequence of the results of [140] together with UEMS, proved in $\S 7$, and the symbolic analysis at the trapped set of $\S 9.1$ (which relies on [72]); see Theorem 10.1. The rest of the bulk of the paper, including SCP, is needed to build the robust perturbation framework required for the proof of non-linear stability (and the linear stability of slowly rotating Kerr-de Sitter spacetimes).

We can now state the precise version of Theorem 1.1 which we will prove in this paper.

Theorem 1.4. (Stability of the Kerr-de Sitter family for small $a$; precise version) Let $h, k \in \mathcal{C}^{\infty}\left(\Sigma_{0} ; S^{2} T^{*} \Sigma_{0}\right)$ be initial data satisfying the constraint equations, and suppose $h$ and $k$ are close to the Schwarzschild-de Sitter initial data $\left(h_{b_{0}}, k_{b_{0}}\right)$ in the topology of $H^{21}\left(\Sigma_{0} ; S^{2} T^{*} \Sigma_{0}\right) \oplus H^{20}\left(\Sigma_{0} ; S^{2} T^{*} \Sigma_{0}\right)$. Then there exist Kerr-de Sitter black hole parameters $b$ close to $b_{0}$, a compactly supported gauge modification $\theta \in \mathcal{C}_{c}^{\infty}\left(\Omega^{\circ} ; T^{*} \Omega^{\circ}\right)$ (lying in a fixed finite-dimensional space $\bar{\Theta})$ and a symmetric 2 -tensor $\tilde{g} \in \mathcal{C}^{\infty}\left(\Omega^{\circ} ; S^{2} T^{*} \Omega^{\circ}\right)$, with $\tilde{g}=\mathcal{O}\left(e^{-\alpha t_{*}}\right)$ together with all its stationary derivatives (here $\alpha>0$ independent of the initial data), such that the metric

$$
g=g_{b}+\tilde{g}
$$

solves the Einstein equation

$$
\begin{equation*}
\operatorname{Ric}(g)+\Lambda g=0 \tag{1.6}
\end{equation*}
$$

in the gauge

$$
\begin{equation*}
\Upsilon(g)-\Upsilon\left(g_{b_{0}, b}\right)-\theta=0 \tag{1.7}
\end{equation*}
$$

where we define $\Upsilon(g):=g g_{b_{0}}^{-1} \delta_{g} \mathrm{G}_{g} g_{b_{0}}$ (which is (1.3) with $g^{0}=g_{b_{0}}$ ), and with $g$ attaining the data $(h, k)$ at $\Sigma_{0}$.

See Theorem 11.2 for a slightly more natural description (in terms of function spaces) of $\tilde{g}$. In order to minimize the necessary bookkeeping, we are very crude in describing the regularity of the coefficients, as well as the mapping properties, of various operators; thus, the number of derivatives used in this theorem is far from optimal. (With a bit more care, as in [76], it should be possible to show that 12 derivatives are enough, and even this is still rather crude.)

As explained above, the finite-dimensional space $\bar{\Theta}$ of compactly supported gauge modifications appearing in the statement of Theorem 1.4, as well as its dimension, can be computed in principle: it would suffice to compute the non-decaying resonant states of the linearized, modified Einstein operator $D_{g_{b_{0}}}(\operatorname{Ric}+\Lambda)-\tilde{\delta}^{*} D_{g_{b_{0}}} \Upsilon$. While we do not do this here, this can easily be done for the static de Sitter metric, see Appendix C.

The reader will have noticed the absence of $\tilde{\delta}^{*}\left(\right.$ or $\left.\delta_{g}^{*}\right)$ in the formulation of Theorem 1.4, and in fact at first sight $\tilde{\delta}^{*}$ may seem to play no role: indeed, while the non-linear equation we solve takes the form

$$
\begin{equation*}
\operatorname{Ric}(g)+\Lambda g-\tilde{\delta}^{*}\left(\Upsilon(g)-\Upsilon\left(g_{b_{0}, b}\right)-\theta\right)=0 \tag{1.8}
\end{equation*}
$$

the non-linear solution $g$ satisfies both the Einstein equation (1.6) and the gauge condition (1.7); therefore, the same $g$ (not merely up to a diffeomorphism) also solves the same equation with $\delta_{g}^{*}$ in place of $\tilde{\delta}^{*}$ ! But note that this is only true provided the initial data satisfy the constraint equations. We will show however that one can solve (1.8), given
any Cauchy data, for $(b, \theta, g)$; and we only use the constraint equations for the initial data at the very end, after having solved (1.8), to conclude that we do have a solution of (1.6). On the other hand, it is not possible to solve (1.8) globally for arbitrary Cauchy data if one used $\delta_{g}^{*}$ instead of $\tilde{\delta}^{*}$, since modifying the parameters $b$ and $\theta$ is then no longer sufficient to eliminate all non-decaying resonant states, the problematic ones of course being those which are not pure gauge modes. From this perspective, the introduction of $\tilde{\delta}^{*}$ has the effect of making it unnecessary to worry about the constraint equationswhich are rather delicate - being satisfied when solving the equation (1.8), and thus paves the way for the application of the robust perturbative techniques developed in $\S 5$.

Remark 1.5. There are only three places where the result of the paper depends on a computation whose result is not a priori 'obvious'. The first is UEMS itself in $\S 7$; this is, on the one hand, well established in the physics literature, and on the other hand its failure would certainly doom the stability of the Kerr-de Sitter family for small $a$. The second is the subprincipal symbol computation at the trapped set, in the settings of SCP in $\S 8.2$ and for the linearized gauged Einstein equation in $\S 9.1$, which involves large (but finite!) dimensional linear algebra; its failure would break our analysis in the DeTurcktype gauge we are using, but would not exclude the possibility of proving Kerr-de Sitter stability in another gauge. (By contrast, the failure of the radial point subprincipal symbol computation would at worst affect the threshold regularity $\frac{1}{2}$ in Theorem 4.4, and thus merely necessitate using slightly higher regularity than we currently use.) The third significant computation finally is that of the semiclassical subprincipal symbol at the zero section for SCP, in the form of Lemma 8.18, whose effect is similar to the subprincipal computation at the trapped set.

These are also exactly the 'non-obvious' computations to check if one wanted to extend Theorem 1.4 to a larger range of angular momenta, i.e. allowing the initial data $h$ and $k$ to be close to the initial data of a Kerr-de Sitter spacetime with angular momentum in a larger range (rather than merely in a neighborhood of zero). The rest of our analysis does not change for large angular momenta, provided the Kerr-de Sitter black hole one is perturbing is non-degenerate (in particular subextremal) in a suitable sense; see specifically the discussions in $[140, \S 6.1]$ and around [140, equation (6.13)].

Likewise, these are the computations to check for the stability analysis of higherdimensional black holes with $\Lambda>0$; in this case, one in addition needs to extend the construction of the smooth family of metrics in $\S 3$ to the higher-dimensional case.

### 1.2. Further consequences

As an immediate consequence of our main theorem, we find that Kerr-de Sitter spacetimes are the unique stationary solutions of Einstein's field equations with positive cosmological constant in a neighborhood of Schwarzschild-de Sitter spacetimes, as measured by the Sobolev norms on their initial data in Theorem 1.4. This gives a dynamical proof of a corresponding theorem for $\Lambda=0$ by Alexakis-Ionescu-Klainerman [2], who prove the uniqueness of Kerr black holes in the vicinity of a member of the Kerr family.

Moreover, our black hole stability result is a crucial step towards a definitive resolution of Penrose's strong cosmic censorship conjecture for positive cosmological constants. (We refer the reader to the introduction of [102] for an overview of this conjecture.) In fact, we expect that ongoing work by Dafermos-Luk [39] on the $\mathcal{C}^{0}$ stability of the Cauchy horizon of Kerr spacetimes should combine with our main theorem to give, unconditionally, the $\mathcal{C}^{0}$ stability of the Cauchy horizon of Kerr-de Sitter spacetimes. The decay assumptions along the black hole event horizon which are the starting point of the analysis of [39] are merely polynomial, corresponding to the expected decay of solutions to Einstein's equations in the asymptotically flat setting; however, as shown in [77] for linear wave equations, the exponential decay rate exhibited for $\Lambda>0$ should allow for a stronger conclusion; a natural conjecture, following [77, Theorem 1.1], would be that the metric has $H^{1 / 2+\alpha / \varkappa}$ regularity at the Cauchy horizon, where $\varkappa>0$ is the surface gravity of the Cauchy horizon. (Indeed, the linear analysis in the present paper can be shown to imply this for solutions of linearized gravity.) We refer to the work of Costa, Girão, Natário and Silva [32]-[34] on the non-linear Einstein-Maxwell-scalar field system under the assumption of spherical symmetry for results of a similar flavor.

Lastly, we can make the asymptotic analysis of solutions to the (linearized) Einstein equation more precise and thus study the phenomenon of ringdown. Concretely, for the linear problem, one can in principle obtain a (partial) asymptotic expansion of the gravitational wave beyond the leading order, linearized Kerr-de Sitter, term; one may even hope for a complete asymptotic expansion akin to the one established in [17], [53] for the scalar wave equation. For the non-linear problem, this implies that one can 'see' shallow quasinormal modes for timescales which are logarithmic in the size of the initial data. See Remark 11.3 for further details. Very recently, the ringdown from a binary black hole merger has been measured for the first time [1].

### 1.3. Previous and related work

The aforementioned papers [140], [75], [76]-on which the analysis of the present paper directly builds - and our general philosophy to the study of waves on black hole space-
times, mostly with $\Lambda>0$, build on a host of previous works.
On Schwarzschild-de Sitter space, Bachelot [6] set up the functional analytic scattering theory, and Sá Barreto-Zworski [123] and Bony-Häfner [17] studied resonances and exponential wave decay away from the event horizon; Melrose, Sá Barreto and Vasy [108] proved exponential decay to constants across the horizons.

The precise study of waves on rotating Kerr-de Sitter spacetimes requires an analysis at normally hyperbolically trapped sets, which was first accomplished in the breakthrough work of Wunsch-Zworski [147]. This was later extended and simplified by Nonnenmacher-Zworski [115] and Dyatlov [56]; see also [74]. This enabled Dyatlov to obtain full asymptotic expansions for linear waves on exact, slowly rotating Kerrde Sitter spaces into quasinormal modes (resonances) [53], following his earlier work on exponential energy decay [51], [52]; see also the more recent [54].

Using rather different, physical space, techniques, Dafermos-Rodnianski [43] proved super-polynomial energy decay on Schwarzschild-de Sitter spacetimes. Such techniques were also used by Schlue in his analysis of linear waves in the cosmological part of Kerrde Sitter spacetimes [127], and by Keller for the Maxwell equation [88]. We furthermore mention Warnick's physical space approach to the study of resonances [145].

Regarding work on spacetimes without black holes, but in the microlocal spirit, we mention specifically the works [9]-[12].

The general microlocal analytic and geometric framework underlying our global study of asymptotically Kerr-de Sitter-type spaces by compactifying them to manifolds with boundary, which are then naturally equipped with b-metrics, is Melrose's b-analysis [110]. The considerable flexibility and power of a microlocal point of view is exploited throughout the present paper, especially in $\S 5, \S 8$ and $\S 9$. We specifically mention the ease with which bundle-valued equations can be treated, as first noted in [140], and shown concretely in [72], [78], where the authors prove decay to stationary states for Maxwell's (and more general) equations. We also point out that a stronger notion of normal hyperbolicity, called $r$-normal hyperbolicity-which is stable under perturbations [79]-was proved for Kerr and Kerr-de Sitter spacetimes in [147], [54], and allows for global results for (non-)linear waves under very general assumptions [140], [76]. Since, as we show, solutions to Einstein's equations near Kerr-de Sitter always decay to an exact Kerr-de Sitter solution (up to exponentially decaying tails), the flexibility afforded by $r$-normal hyperbolicity is not used here.

Linear and non-linear wave equations on black hole spacetimes with $\Lambda=0$, specifically Kerr and Schwarzschild, have received more attention. They do not directly fit into the general frameworks mentioned above; a fundamental difference is that waves decay at most at a fixed polynomial rate on general asymptotically flat $(\Lambda=0)$ spacetimes, which
is in stark contrast to the exponential decay rate on spacetimes with asymptotically hyperbolic $(\Lambda>0)$ ends. Directly related to the topic of the present paper is the recent proof of the linear stability of the Schwarzschild spacetime under gravitational perturbations without symmetry assumptions on the data [37], which we already discussed above; a less quantitative version of this was obtained by simpler means by Hung, Keller, and Wang [83]. After pioneering work by Wald [143] and Kay-Wald [87], Dafermos, Rodnianski and Shlapentokh-Rothman [42], [44] recently proved polynomial decay for the scalar wave equation on all (exact) subextremal Kerr spacetimes; Tataru and Tohaneanu [131], [132] proved Price's law, i.e. precise polynomial decay rates, for slowly rotating Kerr spacetimes, and Marzuola, Metcalfe, Tataru and Tohaneanu obtained Strichartz estimates [104], [137]. There is also work by Donninger, Schlag and Soffer [49] on $L^{\infty}$ estimates on Schwarzschild black holes, following $L^{\infty}$ estimates of Dafermos and Rodnianski [40], and of Blue and Soffer [16] on non-rotating charged black holes giving $L^{6}$ estimates. Apart from [37], bundle-valued (or coupled systems of) equations were studied in particular in the contexts of Maxwell's equations by Andersson and Blue [15], [4], [5] and Sterbenz-Tataru [130] (see also [84], [50]), and for Dirac equations by Finster, Kamran, Smoller and Yau [58]. Non-linear problems on exterior $\Lambda=0$ black hole spacetimes were studied by Dafermos, Holzegel and Rodnianski [38], who constructed backward solutions of the Einstein vacuum equations settling down to Kerr exponentially fast (regarding this point, see also [45]); for forward problems, Dafermos [35], [36] studied the non-linear Einstein-Maxwell-scalar field system under the assumption of spherical symmetry. We also mention Luk's work [101] on semi-linear equations on Kerr, as well as the steps towards understanding a model problem related to Kerr stability under the assumption of axial symmetry [85].

A fundamental driving force behind a large number of these works is Klainerman's vector field method [90]; subsequent works by Klainerman and Christodoulou [91], [24] introduce the 'null condition' which plays a major role in the analysis of non-linear interactions near the light cone, in particular in (3+1)-dimensional asymptotically flat spacetimes - in the asymptotically hyperbolic case which we study here, there is no analogue of this condition.

Using these and related techniques, a number of works prove the global non-linear stability of Minkowski space as a solution to Einstein's field equations coupled to various matter models; we mention the works by Speck [129] for the Einstein-Maxwell system, LeFloch-Ma [96] for the Einstein equation coupled to a massive scalar field, Taylor [133] for Einstein-Vlasov, and references therein. There is also a large amount of literature studying stability questions under symmetry assumptions on the spacetime: we only mention the work by Choquet-Bruhat and Moncrief [22], in which they in particular
solve for a (time-dependent) finite-dimensional (Teichmüller) parameter, but we point out that this is unrelated to the finite-dimensional gauge issues discussed in §1.1.

There is also ongoing work by Dafermos-Luk [39] on the stability of the interior ('Cauchy') horizon of Kerr black holes; note that the black hole interior is largely unaffected by the presence of a cosmological constant, but the a-priori decay assumptions along the event horizon, which determine regularity properties at the Cauchy horizon, are vastly different: the merely polynomial decay rates on asymptotically flat $(\Lambda=0)$ spacetimes, as compared to the exponential decay rate on asymptotically hyperbolic $(\Lambda>0)$ spacetimes, is a low frequency effect, related to the very delicate behavior of the resolvent near zero energy on asymptotically flat spaces. A precise study in the spirit of [140] and [46] is currently in progress [67].

In the physics community, hole perturbation theory, i.e. the study of linearized perturbations of black hole spacetimes, has a long history. For us, the most convenient formulation, which we use heavily in §7, is due to Ishibashi, Kodama and Seto [93], [92], [86], building on earlier work by Kodama-Sasaki [94]. The study was initiated in the seminal paper by Regge-Wheeler [118], with extensions by Vishveshwara [142] and Zerilli [149], analyzing metric perturbations of the Schwarzschild spacetime; a gauge-invariant formalism was introduced by Moncrief [113], later extended to allow for coupling with matter models by Gerlach-Sengupta [62] and Martel-Poisson [103]. A different approach to the study of gravitational perturbations, relying on the Newman-Penrose formalism [114], was pursued by Bardeen-Press [7] and Teukolsky [136], who discovered that certain curvature components satisfy decoupled wave equations; their mode stability was proved by Whiting [146]. We refer to Chandrasekhar's monograph [19] for a more detailed account.

For surveys of numerical investigations of quasinormal modes, often with the goal of quantifying the phenomenon of ringdown discussed in $\S 1.2$, we refer the reader to the articles [95] and [13], and the references therein. We also mention the paper by Dyatlov-Zworski [57] connecting recent mathematical advances in particular related to quasinormal modes with the physics literature.

### 1.4. Outline of the paper

We only give a broad outline and suggest ways to read the paper; we refer to the introductions of the individual sections for further details.

- In $\S 2$ we discuss in detail the constraint equations and hyperbolic formulations of Einstein's equations.
- In $\S 3$ we give a precise description of the Kerr-de Sitter family and its geometry, as needed for the study of initial value problems for wave equations.
- In $\S 4$ we describe the key ingredients of the proof in detail, namely UEMS, SCP and ESG, 'essential spectral gap;' the latter is the statement that solutions of the linearized gauged Einstein equation, with our modification that gives SCP, have finite asymptotic expansions up to exponentially decaying remainders. As mentioned before, the key element here is that the subprincipal symbol of our linearized modified gauged Einstein equation has the correct behavior at the trapped set.
- In $\S 5$ we recall the linear global microlocal analysis results both in the smooth and in the non-smooth (Sobolev coefficients) settings, slightly extending these to explicitly accommodate initial value problems with non-vanishing initial data. (Our earlier works considered only inhomogeneous PDEs with vanishing initial conditions.) We also show how to modify the PDE in a finite-rank manner in order to ensure solvability on spaces of decaying functions in spite of the presence of non-decaying modes (resonances).
- In $\S 6$ we do some explicit computations for the Schwarzschild-de Sitter metric that will be useful in the remaining sections.
- In $\S 7$ we show the mode stability for the (ungauged) linearized Einstein equation (UEMS), in $\S 8$ we show the stable gauge propagation (SCP), while in $\S 9$ we show the final key ingredient, the essential spectral gap (ESG) for the linearized gauged Einstein equation.
- In $\S 10$ we put these ingredients together to show the linear stability of slowly rotating Kerr-de Sitter black holes.
- In $\S 11$ we show their non-linear stability. (In $\S 11.3$ we construct initial data sets.)

In order for the reader to see that the linear stability result is extremely simple given the three key ingredients and the results of $\S 5.1$, we suggest reading $\S 2-4$ and taking the results in $\S 4$ for granted, looking up the two important results in $\S 5.1$ (Corollaries 5.8 and 5.12 ), and then reading $\S 10$. Following this, one may read $\S 11.2$ for the proof of non-linear stability, which again uses the results of $\S 4$ as black boxes together with the perturbative analysis of $\S 5.2$, in particular Theorem 5.14. Only the reader interested in the (very instructive!) proofs of the key ingredients needs to consult $\S 6-9$.

Appendix A recalls basic notions of Melrose's b-analysis. In Appendix B, we state and prove a very general finite-codimensional solvability theorem for quasilinear wave equations on (Kerr-)de Sitter-like spaces. In Appendix C finally, we illustrate some of the key ideas of this paper by proving the non-linear stability of the static model of de Sitter space; we recommend reading this section early on, since many of the obstacles we need to overcome in the black hole setting are exhibited very clearly in this simpler setting.

### 1.5. Notation

For the convenience of the reader, we list some of the notation used throughout the paper, and give references to their first definition. (Some quantities and sets will be shrunk later in the paper as necessary, but we only give the first reference.)

```
\(\square_{g}^{\mathrm{CP}} \ldots \ldots\). constraint propagation operator; see (2.13)
\(\widetilde{\square}_{g}^{\mathrm{CP}} \ldots \ldots\). modified constraint propagation operator; see (4.4)
\(\square_{g}^{\Upsilon} \ldots \ldots \ldots\) wave operator for arranging linearized gauge conditions; see (2.20)
\(\alpha \ldots . . .\). exponential decay rate; see \(\S 4.2\)
\(B \ldots \ldots \ldots\) space of black hole parameters \(\left(\subset \mathbb{R}^{4}\right)\); see (3.1)
\(b_{0} \ldots \ldots .\). fixed Schwarzschild-de Sitter parameters, \(b_{0} \in B\); see (3.3)
\(\Gamma \ldots \ldots \ldots\) trapped set on Schwarzschild-de Sitter space; see (3.30)
\(\delta_{g} \ldots \ldots \ldots\). divergence, \(\left(\delta_{g} u\right)_{i_{1} \ldots i_{n}}=-u_{i_{1} \ldots i_{n} j ;}{ }^{j}\)
\(\delta_{g}^{*} \ldots \ldots \ldots\) symmetric gradient, \(\left(\delta_{g} u\right)_{i j}=\frac{1}{2}\left(u_{i ; j}+u_{j ; i}\right)\)
\(\tilde{\delta} \ldots \ldots \ldots\) modified symmetric gradient; see (4.5)
\(\dot{\mathscr{D}}^{\prime} \ldots \ldots \ldots\) distributions, on a domain with corners, with supported character at
the boundary; see [81, Appendix B]
\(D^{s, \alpha} \ldots \ldots\). space of data for initial value problems for wave equations;
    see Definition 5.6
```

$g_{b} \ldots \ldots .$. Kerr-de Sitter metric with parameters $b \in B$; see $\S 3.2$
$G_{b} \quad \ldots \ldots .$. dual metric of $g_{b}$
$g_{b}^{\prime}\left(b^{\prime}\right) \ldots \ldots$ linearized (around $g_{b}$ ) Kerr-de Sitter metric, with linearized parameters
$b^{\prime} \in T_{b} B$; see Definition 3.7
$\left(g_{b}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right) \ldots \quad$ linearized Kerr-de Sitter metric put into the linearized wave map gauge;
see Proposition 10.2
$\mathrm{G}_{g} \ldots \ldots \ldots$ trace reversal operator; see (2.4)
$H_{p} \ldots \ldots \ldots$ Hamilton vector field of the function $p$ on phase space; see Appendix A. 1
$\bar{H}^{s} \ldots \ldots \ldots$ Sobolev space of extendible distributions on a domain with boundary or
corners; see [81, Appendix B]
$H_{\mathrm{b}}^{s, \alpha} \ldots \ldots$ weighted b-Sobolev space; see (A.10)
$H_{\mathrm{b}}^{s, \alpha}(\Omega)^{\bullet,-} \quad$ space of restrictions of elements of $H_{\mathrm{b}}^{s, \alpha}(M)$ vanishing in the past of $\Sigma_{0}$
to the interior of $\Omega$; see $\S$ A. 2
$\bar{H}_{\mathrm{b}}^{s, \alpha} \ldots \ldots$ weighted b-Sobolev space of extendible distributions on a domain with
corners; see (A.15)
$H_{\mathrm{b}, \hbar}^{s, \alpha} \ldots \ldots$ semiclassical weighted b-Sobolev space; see Appendix A. 3
$\mathcal{L}_{b} \ldots \ldots \ldots$. b-conormal bundle of the horizons of $\left(M, g_{b}\right)$; see (3.23)
$M \ldots \ldots$. ..... compactification of $M^{\circ}$ at future infinity; see (3.19)
$\mathcal{M} \ldots . .$. static coordinate chart $\subset M^{\circ}$ of a fixed Schwarzschild-de Sitter spacetime; see (3.11)
$M^{\circ} \ldots \ldots \ldots$ open 4-manifold on which the metrics $g_{b}$ are defined; see (3.9)
M. ........ . black hole mass; see (3.1)
$M_{\bullet, 0} \ldots \ldots$. mass of a fixed Schwarzschild-de Sitter black hole; see (3.3)
$\Psi_{\mathrm{b}} \ldots \ldots$. algebra of b-pseudodifferential operators; see Appendix A. 2
$\Psi_{\mathrm{b}, \hbar} \ldots \ldots$. algebra of semiclassical b-pseudodifferential operators; see Appendix A. 3
$\mathcal{R}_{b} \ldots \ldots \ldots$ (generalized) radial set of $\left(M, g_{b}\right)$ at the horizons; see (3.24)
$\mathscr{R}_{g} \ldots \ldots .$. curvature term appearing in the linearization of Ric; see (2.9)
$\operatorname{Res}(L) \ldots$ set of resonances of the operator $L$; see (5.16)
$\operatorname{Res}(L, \sigma) \ldots \quad$ linear space of resonant states of $L$ at $\sigma$; see (5.17)
$\operatorname{Res}^{*}(L, \sigma)$. linear space of dual resonant states of $L$ at $\sigma$; see (5.19)
${ }^{\mathrm{b}} S^{*} \ldots \ldots$. b-cosphere bundle; see Appendix A. 1
$\Sigma_{0} \ldots \ldots$. Cauchy surface of the domain $\Omega$; see (3.33)
$\Sigma_{b} \ldots \ldots \ldots$ characteristic set of $G_{b}$; see (3.20)
$t \ldots \ldots \ldots$ static time coordinate; see (3.4)
or Boyer-Lindquist coordinate; see (3.12)
$t_{*} \ldots \ldots \ldots$ timelike function, smooth across the horizons; see (3.6)
${ }^{\mathrm{b}} T^{*} \ldots .$. . b-cotangent bundle; see Appendix A. 1
$\overline{{ }^{\mathrm{b}} T^{*}} \ldots \ldots$. radially compactified b-cotangent bundle; see (A.1)
$\mathcal{U}_{B} \ldots \ldots \ldots$ small neighborhood of $b_{0}$ (parameters of slowly rotating Kerr-de Sitter black holes); see Lemma 3.3
$\mathcal{V}_{\mathrm{b}} \ldots \ldots .$. . space of b-vector fields; see Appendix A. 1
$X \ldots \ldots$. boundary of $M$ at future infinity; see (3.19)
$\mathcal{X} \ldots \ldots .$. spatial slice of the static chart $\mathcal{M}$; see (3.11)
$Y$......... boundary of $\Omega$ at future infinity; see $\S 3.5$
$\Upsilon$......... gauge 1-form; see (3.35)
$\Omega \ldots \ldots \ldots$ domain with corners $\subset M$ on which we solve wave equations; see (3.33)
$\omega_{b}^{\Upsilon}\left(b^{\prime}\right) \ldots$. . 1-form used to put $g_{b}^{\prime}\left(b^{\prime}\right)$ into the correct linearized gauge; see Proposition 10.2.

Furthermore, we repeatedly use the following acronyms:
ESG ....... essential spectral gap; see $\S 4.3$
SCP ....... stable constraint propagation; see $\S 4.2$
UEMS ..... ungauged Einstein mode stability; see $\S 4.1$
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## 2. Hyperbolic formulations of the Einstein vacuum equations

### 2.1. Initial value problems; DeTurck's method

Einstein's field equations with a cosmological constant $\Lambda$ for a Lorentzian metric $g$ of signature $(1,3)$ on a smooth manifold $M$ take the form

$$
\begin{equation*}
\operatorname{Ric}(g)+\Lambda g=0 \tag{2.1}
\end{equation*}
$$

The correct generalization to the case of $n+1$ dimensions is $\operatorname{Ein}(g)=\Lambda g$, which is equivalent to

$$
\left(\operatorname{Ric}+\frac{2 \Lambda}{n-1}\right) g=0
$$

by a slight abuse of terminology and for the sake of brevity, we will however refer to (2.1) as the Einstein vacuum equations also in the general case. Given a globally hyperbolic solution $(M, g)$ and a spacelike hypersurface $\Sigma_{0} \subset M$, the negative definite Riemannian metric $h$ on $\Sigma_{0}$ induced by $g$ and the second fundamental form $k(X, Y)=\left\langle\nabla_{X} Y, N\right\rangle$, $X, Y \in T \Sigma_{0}$, of $\Sigma_{0}$ satisfy the constraint equations

$$
\begin{align*}
R_{h}+\left(\operatorname{tr}_{h} k\right)^{2}-|k|_{h}^{2} & =(1-n) \Lambda, \\
\delta_{h} k+d \operatorname{tr}_{h} k & =0, \tag{2.2}
\end{align*}
$$

where $R_{h}$ is the scalar curvature of $h$, and $\left(\delta_{h} r\right)_{\mu}=-r_{\mu \nu ;}{ }^{\nu}$ is the divergence of the symmetric 2-tensor $r$. We recall that, given a unit normal vector field $N$ on $\Sigma_{0}$, the constraint equations are equivalent to the equations

$$
\begin{equation*}
\operatorname{Ein}_{g}(N, N)=\frac{1}{2}(n-1) \Lambda, \quad \operatorname{Ein}_{g}(N, X)=0, \quad X \in T \Sigma_{0} \tag{2.3}
\end{equation*}
$$

for the Einstein tensor $\operatorname{Ein}_{g}=\mathrm{G}_{g} \operatorname{Ric}(g)$, where

$$
\begin{equation*}
\mathrm{G}_{g} r=r-\frac{1}{2}\left(\operatorname{tr}_{g} r\right) g \tag{2.4}
\end{equation*}
$$

Conversely, given an initial data set $\left(\Sigma_{0}, h, k\right)$, where $\Sigma_{0}$ is a smooth 3-manifold, $h$ is a negative definite Riemannian metric on $\Sigma_{0}$ and $k$ is a symmetric 2-tensor on $\Sigma_{0}$, one can consider the non-characteristic initial value problem for the Einstein equation (2.1), which asks for a Lorentzian 4-manifold $(M, g)$ and an embedding $\Sigma_{0} \hookrightarrow M$ such that $h$ and $k$ are, respectively, the induced metric and the second fundamental form of $\Sigma_{0}$ in $M$. We refer to the survey of Bartnik-Isenberg [8] for a detailed discussion of the constraint equations; see also $\S 11.3$.

As explained in the introduction, solving the initial value problem is non-trivial because of the lack of hyperbolicity of Einstein's equations due to their diffeomorphism invariance. However, as first shown by Choquet-Bruhat [59], the initial value problem admits a local solution, provided $(h, k)$ are sufficiently regular, and the solution is unique up to diffeomorphisms in this sense; Choquet-Bruhat-Geroch [21] then proved the existence of a maximal globally hyperbolic development of the initial data. (Sbierski [125] recently gave a proof of this fact which avoids the use of Zorn's lemma.)

We now explain the method of DeTurck [48] for solving the initial value problem in some detail; we follow the presentation of Graham and Lee [65]. Given the initial data set $\left(\Sigma_{0}, h, k\right)$, we define $M=\mathbb{R}_{x^{0}} \times \Sigma_{0}$ and embed $\Sigma_{0} \hookrightarrow\left\{x^{0}=0\right\} \subset M$; the task is to find a Lorentzian metric $g$ on $M$ near $\Sigma_{0}$ solving the Einstein equation and inducing the initial data $(h, k)$ on $\Sigma_{0}$. Choose a smooth non-degenerate background metric $g^{0}$, which can have arbitrary signature. We then define the gauge 1-form

$$
\begin{equation*}
\Upsilon(g):=g\left(g^{0}\right)^{-1} \delta_{g} \mathrm{G}_{g} g^{0} \in \mathcal{C}^{\infty}\left(M, T^{*} M\right) \tag{2.5}
\end{equation*}
$$

viewing $g\left(g^{0}\right)^{-1}$ as a bundle automorphism of $T^{*} M$. As a non-linear differential operator acting on $g \in \mathcal{C}^{\infty}\left(M, S^{2} T^{*} M\right)$, the operator $\Upsilon(g)$ is of first order.

Remark 2.1. A simple calculation in local coordinates gives

$$
\begin{equation*}
\Upsilon(g)_{\mu}=g_{\mu \varkappa} g^{\nu \lambda}\left(\Gamma(g)_{\nu \lambda}^{\varkappa}-\Gamma\left(g^{0}\right)_{\nu \lambda}^{\varkappa}\right) . \tag{2.6}
\end{equation*}
$$

Thus, $\Upsilon(g)=0$ if and only if the pointwise identity map Id: $(M, g) \rightarrow\left(M, g^{0}\right)$ is a wave map. Now, given any local solution $g$ of the initial value problem for Einstein's equations, we can solve the wave map equation $\square_{g, g^{0}} \phi=0$ for $\phi:(M, g) \rightarrow\left(M, g^{0}\right)$ with initial data $\left.\phi\right|_{\Sigma_{0}}=\operatorname{Id}_{\Sigma_{0}}$ and $\left.D \phi\right|_{\Sigma_{0}}=\operatorname{Id}_{T \Sigma_{0}}$. Indeed, recalling that

$$
\left(\square_{g, g^{0}} \phi\right)^{k}=g^{\mu \nu}\left(\partial_{\mu} \partial_{\nu} \phi^{k}-\Gamma(g)_{\mu \nu}^{\lambda} \partial_{\lambda} \phi^{k}+\Gamma\left(g^{0}\right)_{i j}^{k} \partial_{\mu} \phi^{i} \partial_{\nu} \phi^{j}\right), \quad \phi(x)=\left(\phi^{k}\left(x^{\mu}\right)\right)
$$

we see that $\square_{g, g^{\circ}} \phi=0$ is a semi-linear wave equation, hence a solution $\phi$ is guaranteed to exist locally near $\Sigma_{0}$, and $\phi$ is a diffeomorphism of a small neighborhood $U$ of $\Sigma_{0}$ onto $\phi(U)$; let us restrict the domain of $\phi$ to such a neighborhood $U$. Then $g^{\Upsilon}:=\phi_{*} g$ is well defined on $\phi(U)$, and $\phi:(U, g) \rightarrow\left(\phi(U), g^{\Upsilon}\right)$ is an isometry; hence we conclude that Id: $\left(\phi(U), g^{\Upsilon}\right) \rightarrow\left(\phi(U), g^{0}\right)$ is a wave map, so $\Upsilon\left(g^{\Upsilon}\right)=0$. Moreover, by our choice of initial conditions for $\phi$, the metric $g^{\Upsilon}$ induces the given initial data $(h, k)$ pointwise on $\Sigma_{0}$.

With $\left(\delta_{g}^{*} u\right)_{\mu \nu}=\frac{1}{2}\left(u_{\mu ; \nu}+u_{\nu ; \mu}\right)$ denoting the symmetric gradient of a 1 -form $u$, the non-linear differential operator

$$
\begin{equation*}
P_{\mathrm{DT}}(g):=\operatorname{Ric}(g)+\Lambda g-\delta_{g}^{*} \Upsilon(g) \tag{2.7}
\end{equation*}
$$

is hyperbolic. Indeed, following [65, §3], the linearizations of the various terms are given by

$$
\begin{equation*}
D_{g} \operatorname{Ric}(r)=\frac{1}{2} \square_{g} r-\delta_{g}^{*} \delta_{g} \mathrm{G}_{g} r+\mathscr{R}_{g}(r) \tag{2.8}
\end{equation*}
$$

where $\left(\square_{g} r\right)_{\mu \nu}=-r_{\mu \nu ; \varkappa}{ }^{\varkappa}$ and

$$
\begin{equation*}
\mathscr{R}_{g}(r)_{\mu \nu}=r^{\varkappa \lambda}\left(R_{g}\right)_{\varkappa \mu \nu \lambda}+\frac{1}{2}\left(\operatorname{Ric}(g)_{\mu}{ }^{\lambda} r_{\lambda \nu}+\operatorname{Ric}(g)_{\nu}{ }^{\lambda} r_{\lambda \mu}\right) \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{g} \Upsilon(r)=-\delta_{g} \mathrm{G}_{g} r+\mathscr{C}(r)-\mathscr{D}(r), \tag{2.10}
\end{equation*}
$$

where

$$
\begin{gathered}
C_{\mu \nu}^{\varkappa}=\frac{1}{2}\left(\left(g^{0}\right)^{-1}\right)^{\varkappa \lambda}\left(g_{\mu \lambda ; \nu}^{0}+g_{\nu \lambda ; \mu}^{0}-g_{\mu \nu ; \lambda}^{0}\right), \quad D^{\varkappa}=g^{\mu \nu} C_{\mu \nu}^{\varkappa} \\
\mathscr{C}(r)_{\varkappa}=g_{\varkappa \lambda} C_{\mu \nu}^{\lambda} r^{\mu \nu}, \quad \mathscr{D}(r)_{\varkappa}=D^{\lambda} r_{\varkappa \lambda},
\end{gathered}
$$

so $D_{g} P_{\mathrm{DT}}(r)$ is equal to the principally scalar wave operator $\frac{1}{2} \square_{g} r$ plus lower-order terms. Therefore, one can solve the Cauchy problem for the quasilinear hyperbolic system $P_{\mathrm{DT}}(g)=0$, where the Cauchy data

$$
\gamma_{0}(g):=\left(\left.g\right|_{\Sigma_{0}},\left.\mathcal{L}_{\partial_{x^{0}}} g\right|_{\Sigma_{0}}\right)=\left(g_{0}, g_{1}\right)
$$

$g_{0}, g_{1} \in \mathcal{C}^{\infty}\left(\Sigma_{0}, S^{2} T_{\Sigma_{0}}^{*} M\right)$, are arbitrary. Moreover, we saw in Remark 2.1 that every solution of the Einstein vacuum equations can be realized as a solution of $P_{\mathrm{DT}}(g)=0$ by putting the solution into the wave map gauge $\Upsilon(g)=0$. (On the other hand, a solution of $P_{\mathrm{DT}}(g)=0$ with general Cauchy data $\left(g_{0}, g_{1}\right)$ will have no relationship with the Einstein equation!)

We can now explain how to solve the initial value problem for (2.1). Given an initial data set $\left(\Sigma_{0}, h, k\right)$, so $h, k \in \mathcal{C}^{\infty}\left(\Sigma_{0}, S^{2} T^{*} \Sigma_{0}\right)$ (in local coordinates, $3 \times 3$ matrices), one first constructs $g_{0}, g_{1} \in \mathcal{C}^{\infty}\left(\Sigma_{0}, S^{2} T_{\Sigma_{0}}^{*} M\right)$ (in local coordinates, $4 \times 4$ matrices) with the following properties:

- $g_{0}$ is of Lorentzian signature;
- the data on $\Sigma_{0}$ induced by a metric $\bar{g}$ with $\gamma_{0}(\bar{g})=\left(g_{0}, g_{1}\right)$ are equal to $(h, k)$;
- $\left.\Upsilon(\bar{g})\right|_{\Sigma_{0}}=0$ as an element of $\mathcal{C}^{\infty}\left(\Sigma_{0}, T_{\Sigma_{0}}^{*} M\right)$.

Note here that the metric induced on $\Sigma_{0}$ (which we want to be equal to $h$ ) only depends on $g_{0}$, while the second fundamental form and gauge 1-form (which we want to be $k$ and $\Upsilon(\bar{g})$, respectively) only depend on $\left(g_{0}, g_{1}\right)$; in other words, any metric $g$ with the same Cauchy data $\left(g_{0}, g_{1}\right)$ induces the given initial data on $\Sigma_{0}$ and satisfies $\Upsilon(g)=0$ at $\Sigma_{0}$. We refer the reader to $[135, \S 18.9]$ for the construction of the Cauchy data, and also to $\S 3.6$ for a detailed discussion in the context of the black hole stability problem.

Next, one solves the gauged Einstein equation

$$
\begin{equation*}
P_{\mathrm{DT}}(g)=0, \quad \gamma_{0}(g)=\left(g_{0}, g_{1}\right), \tag{2.11}
\end{equation*}
$$

locally near $\Sigma_{0}$. Applying $\mathrm{G}_{g}$ to this equation and using the constraint equations (2.3), we conclude that $\left(\mathrm{G}_{g} \delta_{g}^{*} \Upsilon(g)\right)(N, N)=0$, where $N$ is a unit normal to $\Sigma_{0} \subset M$ with respect to the solution metric $g$, and $\left(\mathrm{G}_{g} \delta_{g}^{*} \Upsilon(g)\right)(N, X)=0$ for all $X \in T \Sigma_{0}$. It is easy to see [135, §18.8] that $\left.\Upsilon(g)\right|_{\Sigma_{0}}=0$ and these equations together imply $\left.\mathcal{L}_{\partial_{x^{0}}} \Upsilon(g)\right|_{\Sigma_{0}}=0$. The final insight is that the second Bianchi identity, $\left({ }^{3}\right)$ written as $\delta_{g} \mathrm{G}_{g} \operatorname{Ric}(g)=0$ for any metric $g$, implies a hyperbolic evolution equation for $\Upsilon(g)$, which we call the (unmodified) constraint propagation equation, to wit

$$
\begin{equation*}
\square_{g}^{\mathrm{CP}} \Upsilon(g)=0 \tag{2.12}
\end{equation*}
$$

where $\square_{g}^{\mathrm{CP}}$ is the (unmodified) constraint propagation operator defined as

$$
\begin{equation*}
\square_{g}^{\mathrm{CP}}:=2 \delta_{g} \mathrm{G}_{g} \delta_{g}^{*} \tag{2.13}
\end{equation*}
$$

The notation is justified: one easily verifies $\square_{g}^{\mathrm{CP}} u=\square_{g} u-\operatorname{Ric}(g)(u, \cdot)$, with $\square_{g}$ being the tensor Laplacian on 1-forms. The terminology is motivated by the following fact:

[^1]given a solution $g$ of (2.11) with arbitrary initial data, and a spacelike surface $\Sigma_{1}$ (with unit normal $N$ ) at which $\left.\Upsilon(g)\right|_{\Sigma_{1}}=0$, the constraint equations (2.3) are equivalent to $\left(\Upsilon(g) \Sigma_{1},\left.\mathcal{L}_{N} \Upsilon(g)\right|_{\Sigma_{1}}\right)=0$; it is in this sense that (2.12) governs the propagation of the constraints.

Now, the uniqueness of solutions of the Cauchy problem for the equation (2.12) implies $\Upsilon(g) \equiv 0$, and thus $g$ indeed satisfies the Einstein equation $\operatorname{Ric}(g)+\Lambda g=0$ in the wave map gauge $\Upsilon(g)=0$, and $g$ induces the given initial data on $\Sigma_{0}$. This justifies the terminology 'gauged Einstein equation' for the equation (2.11), since its solution solves the Einstein equation in the chosen gauge.

### 2.2. Initial value problems for linearized gravity

Suppose now that we have a smooth family $g_{s}, s \in(-\varepsilon, \varepsilon)$, of Lorentzian metrics solving the Einstein equation $\operatorname{Ric}\left(g_{s}\right)+\Lambda g_{s}=0$ on a fixed $(n+1)$-dimensional manifold $M$, and a hypersurface $\Sigma_{0} \subset M$ which is spacelike for $g=g_{0}$. Let

$$
r=\left.\frac{d}{d s} g_{s}\right|_{s=0}
$$

Differentiating the equation at $s=0$ gives the linearized (ungauged) Einstein equation

$$
\begin{equation*}
D_{g}(\operatorname{Ric}+\Lambda)(r)=0 \tag{2.14}
\end{equation*}
$$

The linearized constraints can be derived as the linearization of (2.2) around the initial data induced by $g_{0}$, hence they are equations for the linearized metric $h^{\prime}$ and the linearized second fundamental form $k^{\prime}$, with $h^{\prime}, k^{\prime} \in \mathcal{C}^{\infty}\left(\Sigma_{0}, S^{2} T^{*} \Sigma_{0}\right)$; alternatively, we can use (2.3): if $N_{s}$ is a unit normal field to $\Sigma_{0}$ with respect to the metric $g_{s}$, so $N_{s}$ also depends smoothly on $s$, then differentiating $\left(\operatorname{Ein}_{g_{s}}-\frac{1}{2}(n-1) \Lambda g_{s}\right)\left(N_{s}, N_{s}\right)=0$ at $s=0$ gives

$$
\begin{equation*}
\left(D_{g} \operatorname{Ein}(r)-\frac{1}{2}(n-1) \Lambda r\right)(N, N)=0 \tag{2.15}
\end{equation*}
$$

where we used (2.3) to see that the terms coming from differentiating either of the $N_{s}$ gives 0 ; on the other hand, using the Einstein equation, the derivative of $\operatorname{Ein}_{g_{s}}\left(N_{s}, X\right)=0$ at $s=0$ takes the form

$$
D_{g} \operatorname{Ein}(r)(N, X)+\frac{1}{2}(n-1) \Lambda g\left(N^{\prime}, X\right)=0, \quad N^{\prime}=\left.\frac{d}{d s} N_{s}\right|_{s=0}
$$

now $g_{s}\left(N_{s}, X\right)=0$ yields $g\left(N^{\prime}, X\right)=-r(N, X)$ upon differentiation, and hence we arrive at

$$
\begin{equation*}
\left(D_{g} \operatorname{Ein}(r)-\frac{1}{2}(n-1) \Lambda r\right)(N, X)=0, \quad X \in T \Sigma_{0} \tag{2.16}
\end{equation*}
$$

If moreover each of the metrics $g_{s}$ is in the wave map gauge $\Upsilon\left(g_{s}\right)=0$, with $\Upsilon$ given in (2.5) for a fixed background metric $g^{0}$, then we also get

$$
D_{g} \Upsilon(r)=0
$$

therefore, in this case, $r$ solves the linearized gauged Einstein equation

$$
\begin{equation*}
D_{g}(\operatorname{Ric}+\Lambda)(r)-\delta_{g}^{*} D_{g} \Upsilon(r)=0 \tag{2.17}
\end{equation*}
$$

As in the non-linear setting, one can use (2.17), which is a principally scalar wave equation as discussed after (2.7), to prove the well-posedness of the initial value problem for the linearized Einstein equation: given an initial data set $\left(h^{\prime}, k^{\prime}\right)$ of symmetric 2-tensors on $\Sigma_{0}$ satisfying the linearized constraint equations, one constructs Cauchy data ( $r_{0}, r_{1}$ ) for the gauged equation (2.17) satisfying the linearized gauge condition at $\Sigma_{0}$; solving the Cauchy problem for (2.17) yields a symmetric 2-tensor $r$. The linearized constraints in the form (2.15)-(2.16) imply that $\mathrm{G}_{g} \delta_{g}^{*} D_{g} \Upsilon(r)=0$ at $\Sigma_{0}$, which as before implies $\mathcal{L}_{\partial_{x^{0}}} D_{g} \Upsilon(r)=0$ at $\Sigma_{0}$. Finally, since $\operatorname{Ric}(g)+\Lambda g=0$, linearizing the second Bianchi identity in $g$ gives

$$
\delta_{g} \mathrm{G}_{g} D_{g}(\operatorname{Ric}+\Lambda)(r)=0
$$

and thus (2.17) implies the evolution equation $\square_{g}^{\mathrm{CP}}\left(D_{g} \Upsilon(r)\right)=0$, and hence $D_{g} \Upsilon(r) \equiv 0$, and we therefore obtain a solution $r$ of (2.14).

Analogously to the discussion in Remark 2.1, one can put a given solution $r$ of the linearized Einstein equation (2.14), with $g$ solving $\operatorname{Ric}(g)+\Lambda g=0$, into the linearized gauge $D_{g} \Upsilon(r)=0$ by solving a linearized wave map equation. Concretely, the diffeomorphism invariance of the non-linear equation (2.1) implies that $D_{g}(\operatorname{Ric}+\Lambda)\left(\delta_{g}^{*} \omega^{\prime}\right)=0$ for all $\omega^{\prime} \in \mathcal{C}^{\infty}\left(M, T^{*} M\right)$; indeed, $\delta_{g}^{*} \omega^{\prime}=\frac{1}{2} \mathcal{L}_{\left(\omega^{\prime}\right)} g$ is a Lie derivative. Thus, putting $r$ into the gauge $D_{g} \Upsilon(r)=0$ amounts to finding $\omega^{\prime}$ such that

$$
\begin{equation*}
D_{g} \Upsilon\left(r+\delta_{g}^{*} \omega^{\prime}\right)=0 \tag{2.18}
\end{equation*}
$$

holds, or equivalently

$$
\begin{equation*}
\square_{g}^{\Upsilon} \omega^{\prime}=2 D_{g} \Upsilon(r), \tag{2.19}
\end{equation*}
$$

where we define

$$
\begin{equation*}
\square_{g}^{\Upsilon}=-2 D_{g} \Upsilon \circ \delta_{g}^{*} \tag{2.20}
\end{equation*}
$$

which agrees to leading order with the wave operator $\square_{g}$ on 1-forms due to (2.10). Thus, one can solve (2.19), with any prescribed initial data $\gamma_{0}\left(\omega^{\prime}\right)$, and then (2.18) holds. Taking $\gamma_{0}\left(\omega^{\prime}\right)=0$ ensures that the linearized initial data, i.e. the induced linearized metric and linearized second fundamental form on $\Sigma_{0}$, of $r$ and $r+\delta_{g}^{*} \omega^{\prime}$ coincide.

We remark that, if one chooses the background metric $g^{0}$ in (2.5) to be equal to the metric $g$ around which we linearize, then $D_{g} \Upsilon(r)=-\delta_{g} \mathrm{G}_{g} r$ by (2.10), and thus

$$
\square_{g}^{\Upsilon}=\square_{g}+\Lambda ;
$$

see also (2.13).

## 3. The Kerr-de Sitter family of black hole spacetimes

Let us fix the cosmological constant $\Lambda>0$. The Kerr-de Sitter family of black holes, which we will recall momentarily, is parameterized by the mass $M_{\bullet}>0$ and the angular momentum $a$ of the black hole. We shall only consider black holes which are not 'too large', $9 \Lambda M_{\bullet}^{2}<1$, which for Schwarzschild-de Sitter black holes ensures that the cosmological horizon is outside of the event horizon; and the angular momentum will be small, $|a| \ll 1$, i.e. we only study slowly rotating Kerr-de Sitter black holes.

Since the $\mathrm{SO}(3)$-action on Kerr-de Sitter metrics (via pull-back) degenerates at $a=0$, it will be useful to in fact use the larger, and hence redundant, parameter space

$$
\begin{equation*}
B=\left\{\left(M_{\bullet}, \mathbf{a}\right): M_{\cdot}>0, \mathbf{a} \in \mathbb{R}^{3}\right\} \subset \mathbb{R}^{4} \tag{3.1}
\end{equation*}
$$

This allows us to keep track of the rotation axis $\mathbf{a} /|\mathbf{a}|$ of the black hole for $a=|\mathbf{a}| \neq 0$. (Here, $|\cdot|$ denotes the Euclidean norm in $\mathbb{R}^{3}$.) The subfamily of Schwarzschild-de Sitter black holes is then parameterized by elements $\left(M_{\bullet}, \mathbf{0}\right) \subset B, M_{\bullet}>0$. As explained in the introduction, the relevance of Kerr-de Sitter spacetimes in general relativity is that they are solutions of the Einstein vacuum equations with a cosmological constant:

$$
\operatorname{Ric}\left(g_{b}\right)+\Lambda g_{b}=0
$$

In this section, we will define a manifold $M^{\circ}$ and the Kerr-de Sitter family $g_{b}$ of smooth, stationary Lorentzian metrics on $M^{\circ}$; we proceed in two steps, first defining Schwarzschild-de Sitter metrics in $\S 3.1$, and then Kerr-de Sitter metrics $\S 3.2$, in particular proving the smoothness of the family. A key aspect of our approach to the black hole stability problem is that we work on a compactification of Kerr-de Sitter space at future infinity; we discuss this in $\S 3.3$. In $\S 3.4$ and $\S 3.5$, we describe the geometric structure of these spacetimes in detail and explain how to set up initial value problems for wave equations. In $\S 3.6$ finally, we construct Cauchy data for hyperbolic formulations of the Einstein equation, in suitable wave map gauges, out of geometric initial data.

### 3.1. Schwarzschild-de Sitter black holes

We fix a black hole mass $M_{\bullet, 0}>0$ such that

$$
\begin{equation*}
9 \Lambda M_{\bullet, 0}^{2} \in(0,1) \tag{3.2}
\end{equation*}
$$

and let

$$
\begin{equation*}
b_{0}=\left(M_{\bullet, 0}, \mathbf{0}\right) \in B \tag{3.3}
\end{equation*}
$$



Figure 3.1. Penrose diagram of Schwarzschild-de Sitter space. The form (3.4) of the metric is valid in the shaded region. Here, $\mathcal{H}^{ \pm}$denotes the future/past event horizon, $\overline{\mathcal{H}}^{ \pm}$the future/past cosmological horizon, and $i^{ \pm}$future/past timelike infinity. Also indicated are two level sets of the static time coordinate $t$, and a level set of $r$ (dashed).
be the parameters for a non-rotating Schwarzschild-de Sitter black hole. In the static coordinate patch $\mathcal{M}=\mathbb{R}_{t} \times \mathcal{I}_{r} \times \mathbb{S}^{2}$, which covers the exterior region (also known as the domain of outer communications) of the black hole, with the interval $\mathcal{I}$ defined below, the metric is defined by

$$
\begin{equation*}
g_{b_{0}}=\mu_{b_{0}} d t^{2}-\mu_{b_{0}}^{-1} d r^{2}-r^{2} g g, \quad \mu_{b_{0}}(r)=1-\frac{2 M_{\bullet, 0}}{r}-\frac{\Lambda r^{2}}{3} \tag{3.4}
\end{equation*}
$$

where $g$ is the round metric on $\mathbb{S}^{2}$. The non-degeneracy condition (3.2) ensures that $\mu_{b_{0}}(r)$ has exactly two positive simple roots $0<r_{b_{0},-}<r_{b_{0},+}<\infty$, and then the given form of the metric $g_{b_{0}}$ is valid for

$$
\begin{equation*}
r \in \mathcal{I}:=\left(r_{b_{0},-}, r_{b_{0},+}\right) \tag{3.5}
\end{equation*}
$$

See Figure 3.1.
The singularity of the expression (3.4) at $r=r_{b_{0}, \pm}$ is resolved by a change of coordinates: we let

$$
\begin{equation*}
t_{*}=t-F_{b_{0}}(r), \quad F_{b_{0}}^{\prime}(r)= \pm\left(\mu_{b_{0}}(r)^{-1}+c_{b_{0}, \pm}(r)\right) \text { near } r=r_{b_{0}, \pm} \tag{3.6}
\end{equation*}
$$

where $c_{b_{0}, \pm}(r)$ is smooth up to $r=r_{b_{0}, \pm}$; then,

$$
\begin{equation*}
g_{b_{0}}=\mu_{b_{0}} d t_{*}^{2} \pm 2\left(1+\mu_{b_{0}} c_{b_{0}, \pm}\right) d t_{*} d r+\left(2 c_{b_{0}, \pm}+\mu_{b_{0}} c_{b_{0}, \pm}^{2}\right) d r^{2}-r^{2} \not g \tag{3.7}
\end{equation*}
$$

It is easy to see that one can choose $c_{b_{0}, \pm}$ such that $d t_{*}$ is timelike up to $r=r_{b_{0}, \pm}$. In fact, there is a natural choice of $c_{b_{0}, \pm}$ making $\left|d t_{*}\right|_{G_{b_{0}}}^{2}$ constant, which will be convenient for computations later on.

LEMMA 3.1. Let $r_{c}:=\sqrt[3]{3 M_{\bullet}, 0} / \Lambda$ be the unique critical point of $\mu_{b_{0}}$ in $\left(r_{b_{0},-}, r_{b_{0},+}\right)$, and let $c_{t_{*}}=\mu_{b_{0}}\left(r_{c}\right)^{-1 / 2}=\left(1-\sqrt[3]{9 \Lambda M_{\bullet, 0}^{2}}\right)^{-1 / 2}$. Then,

$$
F_{b_{0}}^{\prime}(r)= \begin{cases}-\mu_{b_{0}}(r)^{-1} \sqrt{1-c_{t_{*}}^{2} \mu_{b_{0}}(r)}, & \text { if } r<r_{c}  \tag{3.8}\\ \mu_{b_{0}}(r)^{-1} \sqrt{1-c_{t_{*}}^{2} \mu_{b_{0}}(r)}, & \text { if } r>r_{c}\end{cases}
$$

defines a smooth function $F_{b_{0}}(r)$ on $\mathcal{I}$ up to an additive constant. Let $t_{*}=t-F_{b_{0}}(r)$. Then the metric $g_{b_{0}}$ and the dual metric $G_{b_{0}}$ are given by

$$
\begin{aligned}
g_{b_{0}} & =\mu_{b_{0}} d t_{*}^{2} \pm 2 \sqrt{1-c_{t_{*}}^{2} \mu_{b_{0}}} d t_{*} d r-c_{t_{*}}^{2} d r^{2}-r^{2} \phi \\
G_{b_{0}} & =c_{t_{*}}^{2} \partial_{t_{*}}^{2} \pm 2 \sqrt{1-c_{t_{*}}^{2} \mu_{b_{0}}} \partial_{t_{*}} \partial_{r}-\mu_{b_{0}} \partial_{r}^{2}-r^{-2} \not \subset,
\end{aligned}
$$

for $\pm\left(r-r_{c}\right) \geqslant 0$, where $G$ is the dual metric on $\mathbb{S}^{2}$. In particular, $\left|d t_{*}\right|_{G}^{2} \equiv c_{t_{*}}^{2}$.
Proof. For $F_{b_{0}}$ as in (3.6), we have $\left|d t_{*}\right|_{G_{b_{0}}}^{2}=-\left(2 c_{b_{0}, \pm}+\mu_{b_{0}} c_{b_{0}, \pm}^{2}\right)$. For this to be constant, $\left|d t_{*}\right|_{G_{b_{0}}}^{2}=c_{t_{*}}^{2}$, with $c_{t_{*}}$ determined in the course of the calculation, the smoothness of the functions $c_{b_{0}, \pm}$ at $r_{b_{0}, \pm}$ forces

$$
c_{b_{0}, \pm}=\mu_{b_{0}}^{-1}\left(-1+\sqrt{1-c_{t_{*}}^{2} \mu_{b_{0}}}\right)
$$

In order for the two functions $\pm\left(\mu_{b_{0}}^{-1}+c_{b_{0}, \pm}\right)$ to be real-valued and to match up, together with all derivatives, at a point $r_{c} \in\left(r_{b_{0},-}, r_{b_{0},+}\right)$, we thus need to arrange that the function defined as $\pm \sqrt{1-c_{t_{*}}^{2} \mu_{b_{0}}}$ in $\pm\left(r-r_{c}\right)>0$ is smooth and real-valued. This forces $r_{c}$ to be the unique critical point of $\mu_{b_{0}}$ on $\left(r_{b_{0},-}, r_{b_{0},+}\right)$, which is a non-degenerate maximum, and $c_{t_{*}}^{2}=\mu_{b_{0}}\left(r_{c}\right)^{-1}$; this in turn is also sufficient for the smoothness of (3.8), and the lemma is proved.

Remark 3.2. Once we have chosen a function $F_{b_{0}}$, or rather its derivative $F_{b_{0}}^{\prime}$, for instance as in the above lemma, then one can define $c_{b_{0},-} \in \mathcal{C}^{\infty}\left(\left[r_{b_{0},-}, r_{b_{0},+}\right)\right)$, i.e. up to but excluding $r_{b_{0},+}$, and likewise $c_{b_{0},+} \in \mathcal{C}^{\infty}\left(\left(r_{b_{0},-}, r_{b_{0},+}\right]\right)$, by (3.6); that is, $c_{b_{0}, \pm}= \pm F_{b_{0}}^{\prime}-\mu_{b_{0}}^{-1}$.

We can extend $c_{b_{0}, \pm}$ in an arbitrary manner smoothly (with the choice given in this lemma even uniquely by analyticity, but this is irrelevant) beyond $r=r_{b_{0}, \pm}$. We can now define the smooth manifold

$$
\begin{equation*}
M^{\circ}=\mathbb{R}_{t_{*}} \times X, \quad X=I_{r} \times \mathbb{S}^{2}, \quad I_{r}=\left(r_{I,-}, r_{I,+}\right):=\left(r_{b_{0},-}-3 \varepsilon_{M}, r_{b_{0},+}+3 \varepsilon_{M}\right) \tag{3.9}
\end{equation*}
$$

for $\varepsilon_{M}>0$ small, and $g_{b_{0}}$, defined by (3.7) up to and beyond $r=r_{b_{0}, \pm}$, is a smooth Lorentzian metric on $M^{\circ}$ satisfying Einstein's equations. See Figure 3.2 (and also Figure 1.1). At the end of $\S 3.2$, we will compactify $M^{\circ}$ at future infinity, obtaining a manifold $M$ with boundary.


Figure 3.2. The smooth manifold $M^{\circ}$ (shaded) within Schwarzschild-de Sitter space, and two exemplary level sets of the timelike function $t_{*}$. The form (3.7) of the metric in fact extends beyond the dashed boundary of $M^{\circ}, r=r_{ \pm} \pm 3 \varepsilon_{M}$, all the way up to (but excluding) the black hole singularity $r=0$ and the conformal boundary $r=\infty$ of the cosmological region.

Using the polar coordinate map, we can also view the spatial slice $X$ as

$$
\begin{equation*}
X=\left\{p \in \mathbb{R}^{3}: r_{I,-}<|p|<r_{I,+}\right\} \subset \mathbb{R}^{3} . \tag{3.10}
\end{equation*}
$$

The static coordinate chart on $M^{\circ}$ (i.e. the dashed region in Figure 3.1) is the region

$$
\begin{equation*}
\mathcal{M}=\mathbb{R}_{t} \times \mathcal{X} \subset M^{\circ}, \quad \mathcal{X}=\mathcal{I} \times \mathbb{S}^{2} \tag{3.11}
\end{equation*}
$$

with $\mathcal{I}$ defined in (3.5).

### 3.2. Slowly rotating Kerr-de Sitter black holes

Given Schwarzschild-de Sitter parameters $b_{0}=\left(M_{\bullet, 0}, \mathbf{0}\right) \in B$ and the smooth manifold (3.9) with time function $t_{*} \in \mathcal{C}^{\infty}\left(M^{\circ}\right)$, we now proceed to define the Kerr-de Sitter family of metrics, depending on the parameters $b \in B$, as a smooth family $g_{b}$ of stationary Lorentzian metrics on $M^{\circ}$ for $b$ close to $b_{0}$.

Given the angular momentum $a=|\mathbf{a}|$ of a black hole of mass $M$. (spinning around the axis $\mathbf{a} /|\mathbf{a}| \in \mathbb{R}^{3}$ for $a \neq 0$ ), the Kerr-de Sitter metric with parameters $b=\left(M_{\bullet}, \mathbf{a}\right)$ in BoyerLindquist coordinates $(t, r, \phi, \theta) \in \mathbb{R} \times \mathcal{I}_{b} \times \mathbb{S}_{\phi}^{1} \times(0, \pi)$, with $\mathcal{I}_{b} \subset \mathbb{R}$ an interval defined below, takes the form

$$
\begin{align*}
g_{b}=- & \varrho_{b}^{2}\left(\frac{d r^{2}}{\tilde{\mu}_{b}}+\frac{d \theta^{2}}{\varkappa_{b}}\right)-\frac{\varkappa_{b} \sin ^{2} \theta}{\left(1+\lambda_{b}\right)^{2} \varrho_{b}^{2}}\left(a d t-\left(r^{2}+a^{2}\right) d \phi\right)^{2} \\
& +\frac{\tilde{\mu}_{b}}{\left(1+\lambda_{b}\right)^{2} \varrho_{b}^{2}}\left(d t-a\left(\sin ^{2} \theta\right) d \phi\right)^{2}, \tag{3.12}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{\mu}_{b}(r)=\left(r^{2}+a^{2}\right)\left(1-\frac{1}{3} \Lambda r^{2}\right)-2 M . r, \varrho_{b}^{2}=r^{2}+a^{2} \cos ^{2} \theta, \quad \lambda_{b}=\frac{1}{3} \Lambda a^{2}, \quad \varkappa_{b}=1+\lambda_{b} \cos ^{2} \theta \tag{3.13}
\end{equation*}
$$

For $a=0$, we have $\tilde{\mu}_{b}(r)=r^{2} \mu_{b}(r)$, with $\mu_{b}$ defined in (3.4). For $a \neq 0$, the spherical coordinates $(\phi, \theta)$ are chosen such that the vector $\mathbf{a} /|\mathbf{a}| \in \mathbb{S}^{2}$ is defined by $\theta=0$, and the vector field $\partial_{\phi}$ generates counterclockwise rotation around $\mathbf{a} /|\mathbf{a}|$, with $\mathbb{R}^{3}$ carrying the standard orientation. Thus, for $\mathbf{a}=(0,0, a), a>0$, the coordinates $(\phi, \theta)$ are the standard spherical coordinates of $\mathbb{S}^{2} \hookrightarrow \mathbb{R}^{3}$. We note that, using these standard spherical coordinates, the expression for $g_{\left(M_{\bullet},(0,0,-a)\right)}$ is given by (3.12) with $a$ replaced by $-a$ : this simply means that reflecting the angular momentum vector across the origin is equivalent to reversing the direction of rotation.

Lemma 3.3. Let $r_{b_{0},-}<r_{b_{0},+}$ denote the unique positive roots of $\tilde{\mu}_{b_{0}}$. Then, for $b$ in an open neighborhood $b_{0} \in \mathcal{U}_{B} \subset B$, the largest two positive roots

$$
r_{b,-}<r_{b,+}
$$

of $\tilde{\mu}_{b}$ depend smoothly on $b \in \mathcal{U}_{B}$. In particular, for $b$ near $b_{0}$, we have

$$
\left|r_{b, \pm}-r_{b_{0}, \pm}\right|<\varepsilon_{M}
$$

and so $r_{b, \pm} \in I$, with $I$ defined in (3.9).
Proof. This follows from the simplicity of the roots $r_{b_{0}, \pm}$ of $\tilde{\mu}_{b_{0}}$ and the implicit function theorem.

The interval $\mathcal{I}_{b}$ in which the radial variable $r$ of the Boyer-Lindquist coordinate system takes values is then

$$
\mathcal{I}_{b}=\left(r_{b,-}, r_{b,+}\right)
$$

The coordinate singularity of (3.12) is removed by a change of variables

$$
\begin{equation*}
t_{*}=t-F_{b}(r), \quad \phi_{*}=\phi-\Phi_{b}(r) \tag{3.14}
\end{equation*}
$$

where $F_{b}, \Phi_{b}$ are smooth functions on $\left(r_{b,-}, r_{b,+}\right)$ such that

$$
\begin{equation*}
F_{b}^{\prime}(r)= \pm\left(\frac{\left(1+\lambda_{b}\right)\left(r^{2}+a^{2}\right)}{\tilde{\mu}_{b}}+c_{b, \pm}\right), \quad \Phi_{b}^{\prime}(r)= \pm\left(\frac{\left(1+\lambda_{b}\right) a}{\tilde{\mu}_{b}}+\tilde{c}_{b, \pm}\right) \tag{3.15}
\end{equation*}
$$

near $r=r_{b, \pm}$, with $c_{b, \pm}$ and $\tilde{c}_{b, \pm}$ smooth up to $r_{b, \pm}$. Here, for $b=b_{0}$, we take

$$
c_{b_{0},-} \in \mathcal{C}^{\infty}\left(\left(r_{I,-}, r_{b_{0},+}\right)\right) \quad \text { and } \quad c_{b_{0},+} \in \mathcal{C}^{\infty}\left(\left(r_{b_{0},-}, r_{I,+}\right)\right)
$$

with $r_{I, \pm}$ defined in (3.9), to be equal to any fixed choice for the Schwarzschild-de Sitter space ( $M, g_{b_{0}}$ ), e.g. the one in Lemma 3.1.

Lemma 3.4. Fix radii $r_{1}$ and $r_{2}$ with $r_{b_{0},-}+\varepsilon_{M}<r_{1}<r_{2}<r_{b_{0},+}-\varepsilon_{M}$. Then, there exists a neighborhood $b_{0} \in \mathcal{U}_{B} \subset B$ such that the following holds:
(1) There exist smooth functions

$$
\begin{aligned}
& \mathcal{U}_{B} \times\left(r_{I,-}, r_{2}\right) \ni(b, r) \longmapsto c_{b,-}(r), \\
& \mathcal{U}_{B} \times\left(r_{1}, r_{I,+}\right) \ni(b, r) \longmapsto c_{b,+}(r)
\end{aligned}
$$

which are equal to the given $c_{b_{0}, \pm}$ for $b=b_{0}$, such that the two functions

$$
\pm\left(\frac{\left(1+\lambda_{b}\right)\left(r^{2}+a^{2}\right)}{\tilde{\mu}_{b}}+c_{b, \pm}\right)
$$

agree on $\left(r_{1}, r_{2}\right)$.
(2) There exist functions

$$
\begin{aligned}
& \mathcal{U}_{B} \times\left(r_{I,-}, r_{2}\right) \ni(b, r) \longmapsto \tilde{c}_{b,-}(r), \\
& \mathcal{U}_{B} \times\left(r_{1}, r_{I,+}\right) \ni(b, r) \longmapsto \tilde{c}_{b,+}(r),
\end{aligned}
$$

with $a^{-1} \tilde{c}_{b, \pm}$ smooth, and $\tilde{c}_{b_{0}, \pm} \equiv 0$, such that the two functions

$$
\pm\left(\frac{\left(1+\lambda_{b}\right) a}{\tilde{\mu}_{b}}+\tilde{c}_{b, \pm}\right)
$$

agree on $\left(r_{1}, r_{2}\right)$.
Proof. We can take $c_{b,-} \equiv c_{b_{0},-}$ on $\left(r_{I,-}, r_{2}\right)$; then, for a cutoff $\chi \in \mathcal{C}^{\infty}(\mathbb{R})$, with $\chi \equiv 1$ on $\left[r_{1}, r_{2}\right]$ and $\chi \equiv 0$ on $\left[r_{b_{0},+}-\varepsilon_{M}, r_{I,+}\right)$, we put

$$
c_{b,+}=-\left(\frac{2\left(1+\lambda_{b}\right)\left(r^{2}+a^{2}\right)}{\tilde{\mu}_{b}}+c_{b_{0},-}\right) \chi+c_{b_{0},+}(1-\chi)
$$

A completely analogous construction works for $\tilde{c}_{b, \pm}:$ we can take $\tilde{c}_{b,-} \equiv 0$ and put

$$
\tilde{c}_{b,+}=-\frac{2\left(1+\lambda_{b}\right) a}{\tilde{\mu}_{b}} \chi
$$

Clearly, the functions $a^{-1} \tilde{c}_{b, \pm}$ depend smoothly on $b$.
This lemma ensures that the definitions on $F_{b}^{\prime}$ and $\Phi_{b}^{\prime}$ in the two regions in (3.15) coincide, hence making $F_{b}$ and $\Phi_{b}$ well-defined up to an additive constant. Using

$$
a F_{b}^{\prime}-\left(r^{2}+a^{2}\right) \Phi_{b}^{\prime}= \pm\left(a c_{b, \pm}-\left(r^{2}+a^{2}\right) \tilde{c}_{b, \pm}\right)
$$

and

$$
F_{b}^{\prime}-a\left(\sin ^{2} \theta\right) \Phi_{b}^{\prime}= \pm\left(\frac{\left(1+\lambda_{b}\right) \varrho_{b}^{2}}{\tilde{\mu}_{b}}+c_{b, \pm}-a\left(\sin ^{2} \theta\right) \tilde{c}_{b, \pm}\right)
$$

for $r>r_{1}(+\operatorname{sign})$ or $r<r_{2}(-\operatorname{sign})$, one now computes

$$
\begin{align*}
g_{b}=- & \frac{\varkappa_{b} \sin ^{2} \theta}{\left(1+\lambda_{b}\right)^{2} \varrho_{b}^{2}}\left(a\left(d t_{*} \pm c_{b, \pm} d r\right)-\left(r^{2}+a^{2}\right)\left(d \phi_{*} \pm \tilde{c}_{b, \pm} d r\right)\right)^{2} \\
& +\frac{\tilde{\mu}_{b}}{\left(1+\lambda_{b}\right) \varrho_{b}^{2}}\left(d t_{*} \pm c_{b, \pm} d r-a\left(\sin ^{2} \theta\right)\left(d \phi_{*} \pm \tilde{c}_{b, \pm} d r\right)\right)^{2}  \tag{3.16}\\
& \pm \frac{2}{1+\lambda_{b}}\left(d t_{*} \pm c_{b, \pm} d r-a\left(\sin ^{2} \theta\right)\left(d \phi_{*} \pm \tilde{c}_{b, \pm} d r\right)\right) d r-\frac{\varrho_{b}^{2}}{\varkappa_{b}} d \theta^{2}
\end{align*}
$$

which now extends smoothly to (and across) $r_{b, \pm}$. Since one can compute the volume form to be $\left({ }^{4}\right)\left|d g_{b}\right|=\left(1+\lambda_{b}\right)^{-2} \varrho_{b}^{2}(\sin \theta) d t_{*} d r d \phi_{*} d \theta$, the metric $g_{b}$ in the coordinates used in (3.16) is a non-degenerate Lorentzian metric, apart from the singularity of the spherical coordinates at $\theta=0, \pi$, which we proceed to discuss: first, we compute the dual metric to be

$$
\begin{align*}
\varrho_{b}^{2} G_{b}=- & \tilde{\mu}_{b}\left(\partial_{r} \mp c_{b, \pm} \partial_{t_{*}} \mp \tilde{c}_{b, \pm} \partial_{\phi_{*}}\right)^{2} \\
& \pm 2 a\left(1+\lambda_{b}\right)\left(\partial_{r} \mp c_{b, \pm} \partial_{t_{*}} \mp \tilde{c}_{b, \pm} \partial_{\phi_{*}}\right) \partial_{\phi_{*}} \\
& \pm 2\left(1+\lambda_{b}\right)\left(r^{2}+a^{2}\right)\left(\partial_{r} \mp c_{b, \pm} \partial_{t_{*}} \mp \tilde{c}_{b, \pm} \partial_{\phi_{*}}\right) \partial_{t_{*}}  \tag{3.17}\\
& -\frac{\left(1+\lambda_{b}\right)^{2}}{\varkappa_{b} \sin ^{2} \theta}\left(a\left(\sin ^{2} \theta\right) \partial_{t_{*}}+\partial_{\phi_{*}}\right)^{2}-\varkappa_{b} \partial_{\theta}^{2}
\end{align*}
$$

Smooth coordinates on $\mathbb{S}^{2}$ near the poles $\theta=0, \pi$ are $x=\sin \theta \cos \phi_{*}$ and $y=\sin \theta \sin \phi_{*}$, and for the change of variables $\zeta d \phi_{*}+\eta d \theta=\lambda d x+\nu d y$, one finds $\sin ^{2} \theta=x^{2}+y^{2}$ and $\zeta=\nu x-\lambda y$, that is,

$$
\partial_{\phi_{*}}=y \partial_{x}-x \partial_{y}
$$

and thus the smoothness of $\varrho_{b}^{2} G_{b}$ near the poles follows from writing $-\varkappa_{b}$ times the term coming from the last line of (3.17) as

$$
\frac{\left(1+\lambda_{b}\right)^{2}}{\sin ^{2} \theta} \partial_{\phi_{*}}^{2}+\varkappa_{b}^{2} \partial_{\theta}^{2}=\left(1+\lambda_{b}\right)^{2}\left(\left(\sin ^{-2} \theta\right) \partial_{\phi_{*}}^{2}+\partial_{\theta}^{2}\right)+\left(\varkappa_{b}^{2}-\left(1+\lambda_{b}\right)^{2}\right) \partial_{\theta}^{2}
$$

Indeed, the first summand is smooth at the poles, since $\left(\sin ^{-2} \theta\right) \partial_{\phi_{*}}^{2}+\partial_{\theta}^{2}=\psi_{r}$ is the dual metric of the round metric on $\mathbb{S}^{2}$ in spherical coordinates; and we can rewrite the second summand as

$$
\begin{equation*}
-\left(2+\lambda_{b}\left(1+\cos ^{2} \theta\right)\right) \lambda_{b}\left(\sin ^{2} \theta\right) \partial_{\theta}^{2} \tag{3.18}
\end{equation*}
$$

$\left.{ }^{4}\right)$ For these calculations, a convenient frame of $T M^{\circ}$ is

$$
v_{1}=\partial_{r} \mp c_{b, \pm} \partial_{t_{*}} \mp \tilde{c}_{b, \pm} \partial_{\phi_{*}}, \quad v_{2}=a\left(\sin ^{2} \theta\right) \partial_{t_{*}}+\partial_{\phi_{*}}, \quad v_{3}=\partial_{t_{*}} \quad \text { and } \quad v_{4}=\partial_{\theta}
$$

and observe that $\left(\sin ^{2} \theta\right) \partial_{\theta}^{2}=\left(1-x^{2}-y^{2}\right)\left(x \partial_{x}+y \partial_{y}\right)^{2}$ is smooth at $(x, y)=0$ as well. Since the volume form is given by

$$
\left|d g_{b}\right|=\left(1+\lambda_{b}\right)^{-2}\left(r^{2}+a^{2}\left(1-x^{2}-y^{2}\right)\right)\left(1-x^{2}-y^{2}\right)^{-1 / 2} d t_{*} d r d x d y
$$

and thus smooth at the poles, we conclude that $g_{b}$ indeed extends smoothly and nondegenerately to the poles.

Using the map

$$
\left(t_{*}, r, \phi_{*}, \theta\right) \longmapsto\left(t_{*}, r \sin \theta \cos \phi_{*}, r \sin \theta \sin \phi_{*}, r \cos \theta\right) \in \mathbb{R}_{t_{*}} \times X \subset M^{\circ}
$$

with $X \subset \mathbb{R}^{3}$ as in (3.10), we can thus push the metric $g_{b}$ forward to a smooth, stationary, non-degenerate Lorentzian metric, which we continue to denote by $g_{b}$, on $M^{\circ}$, and $g_{b_{0}}$ is equal (pointwise!) to the extended Schwarzschild-de Sitter metric defined in §3.1. The Boyer-Lindquist coordinate patch of the Kerr-de Sitter black hole with parameters $b \in B$ is the subset $\left\{r_{b,-}<r<r_{b,+}\right\} \subset M^{\circ}$.

Since the choice of spherical coordinates does not depend smoothly on a near $\mathbf{a}=0$, the smooth dependence of $g_{b}$, as a family of metrics on $M^{\circ}$, on $b$ is not automatic; we thus prove the following result.

Proposition 3.5. Let the neighborhood $\mathcal{U}_{B} \subset B$ of $b_{0}$ be as in Lemma 3.3. Then, the smooth Lorentzian metric $g_{b}$ on $M^{\circ}$ depends smoothly on $b \in B$.

Here, the smoothness of the family $g_{b}$ is equivalent to the statement that the map

$$
B \times \mathbb{R}_{t_{*}} \times X \ni\left(b, t_{*}, p\right) \longmapsto g_{b}\left(t_{*}, p\right),
$$

with $g_{b}\left(t_{*}, p\right)$ on the right the matrix of $g_{b}$ at the given point in the global coordinate $\operatorname{system}\left(t_{*}, p\right) \in M^{\circ}$, is a smooth map $\mathcal{U}_{B} \times \mathbb{R}_{t_{*}} \times X \rightarrow \mathbb{R}^{4 \times 4}$.

Proof. Given $\left(M_{\bullet}, \mathbf{a}\right) \in B$ with $a=|\mathbf{a}| \neq 0$, let us denote the spherical coordinate system on $X$ with north pole $\theta=0$ at $\mathbf{a} /|\mathbf{a}|$ by $\left(\phi_{b, *}, \theta_{b}\right)$, so the push-forwards of the functions in (3.13) to $M^{\circ}$ are simply obtained by replacing $\theta$ by $\theta_{b}$. Then, if $\left(r, \phi_{b, *}, \theta_{b}\right)$ are the polar coordinates of a point $p \in X$, we have

$$
r=|p|, \quad a \cos \theta_{b}=\left\langle\mathbf{a}, \frac{p}{|p|}\right\rangle, \quad a^{2} \sin ^{2} \theta_{b}=|\mathbf{a}|^{2}-a^{2} \cos ^{2} \theta_{b}
$$

where $|\cdot|$ and $\langle\cdot, \cdot\rangle$ denote the Euclidean norm and inner product on $X \subset \mathbb{R}^{3}$, respectively. Since $0 \notin X$, this shows that $r, a \cos \theta_{b}$ and $a^{2} \sin ^{2} \theta_{b}$, and hence the push-forwards of $\tilde{\mu}_{b}$, $\varrho_{b}, \lambda_{b}$ and $\varkappa_{b}$ are smooth (in $b$ ) families of smooth functions on $M^{\circ}$, as are $c_{b, \pm}$ and $a^{-1} \tilde{c}_{b, \pm}$ (which only depend on $r$ ), on their respective domains of definition, by Lemma 3.4.

We can now prove the smooth dependence of the dual metric $G_{b}$ on $b$ : in light of the expression (3.17) and the discussion around (3.18), all we need to show is that the vector fields $\partial_{t_{*}}, \partial_{r}, a \partial_{\phi_{b, *}}$ and $a\left(\sin \theta_{b}\right) \partial_{\theta_{b}}$ depend smoothly on $\mathbf{a}$, in particular near a where they are defined to be identically zero. (Note that the 2 -tensor in (3.18) is a smooth multiple of $a^{2}\left(\sin ^{2} \theta_{b}\right) \partial_{\theta_{b}}^{2}$.) Indeed, this proves that $G_{b}$ is a smooth family of smooth sections of $S^{2} T M^{\circ}$, and we already checked the non-degeneracy of $G_{b}$ at the poles, where the spherical coordinates are singular.

For $\partial_{t_{*}}$ and for the radial vector field $\partial_{r}=|p|^{-1} p \partial_{p}$, which do not depend on $b$, the smoothness is clear. Further, we have

$$
a \partial_{\phi_{b, *}}=\nabla_{\mathbf{a} \times p} \quad \text { at } p \in X
$$

i.e. differentiation in the direction of the vector $\mathbf{a} \times p$. Indeed, if $\mathbf{a}=a \vec{e}_{3}:=(0,0, a)$, both sides equal $a\left(x \partial_{y}-y \partial_{x}\right)$ on $\mathbb{R}_{x, y, z}^{3}$, and if $\mathbf{a} \in \mathbb{R}^{3}$ is any given vector and $R \in \mathrm{SO}(3)$ is a rotation with $R \mathbf{a}=a \vec{e}_{3}, a=|\mathbf{a}|$, then $\left.\left(R_{*}\left(a \partial_{\phi_{b, *}}\right)\right)\right|_{p}=\left.\left(a \partial_{\phi_{a \vec{e}_{3}, *}}\right)\right|_{R(p)}$, which we just observed to be equal to $\nabla_{a \vec{e}_{3} \times R(p)}=R_{*} \nabla_{\mathbf{a} \times p}$.

In a similar vein, one sees that

$$
a\left(\sin \theta_{b}\right) \partial_{\theta_{b}}=|p|^{-1} \nabla_{p \times(p \times \mathbf{a})} \quad \text { at } p \in X,
$$

and the latter expression is clearly smooth in a, finishing the proof of the proposition.
Remark 3.6. If one were interested in analyzing the non-linear stability of Kerrde Sitter spacetimes for general parameters-i.e. dropping the assumption of small angular momentum - one notes that the construction described in this section can be performed in the neighborhood of any Kerr-de Sitter spacetime which is non-degenerate in the sense that the two largest roots of $\tilde{\mu}_{b}$ are simple and positive.

Given the smooth family of Kerr-de Sitter metrics $g_{b}$ on $M^{\circ}$ defined in the previous section, we can define its linearization around any $g_{b}, b \in \mathcal{U}_{B}$.

Definition 3.7. For $b \in \mathcal{U}_{B}$ and $b^{\prime} \in T_{b} B$, we define the element $g_{b}^{\prime}\left(b^{\prime}\right)$ of the linearized Kerr-de Sitter family, linearized around $g_{b}$, by

$$
g_{b}^{\prime}\left(b^{\prime}\right)=\left.\frac{d}{d s} g_{b+s b^{\prime}}\right|_{s=0}
$$

Notice here that $\mathcal{U}_{B} \subset B \subset \mathbb{R}^{4}$ is an open subset of $\mathbb{R}^{4}$, and thus we can identify $T_{b} B=\mathbb{R}^{4}$. The linearization of the Kerr-de Sitter family around $g_{b}$ is the 4-dimensional vector space $g_{b}^{\prime}\left(T_{b} B\right) \equiv\left\{g_{b}^{\prime}\left(b^{\prime}\right): b^{\prime} \in T_{b} B\right\}$.

Remark 3.8. Define $d_{b}$ to be the number of parameters needed to describe a linearized Kerr-de Sitter metric modulo Lie derivatives (i.e. the number of 'physical degrees of freedom'); that is,

$$
\Gamma_{b}=\frac{g_{b}^{\prime}\left(T_{b} B\right)}{\left(\operatorname{ran} \delta_{g_{b}}^{*}\right) \cap g_{b}^{\prime}\left(T_{b} B\right)}, \quad d_{b}=\operatorname{dim} \Gamma_{b}
$$

Then one can show that

$$
d_{b}= \begin{cases}4, & \text { if } \mathbf{a}=\mathbf{0} \\ 2, & \text { if } \mathbf{a} \neq \mathbf{0}\end{cases}
$$

See also the related discussion at the end of [37, §6.2.2]. The reason for $d_{b}=4$ for Schwarzschild-de Sitter parameters $b$ is that slowly rotating Kerr-de Sitter metrics with rotation axes which are far apart are related by a rotation by a large angle. This is one of the reasons to use the redundant (for non-zero angular momenta) parametrization (3.1) of the Kerr-de Sitter family.

### 3.3. Compactification

In order to make full use of the asymptotic structure of Kerr-de Sitter spaces, it is convenient to compactify the spacetime $M^{\circ}$, defined in (3.9), at future infinity: we define

$$
\tau\left(t_{*}\right):=e^{-t_{*}}
$$

and put

$$
M=\left(M^{\circ} \sqcup\left([0, \infty)_{\tau} \times X\right)\right) / \sim, \quad\left(t_{*}, x\right) \sim\left(\tau\left(t_{*}\right), x\right)
$$

which is a smooth manifold with boundary, where the smooth structure is defined such that $\tau$ is a boundary defining function, i.e. $\tau \in \mathcal{C}^{\infty}(M)$ vanishes simply at $\tau=0$. Thus,

$$
\begin{equation*}
M \cong[0, \infty)_{\tau} \times X \tag{3.19}
\end{equation*}
$$

as manifolds with boundary. We often regard $X$ as the boundary at infinity of $M$. On $M$, we can now use the natural bundles ${ }^{\mathrm{b}} T M$ (the $b$-tangent bundle), ${ }^{\mathrm{b}} T^{*} M$ (the $b$ cotangent bundle), and their tensor powers. We refer the reader to Appendix A for precise definitions of these objects. The bundles ${ }^{\mathrm{b}} T M$ and ${ }^{\mathrm{b}} T^{*} M$ are naturally isomorphic to the usual translation-invariant (in $t_{*}$ ) tangent/cotangent bundle on $M^{\circ}$. Crucially, they extend smoothly to $X$; analysis on $M$ near $X$, or b-microlocal analysis in ${ }^{\mathrm{b}} T^{*} M$ near ${ }^{\mathrm{b}} T_{X}^{*} M$, is thus automatically (and necessarily) uniform, i.e. gives uniform control on $M^{\circ}$ as $t_{*} \rightarrow \infty$. Structures central to understanding waves uniformly as $t_{*} \rightarrow \infty$, such as horizons or trapping, arise naturally as submanifolds of ${ }^{\mathrm{b}} T_{X}^{*} M$ at which the null-geodesic
flow (lifted to the cotangent bundle) has a special structure (invariant manifolds, saddle points of the flow, etc.).

The use of the compactification, a common technique in geometric analysis, means that we do not need to repeatedly refer to the asymptotic structure when making statements about $t_{*} \rightarrow \infty$, though one could equivalently do that without introducing the compactification. Thus, to some extent, compactifying is a matter of taste, but it provides a very convenient language.

Note that smooth functions on $M$ are smooth functions of $(\tau, x)=\left(e^{-t_{*}}, x\right)$ down to $\tau=0$, hence they have Taylor expansions at $\tau=0$ into powers of $\tau=e^{-t_{*}}$; in particular, they are invariant under translations in $t_{*}$ up to a remainder which decays exponentially fast as $t_{*} \rightarrow \infty$. Since $\partial_{t_{*}}=-\tau \partial_{\tau}$ and $d t_{*}=-d \tau / \tau$, and since functions on $M^{\circ}$ which are constant in $t_{*}$ extend to smooth functions on $M$, we can thus rephrase Proposition 3.5 as follows.

Proposition 3.9. If $\mathcal{U}_{B} \subset B$ is a neighborhood of $b_{0}$ as in Lemma 3.4, the family $g_{b}$ of Kerr-de Sitter metrics with $b \in B$ is a smooth family of non-degenerate signature-( 1,3 ) sections of $\mathcal{C}^{\infty}\left(M ; S^{2 \mathrm{~b}} T^{*} M\right)$.

The stationary nature of $g_{b}$ can be recast in this setting as the invariance of $g_{b}$ with respect to dilations in $\tau$ in the product decomposition (3.19) of $M$.

### 3.4. Geometric and dynamical aspects of Kerr-de Sitter spacetimes

The dual metric function $G_{b} \in \mathcal{C}^{\infty}\left({ }^{\mathrm{b}} T^{*} M\right)$ is defined by $G_{b}(z, \zeta)=|\zeta|_{\left(G_{b}\right)_{z}}^{2}$ for $z \in M$ and $\zeta \in{ }^{\mathrm{b}} T_{z}^{*} M$, and the characteristic set is

$$
\begin{equation*}
\Sigma_{b}=G_{b}^{-1}(0) \subset{ }^{\mathrm{b}} T^{*} M \backslash o, \tag{3.20}
\end{equation*}
$$

which is conic in the fibers of ${ }^{\mathrm{b}} T^{*} M$. We occasionally identify $\Sigma_{b}$ with its closure in the radially compactified (in the fibers) b-cotangent bundle, minus the zero section $o$, so $\Sigma_{b} \subset^{\overline{\mathrm{b}} T^{*}} M \backslash o$. See (A.1) for the definition of ${ }^{\overline{\mathrm{b}} T^{*}} M$. Sometimes, we also identify $\Sigma_{b}$ with its boundary at fiber infinity $\partial \Sigma_{b} \subset^{\mathrm{b}} S^{*} M \subset \overline{{ }^{\mathrm{b}} T^{*}} M$. Since by construction $d t_{*}=-d \tau / \tau$ is timelike everywhere on $M$, we can split the characteristic set into its two connected components

$$
\Sigma_{b}=\Sigma_{b}^{+} \sqcup \Sigma_{b}^{-},
$$

the future (resp. backward) light cone $\Sigma_{b}^{+}\left(\right.$resp. $\left.\Sigma_{b}^{-}\right)$, where

$$
\begin{equation*}
\Sigma_{b}^{ \pm}=\left\{\zeta \in \Sigma_{b}: \pm\left\langle\zeta,-\frac{d \tau}{\tau}\right\rangle_{G_{b}}>0\right\} \tag{3.21}
\end{equation*}
$$

(The sign in the superscript will always indicate the future/past component of the characteristic set.)

We now discuss two main features of the null-geodesic flow on $\left(M, g_{b}\right)$ : the saddle point structure (corresponding to the red-shift effect) at the event and cosmological horizons of Kerr-de Sitter spacetimes, and the trapped set for Schwarzschild-de Sitter, i.e. the photon sphere. The global dynamics of the null-geodesic flow of slowly rotating Kerr-de Sitter spacetimes were described in detail in [140, $\S 6.3$ and $\S 6.4]$. Here, we merely recall that for a future-causal null-bicharacteristic $\gamma$, i.e. an integral curve of the Hamilton vector field $H_{G_{b}}$ within $\Sigma_{b}^{+}$, one of the following three possibilities must occur in the backward direction along $\gamma$ : either
(1) $\gamma$ tends to the trapped set (strictly speaking, the boundary of $\Gamma$, defined in (3.30), within ${ }^{\mathrm{b}} T^{*} M$ at future infinity), or
(2) $\gamma$ tends to one of the radial points $\mathcal{R}_{b,-}$ or $\mathcal{R}_{b,+}$ (the b-conormal bundle of the event or cosmological horizon at future infinity), defined in (3.24), or
(3) $\gamma$ crosses the initial Cauchy hypersurface $\left\{t_{*}=0\right\}$ in finite time.

We first describe the null-geodesic flow on $\left(M, g_{b}\right)$ near the horizons: defining $t_{0}$ and $\phi_{0}$ near $r=r_{b, \pm}$ exactly like $t_{*}$ and $\phi_{*}$ in (3.14), except with $c_{b, \pm}=\tilde{c}_{b, \pm} \equiv 0$ simplifies our calculations: introducing smooth coordinates on ${ }^{\mathrm{b}} T^{*} M$ by letting $\tau_{0}=e^{-t_{0}}$ and writing b-covectors over the point $\left(\tau_{0}, r, \omega\right) \in M$ as

$$
\sigma \frac{d \tau_{0}}{\tau_{0}}+\xi d r+\zeta d \phi_{0}+\eta d \theta
$$

the dual metric function can be read off from (3.17) by taking $c_{b, \pm}=\tilde{c}_{b, \pm}=0$, and replacing $\partial_{t_{*}}, \partial_{r}, \partial_{\phi_{*}}$ and $\partial_{\theta}$ by $-\sigma, \xi, \zeta$ and $\eta$, respectively, so

$$
\begin{gather*}
\varrho_{b}^{2} G_{b}=-\tilde{\mu}_{b} \xi^{2} \pm 2 a\left(1+\lambda_{b}\right) \xi \zeta \mp 2\left(1+\lambda_{b}\right)\left(r^{2}+a^{2}\right) \xi \sigma \\
-\frac{\left(1+\lambda_{b}\right)^{2}}{\varkappa_{b} \sin ^{2} \theta}\left(a\left(\sin ^{2} \theta\right) \sigma-\zeta\right)^{2}-\varkappa_{b} \eta^{2} \tag{3.22}
\end{gather*}
$$

Denote the b-conormal bundles of the horizons by

$$
\begin{equation*}
\mathcal{L}_{b, \pm}:={ }^{\mathrm{b}} N^{*}\left\{r=r_{b, \pm}\right\} \backslash o=\left\{\left(\tau_{0}, r_{b, \pm}, \phi_{0}, \theta ; 0, \xi, 0,0\right)\right\} \backslash o \subset \Sigma_{b} . \tag{3.23}
\end{equation*}
$$

(The sign in the subscript will always indicate the horizon at which one is working, '-' denoting the event horizon at $r=r_{b,-}$ and ' + ' the cosmological horizon at $r=r_{b,+}$.) One easily checks that the vector field $H_{\varrho_{b}^{2} G_{b}}=\varrho_{b}^{2} H_{G_{b}}$ (equality holding on $\Sigma_{b}$ ) is tangent to $\mathcal{L}_{b, \pm}$, so $\mathcal{L}_{b, \pm}$ is invariant under the $H_{G_{b}}$-flow. Since

$$
\langle d r, d r\rangle_{G_{b}}=0 \text { and } \varrho_{b}^{2}\left\langle d t_{*}, d r\right\rangle_{G_{b}}= \pm\left(1+\lambda_{b}\right)\left(r_{b, \pm}^{2}+a^{2}\right) \quad \text { at } r=r_{b, \pm},
$$



Figure 3.3. The b-conormal bundles $\mathcal{L}_{ \pm}^{+}$of the horizons as well as their boundaries $\mathcal{R}_{ \pm}^{+}$in ${ }^{\mathrm{b}} T_{X}^{*} M \backslash o$. The arrows indicate the Hamilton vector field $H_{G_{b}}$. In $\Gamma^{-}$, the subscripts are replaced by ' - ', and the directions of the arrows are reversed.
$d r$ is future lightlike at $\mathcal{L}_{b,+}$ and past lightlike at $\mathcal{L}_{b,-}$. This allows us to locate the components of $\mathcal{L}_{b, \pm}$ in the two halves of the characteristic set. To wit, if

$$
\mathcal{L}_{b, \pm}^{+}=\mathcal{L}_{b, \pm} \cap \Sigma_{b}^{+} \quad \text { and } \quad \mathcal{L}_{b, \pm}^{-}=\mathcal{L}_{b, \pm} \cap \Sigma_{b}^{-}
$$

adhering to our rule that signs in superscript indicate being a subset of the future/past light cone, then

$$
\mathcal{L}_{b,-}^{ \pm}=\{ \pm \xi<0\} \cap \mathcal{L}_{b,-} \quad \text { and } \quad \mathcal{L}_{b,+}^{ \pm}=\{ \pm \xi>0\} \cap \mathcal{L}_{b,+} .
$$

Let

$$
\mathcal{L}_{b}^{+}=\mathcal{L}_{b,-}^{+} \cup \mathcal{L}_{b,+}^{+} \subset \Sigma_{b}^{+} \quad \text { and } \quad \mathcal{L}_{b}^{-}=\mathcal{L}_{b,-}^{-} \cup \mathcal{L}_{b,+}^{-} \subset \Sigma_{b}^{-}
$$

be the components of $\mathcal{L}=\mathcal{L}_{b,+} \cup \mathcal{L}_{b,-}$ within the future/past light cones $\Sigma_{b}^{ \pm}$.
Let us identify $X$ with the boundary at future infinity $\{0\}_{\tau} \times X \subset M$; see (3.19). We then define the boundaries at future infinity of the above invariant manifolds by

$$
\begin{equation*}
\mathcal{R}_{b,( \pm)}^{( \pm)}=\mathcal{L}_{b,( \pm)}^{( \pm)} \cap^{\mathrm{b}} T_{X}^{*} M \tag{3.24}
\end{equation*}
$$

each of them itself is invariant under the $H_{G_{b}}$-flow. Moreover, we denote the boundaries of $\mathcal{R}_{b,( \pm)}^{( \pm)}$at fiber infinity by $\partial \mathcal{R}_{b,( \pm)}^{( \pm)} \subset{ }^{\mathrm{b}} S_{X}^{*} M$, likewise for $\mathcal{L}_{b,( \pm)}^{( \pm)}$. See Figure 3.3.

We claim that the (generalized) radial sets $\partial \mathcal{R}_{b}^{ \pm}$are saddle points for (a rescaled version of the) null-geodesic flow $H_{G_{b}}$. Concretely, $\partial \mathcal{R}_{b}^{+}$has stable manifold $\partial \mathcal{L}_{b}^{+} \subset{ }^{\mathrm{b}} S^{*} M$ transversal to ${ }^{\mathrm{b}} S_{X}^{*} M$, with unstable manifold $\Sigma_{b}^{+} \cap^{\overline{\mathrm{b}} T_{X}^{*}} M$ within the boundary at future infinity, i.e. it is a source within $\overline{{ }^{\mathrm{b}} T_{X}^{*}} M$; on the other hand, $\partial \mathcal{R}_{b}^{-}$has unstable manifold $\partial \mathcal{L}_{b}^{-} \subset^{\mathrm{b}} S^{*} M$ and stable manifold $\Sigma_{b}^{-} \cap \overline{{ }^{\mathrm{b}} T_{X}^{*}} M$, i.e. it is a sink within $\overline{{ }^{\mathrm{b}} T_{X}^{*}} M$. To verify this claim, let us introduce coordinates

$$
\begin{equation*}
\hat{\varrho}=|\xi|^{-1}, \quad \hat{\sigma}=\hat{\varrho} \sigma, \quad \hat{\zeta}=\hat{\varrho} \zeta, \quad \hat{\eta}=\hat{\varrho} \eta \tag{3.25}
\end{equation*}
$$

of $\overline{{ }^{\mathrm{b}} T^{*}} M$ near $\partial \mathcal{R}_{b}^{ \pm}$, and define the rescaled Hamilton vector field

$$
\begin{equation*}
\mathrm{H}_{\varrho_{b}^{2} G_{b}}:=\hat{\varrho} H_{\varrho_{b}^{2} G_{b}}, \tag{3.26}
\end{equation*}
$$

which is homogeneous of degree zero with respect to dilations in the fibers of ${ }^{\mathrm{b}} T^{*} M$, hence extends to a smooth vector field on ${ }^{\mathrm{b}} T^{*} M$ tangent to ${ }^{\mathrm{b}} S^{*} M$. Let us consider the $\mathrm{H}_{G_{b}}$-flow near $\partial \mathcal{R}_{b}^{+}$first, where $\hat{\sigma}=\hat{\zeta}=\hat{\eta}=0$. There, with ' $\pm$ ' denoting the component of the characteristic set (i.e. $\pm \xi>0$ ), one computes

$$
\begin{aligned}
\hat{\varrho}^{-1} \mathrm{H}_{\varrho_{b}^{2} G_{b}} \hat{\varrho} & =H_{\varrho_{b}^{2} G_{b}}|\xi|^{-1}= \pm \xi^{-2} \partial_{r}\left(\varrho_{b}^{2} G_{b}\right)=\mp \tilde{\mu}_{b}^{\prime}\left(r_{b,+}\right)= \pm\left|\tilde{\mu}_{b}^{\prime}\left(r_{b,+}\right)\right|, \\
\tau_{0}^{-1} \mathrm{H}_{\varrho_{b}^{2} G_{b}} \tau_{0} & =\hat{\varrho} \partial_{\sigma}\left(\varrho_{b}^{2} G_{b}\right)=\mp 2\left(1+\lambda_{b}\right)\left(r_{b,+}^{2}+a^{2}\right) .
\end{aligned}
$$

The calculation at $\mathcal{R}_{b}^{-}$is completely analogous. Defining

$$
\begin{equation*}
\beta_{b, \pm, 0}:=\frac{\left|\tilde{\mu}_{b}^{\prime}\left(r_{b, \pm}\right)\right|}{\varrho_{b}^{2}} \quad \text { and } \quad \beta_{b, \pm}:=\frac{2\left(1+\lambda_{b}\right)\left(r_{b, \pm}^{2}+a^{2}\right)}{\left|\tilde{\mu}_{b}^{\prime}\left(r_{b, \pm}\right)\right|} \tag{3.27}
\end{equation*}
$$

and using that $\log \tau_{0}-\log \tau$ is a function of $r$ only, while $H_{G_{b}} r=0$ at $\mathcal{L}_{b, \pm}$, we thus find

$$
\begin{array}{lll}
\hat{\varrho}^{-1} H_{G_{b}} \hat{\varrho}=\beta_{b, \pm, 0}, & -\tau^{-1} H_{G_{b}} \tau=\beta_{b, \pm, 0} \beta_{b, \pm} & \text { at } \mathcal{R}_{b, \pm}^{+},  \tag{3.28}\\
\hat{\varrho}^{-1} H_{G_{b}} \hat{\varrho}=-\beta_{b, \pm, 0}, & -\tau^{-1} H_{G_{b}} \tau=-\beta_{b, \pm, 0} \beta_{b, \pm} & \text { at } \mathcal{R}_{b, \pm}^{-} .
\end{array}
$$

We note that the functions $\beta_{b, \pm, 0}$ are functions on the 2-spheres $\left\{\tau=0, r=r_{b, \pm}\right\}$; if $b \in B$ are Schwarzschild-de Sitter parameters, so $a=0$, then they are in fact constants.

In order to finish the proof of the saddle point structure of the flow in the normal directions at $\partial \mathcal{R}_{b}$, it suffices to note that, using (3.22), the function

$$
\varrho_{0}:=\hat{\varrho}^{2}\left(\frac{\left(1+\lambda_{b}\right)^{2}}{\varkappa_{b} \sin ^{2} \theta}\left(a\left(\sin ^{2} \theta\right) \sigma-\zeta\right)^{2}+\varkappa_{b} \eta^{2}+\sigma^{2}\right),
$$

which is smooth on $\overline{{ }^{\mathrm{b}} T^{*}} M$, satisfies $H_{G_{b}} \varrho_{0}= \pm 2 \beta_{b, \pm, 0} \varrho_{0}$ at $\mathcal{R}_{b}^{ \pm}$by (3.28), i.e. with the same sign as $\hat{\varrho} H_{G_{b}} \hat{\varrho}$; and $\varrho_{0}$ is a quadratic defining function of $\partial \mathcal{R}_{b}$ within $\partial \Sigma_{b} \cap^{\mathrm{b}} S_{X}^{*} M$. (See [77, §3.2] for further details.)

We next discuss the trapped set in the exterior region of a Schwarzschild-de Sitter spacetime with parameters $b_{0}=\left(M_{\bullet, 0}, \mathbf{0}\right)$. Writing covectors in static coordinates as

$$
\begin{equation*}
-\sigma d t+\xi d r+\eta, \quad \eta \in T^{*} \mathbb{S}^{2} \tag{3.29}
\end{equation*}
$$

the dual metric function is given by

$$
G_{b_{0}}=\mu_{b_{0}}^{-1} \sigma^{2}-\mu_{b_{0}} \xi^{2}-r^{-2}|\eta|^{2}
$$

so the Hamilton vector field equals

$$
H_{G_{b_{0}}}=-2 \mu_{b_{0}}^{-1} \sigma \partial_{t}-2 \mu_{b_{0}} \xi \partial_{r}-r^{-2} H_{|\eta|^{2}}+\left(\mu_{b_{0}}^{-2} \mu_{b_{0}}^{\prime} \sigma^{2}+\mu_{b_{0}}^{\prime} \xi^{2}-2 r^{-3}|\eta|^{2}\right) \partial_{\xi}
$$

Now, in $\mu_{b_{0}}>0$ and within the characteristic set $\Sigma_{b_{0}}$, we have $H_{G_{b_{0}}} r=-2 \mu_{b_{0}} \xi=0$ if and only if $\xi=0$; for $\xi=0$, hence $\mu_{b_{0}}^{-1} \sigma^{2}=r^{-2}|\eta|^{2}$, we then have $H_{G_{b_{0}}}^{2} r=-2 \mu_{b_{0}} H_{G_{b_{0}}} \xi=0$ if and only if $\mu_{b_{0}}^{-2} \mu_{b_{0}}^{\prime} \sigma^{2}=2 r^{-3}|\eta|^{2}$, which is equivalent to

$$
0=\left(\mu_{b_{0}} r^{-2}\right)^{\prime}=2 r^{-4}\left(3 M_{\bullet, 0}-r\right)
$$

hence the radius of the photon sphere is $r_{P}=3 M_{\bullet, 0}$, and the trapped set in phase space $T^{*} M^{\circ} \backslash o$ is

$$
\begin{equation*}
\Gamma=\left\{\left(t, r_{P}, \omega ; \sigma, 0, \eta\right): \sigma^{2}=\mu_{b_{0}} r^{-2}|\eta|^{2}\right\} \tag{3.30}
\end{equation*}
$$

The trapped set has two components:

$$
\begin{equation*}
\Gamma=\Gamma^{-} \cup \Gamma^{+} \quad \text { and } \quad \Gamma^{ \pm}=\Gamma \cap \Sigma_{b_{0}}^{ \pm} . \tag{3.31}
\end{equation*}
$$

At $\Gamma$, we have

$$
\begin{equation*}
H_{G_{b_{0}}}=-2 \mu_{b_{0}}^{-1} \sigma \partial_{t}-r^{-2} H_{|\eta|^{2}} . \tag{3.32}
\end{equation*}
$$

### 3.5. Wave equations on Kerr-de Sitter spacetimes

Within $M$, we next single out a domain $\Omega \subset M$ on which we will solve various wave equations, in particular Einstein's field equations, in the course of our arguments. Concretely, let

$$
Y=\left[r_{b_{0},-}-\varepsilon_{M}, r_{b_{0},+}+\varepsilon_{M}\right]_{r} \times \mathbb{S}^{2} \subset X
$$

be a smoothly bounded compact domain in the spatial slice $X$, and let

$$
\begin{equation*}
\Omega=[0,1]_{\tau} \times Y \subset M \quad \text { and } \quad \Sigma_{0}=\{\tau=1\} \cap \Omega . \tag{3.33}
\end{equation*}
$$

Then $\Omega$ is a submanifold with corners of $M$. We will often identify $Y$, which is isometric to each spatial slice $\{\tau=c\} \cap \Omega, c \in[0,1]$, with the boundary of $\Omega$ at future infinity, so $Y=\{\tau=0\} \cap \Omega$. See Figure 3.4. We discuss function spaces on domains such as $\Omega$ at the end of §A.2.

By a slight abuse of notation, we define the finite part of $\Omega$ as

$$
\Omega^{\circ}=[0, \infty)_{t_{*}} \times Y
$$

so $\Omega^{\circ}$ still contains the initial hypersurface $\Sigma_{0}=\left\{t_{*}=0\right\}$.


Figure 3.4. The domain $\Omega$ (shaded), with its boundary $Y=\Omega \cap X$ at future infinity, as a smooth domain with corners within $M$. The Cauchy surface is $\Sigma_{0}$, extending a bit beyond the horizons of slowly rotating Kerr-de Sitter spacetimes.

By construction of the function $t_{*}$, the surface $\Sigma_{0}$ is spacelike with respect to all metrics $g_{b}, b \in \mathcal{U}_{B}$. Furthermore, we claim that the lateral boundary $\mathbb{R}_{t_{*}} \times \partial Y$, which has two components (one beyond the event and one beyond the cosmological horizon), is spacelike: indeed, this follows from (3.17) and

$$
\varrho_{b}^{2} G_{b}(d r, d r)=-\tilde{\mu}_{b}>0
$$

there; more precisely, by (3.21), the outward pointing conormal $\pm d r$ is future timelike at $r=r_{b, \pm} \pm \varepsilon_{M}$ for sufficiently small $\varepsilon_{M}$.

The Cauchy data of a function $u \in \mathcal{C}^{\infty}\left(\Omega^{\circ} ; E\right)$, which is a section of some tensor bundle $E=\bigotimes^{k} T^{*} \Omega^{\circ}$, are defined by

$$
\begin{equation*}
\gamma_{0}(u):=\left(\left.u\right|_{\Sigma_{0}},\left.\left(\mathcal{L}_{\partial_{t_{*}}} u\right)\right|_{\Sigma_{0}}\right) \in \mathcal{C}^{\infty}\left(\Sigma_{0} ; E_{\Sigma_{0}}\right) \oplus \mathcal{C}^{\infty}\left(\Sigma_{0} ; E_{\Sigma_{0}}\right) . \tag{3.34}
\end{equation*}
$$

Given a linear operator $L \in \operatorname{Diff}^{2}\left(M^{\circ} ; E\right)$, with smooth coefficients, whose principal symbol is scalar and equal to $G_{b} \otimes \mathrm{Id}$ for some parameters $b \in \mathcal{U}_{B}$, one can then study initial value problems for $L$. Using energy estimates, see e.g. [134, §6.5] or [81, §23], and also $\S 5.2 .1$, one can show that

$$
\begin{cases}L u=f & \text { in } \Omega^{\circ}, \\ \gamma_{0}(u)=\left(u_{0}, u_{1}\right) & \text { on } \Sigma_{0}\end{cases}
$$

with forcing $f \in \mathcal{C}^{\infty}\left(\Omega^{\circ} ; E\right)$ and initial data $u_{0}, u_{1} \in \mathcal{C}^{\infty}\left(\Sigma_{0} ; E_{\Sigma_{0}}\right)$, has a unique solution $u \in \mathcal{C}^{\infty}\left(\Omega^{\circ} ; E\right)$. The future timelike nature of the outward pointing conormal at the lateral boundary of $\Omega^{\circ}$ ensures that no boundary data need to be specified there.

### 3.6. Kerr-de Sitter type wave map gauges

Let us fix the background metric for the wave map gauge 1-form (2.5) to be the fixed Schwarzschild-de Sitter metric $g_{b_{0}}$, so

$$
\begin{equation*}
\Upsilon(g)=g g_{b_{0}}^{-1} \delta_{g} \mathrm{G}_{g} g_{b_{0}} . \tag{3.35}
\end{equation*}
$$

Now $g_{b_{0}}$ satisfies the gauge condition $\Upsilon\left(g_{b_{0}}\right)=0$, but the particular form of the metrics $g_{b}, b \neq b_{0}$, we constructed is rather arbitrary, so in general we expect $\Upsilon\left(g_{b}\right) \neq 0$ for $b \neq b_{0}$. Therefore, we need to study more flexible gauges; a natural candidate is $\Upsilon(g)-\Upsilon\left(g_{b}\right)=0$, but for the formulation of the non-linear stability problem for the Einstein equation (2.1), one would like to have a fixed gauge near $\Sigma_{0}$ (we will choose the wave map gauge relative to $g_{b_{0}}$ ), yet a gauge relative to the metric $g_{b}$ of the final state. To implement such gauges, fix a cutoff function

$$
\begin{equation*}
\chi \in \mathcal{C}^{\infty}(\mathbb{R}), \quad \chi\left(t_{*}\right) \equiv 0 \text { for } t_{*} \leqslant 1, \quad \chi\left(t_{*}\right) \equiv 1 \text { for } t_{*} \geqslant 2 \tag{3.36}
\end{equation*}
$$

and define

$$
\begin{equation*}
g_{b_{1}, b_{2}}:=(1-\chi) g_{b_{1}}+\chi g_{b_{2}}, \tag{3.37}
\end{equation*}
$$

which is a Lorentzian metric for $b_{1}, b_{2} \in \mathcal{U}_{B}$ smoothly interpolating between $g_{b_{1}}$ and $g_{b_{2}}$. We will then consider the gauge condition

$$
\Upsilon(g)-\Upsilon\left(g_{b_{1}, b_{2}}\right)=0
$$

For $b_{1}=b_{2}=b$, this becomes $\Upsilon(g)-\Upsilon\left(g_{b}\right)=0$.
Denote the Kerr-de Sitter initial data by

$$
\begin{equation*}
\left(h_{b}, k_{b}\right) \in \mathcal{C}^{\infty}\left(\Sigma_{0} ; S^{2} T^{*} \Sigma_{0}\right) \oplus \mathcal{C}^{\infty}\left(\Sigma_{0} ; S^{2} T^{*} \Sigma_{0}\right) \tag{3.38}
\end{equation*}
$$

that is, $h_{b}$ is the pull-back of $g_{b}$ to $\Sigma_{0}$, and $k_{b}$ is the second fundamental form of $\Sigma_{0}$ with respect to the ambient metric $g_{b}$. In the remainder of this section, we merely study the initial gauge. In Proposition 3.10 below, we construct a map $i_{b}$, taking initial data on $\Sigma_{0}$ into Cauchy data for the gauged Einstein equation with gauge condition $\Upsilon(g)-\Upsilon\left(g_{b}\right)=0$, so that it maps the Kerr-de Sitter initial data to

$$
i_{b}\left(h_{b}, k_{b}\right)=\gamma_{0}\left(g_{b}\right)=\left(\left.g_{b}\right|_{\Sigma_{0}},\left.\mathcal{L}_{\partial_{t_{*}}} g_{b}\right|_{\Sigma_{0}}\right)=\left(\left.g_{b}\right|_{\Sigma_{0}}, 0\right)
$$

The point is that this guarantees that the metric $g_{b}$ itself, rather than a pull-back of it by some diffeomorphism, is the solution of the gauged Einstein equation with gauge $\Upsilon(g)-\Upsilon\left(g_{b}\right)=0$ and initial data $i_{b}\left(h_{b}, k_{b}\right)$.

The flexibility in choosing the gauge in this manner is very useful in the proof of linear stability of $g_{b}$ given in $\S 10$, which is naturally done with the global choice of gauge $\Upsilon(g)-\Upsilon\left(g_{b}\right)=0$. For the full non-linear result, as indicated above, we will use only a single gauge $\Upsilon(g)-\Upsilon\left(g_{b_{0}}\right)=0$ near $\Sigma_{0}$, which reads $\Upsilon(g)=0$ there; thus, for non-linear stability, we shall only use Proposition 3.10 for $b=b_{0}$.

Proposition 3.10. There exist neighborhoods

$$
H \subset \mathcal{C}^{1}\left(\Sigma_{0} ; S^{2} T^{*} \Sigma_{0}\right) \quad \text { and } \quad K \subset \mathcal{C}^{0}\left(\Sigma_{0} ; S^{2} T^{*} \Sigma_{0}\right)
$$

of $h_{b_{0}}$ and $k_{b_{0}}$, respectively, so that, firstly, $h_{b} \in H$ and $k_{b} \in K$ for all $b \in \mathcal{U}_{B}$ (shrinking $\mathcal{U}_{B}$, if necessary); and secondly, for each $b \in \mathcal{U}_{B}$, there exists a map

$$
\begin{aligned}
i_{b}:\left(H \cap \mathcal { C } ^ { m } \left(\Sigma_{0} ;\right.\right. & \left.\left.S^{2} T^{*} \Sigma_{0}\right)\right) \times\left(K \cap \mathcal{C}^{m-1}\left(\Sigma_{0} ; S^{2} T^{*} \Sigma_{0}\right)\right) \\
& \longrightarrow \mathcal{C}^{m}\left(\Sigma_{0} ; S^{2} T_{\Sigma_{0}}^{*} M^{\circ}\right) \times \mathcal{C}^{m-1}\left(\Sigma_{0} ; S^{2} T_{\Sigma_{0}}^{*} M^{\circ}\right),
\end{aligned}
$$

smooth for all $m \geqslant 1$ (and smoothly depending on $b \in \mathcal{U}_{B}$ ), with the following properties:
(1) if $i_{b}(h, k)=\left(g_{0}, g_{1}\right)$, and $g \in \mathcal{C}^{1}\left(M^{\circ} ; S^{2} T^{*} M^{\circ}\right)$ is any symmetric 2-tensor with $\gamma_{0}(g)=\left(g_{0}, g_{1}\right)$, then $h$ and $k$ are, respectively, the metric and the second fundamental form of $\Sigma_{0}$ induced by $g$, and $\Upsilon(g)-\Upsilon\left(g_{b}\right)=0$ at $\Sigma_{0}$;
(2) for Kerr-de Sitter initial data (3.38), one has $i_{b}\left(h_{b}, k_{b}\right)=\gamma_{0}\left(g_{b}\right)$.

The constraint equations play no role in the construction of the map $i_{b}$, as expected following the discussion of the initial value problem in $\S 2.1$, and hence we do not need to restrict the spaces $H$ and $K$ further here.

Proof. If we define $\phi_{b} \in \mathcal{C}^{\infty}\left(\Sigma_{0}\right)$ and $\omega_{b} \in \mathcal{C}^{\infty}\left(\Sigma_{0}, T^{*} \Sigma_{0}\right)$ by writing

$$
g_{b}=\phi_{b} d t_{*}^{2}+2 d t_{*} \cdot \omega_{b}+h_{b},
$$

then we can define $g_{0}$ in $\left(g_{0}, g_{1}\right)=i_{b}(h, k)$ simply by

$$
g_{0}=\phi_{b} d t_{*}^{2}+2 d t_{*} \cdot \omega_{b}+h ;
$$

this will be a non-degenerate Lorentzian signature section of $S^{2} T_{\Sigma_{0}}^{*} M^{\circ}$, if $h$ is sufficiently close in $\mathcal{C}^{0}$ to $h_{b_{0}}$ (and hence to $h_{b}$ ). This choice of $g_{0}$ fixes a future timelike unit vector field $N \perp T \Sigma_{0}$, and we now need to choose $g_{1}$ so that

$$
g_{0}\left(\nabla_{X}^{g_{0}+t_{*} g_{1}} Y, N\right)=k(X, Y), \quad X, Y \in T \Sigma_{0}
$$

at $\Sigma_{0}=\left\{t_{*}=0\right\}$, and such that $g_{1}=0$ if $(h, k)=\left(h_{b}, k_{b}\right)$; here the superscript denotes the metric with respect to which $\nabla$ is the Levi-Civita connection. That is, we want

$$
\begin{equation*}
g_{0}\left(\left(\nabla_{X}^{g_{0}+t_{*} g_{1}}-\nabla_{X}^{g_{0}}\right) Y, N\right)=k(X, Y)-g_{0}\left(\nabla_{X}^{g_{0}} Y, N\right) \tag{3.39}
\end{equation*}
$$

by definition of $g_{0}$, the right-hand side is identically zero for $(h, k)=\left(h_{b}, k_{b}\right)$. The difference of the two covariant derivatives on the left-hand side is tensorial in $X$ and $Y$, and in a local coordinate system, one computes

$$
2\left(\nabla_{\mu}^{g_{0}+t_{*} g_{1}} \partial_{\nu}-\nabla_{\mu}^{g_{0}} \partial_{\nu}\right)=g_{0}^{\varkappa \lambda}\left(\left(\partial_{\mu} t_{*}\right)\left(g_{1}\right)_{\nu \lambda}+\left(\partial_{\nu} t_{*}\right)\left(g_{1}\right)_{\mu \lambda}-\left(\partial_{\lambda} t_{*}\right)\left(g_{1}\right)_{\mu \nu}\right) \partial_{\varkappa}
$$

at $t_{*}=0$, hence, using $X t_{*}=0=Y t_{*}$, (3.39) is equivalent to

$$
\begin{equation*}
-\left(N t_{*}\right) g_{1}(X, Y)=2\left(k(X, Y)-g_{0}\left(\nabla_{X}^{g_{0}} Y, N\right)\right) \tag{3.40}
\end{equation*}
$$

which determines $g_{1}$ on $T \Sigma_{0} \times T \Sigma_{0}$, since $N t_{*}>0$ by the future timelike nature of $d t_{*}$ and $N$. Hence, the symmetric 2-tensor $g_{1} \in \mathcal{C}^{m-1}\left(\Sigma_{0} ; S^{2} T_{\Sigma_{0}}^{*} M^{\circ}\right)$ is determined uniquely once we fix the values of $g_{1}(N, N)$ and $g_{1}(X, N)$ for $X \in T \Sigma_{0}$.

These values in turn are determined by the gauge condition, which reads

$$
\Upsilon\left(g_{0}+t_{*} g_{1}\right)-\Upsilon\left(g_{b}\right)=0 \quad \text { at } t_{*}=0 .
$$

Using (2.6) gives

$$
\Upsilon\left(g_{0}+t_{*} g_{1}\right)_{\mu}=\Upsilon\left(g_{0}\right)_{\mu}+\frac{1}{2}\left(g_{0}\right)^{\nu \lambda}\left(\left(\partial_{\nu} t_{*}\right)\left(g_{1}\right)_{\lambda \mu}+\left(\partial_{\lambda} t_{*}\right)\left(g_{1}\right)_{\nu \mu}-\left(\partial_{\mu} t_{*}\right)\left(g_{1}\right)_{\nu \lambda}\right)
$$

at $t_{*}=0$, so the gauge condition is equivalent to

$$
\begin{align*}
\left(\Upsilon\left(g_{b}\right)-\Upsilon\left(g_{0}\right)\right)(V) & =\left(\Upsilon\left(g_{0}+t_{*} g_{1}\right)-\Upsilon\left(g_{0}\right)\right)(V)  \tag{3.41}\\
& =g_{1}\left(\nabla^{g_{0}} t_{*}, V\right)-\frac{1}{2}\left(V t_{*}\right) \operatorname{tr}_{g_{0}} g_{1}=\left(\mathrm{G}_{g_{0}} g_{1}\right)\left(\nabla^{g_{0}} t_{*}, V\right)
\end{align*}
$$

for all $V \in T_{\Sigma_{0}} M^{\circ}$. Now $\nabla^{g_{0}} t_{*} \perp T \Sigma_{0}$ is a non-zero scalar multiple of the unit normal vector $N$, hence (3.41) determines $\left(\mathrm{G}_{g_{0}} g_{1}\right)(N, X)=g_{1}(N, X)$ for $X \in T \Sigma_{0}$. Since (3.40) determines $g_{1}(X, Y)$ for $X, Y \in T \Sigma_{0}$, we have sufficient information to calculate the value of $\operatorname{tr}_{g_{0}} g_{1}-g_{1}(N, N)$; and then we can solve $g_{1}(N, N)=2\left(\mathrm{G}_{g_{0}} g_{1}\right)(N, N)+\left(\operatorname{tr}_{g_{0}} g_{1}-g_{1}(N, N)\right)$ for $g_{1}(N, N)$. Note that if $(h, k)=\left(h_{b}, k_{b}\right)$, this construction gives $g_{1} \equiv 0$.

This finishes the construction of $g_{1}$ and hence of $i_{b}$; the smoothness and mapping properties follow from an inspection of the proof.

As a consequence, we show that the linearization of $i_{b}$ yields correctly gauged Cauchy data for the linearized gauged Einstein equation; we phrase this for smooth data for simplicity.

Corollary 3.11. Let $b \in \mathcal{U}_{B}$. Suppose $(h, k)$ are smooth initial data on $\Sigma_{0}$ satisfying the constraint equations (2.2), let $\left(g_{0}, g_{1}\right)=i_{b}(h, k)$, and let $g$ be a symmetric 2 -tensor with $\gamma_{0}(g)=\left(g_{0}, g_{1}\right)$. Moreover, suppose $\left(h^{\prime}, k^{\prime}\right)$ are smooth solutions of the linearized constraint equations around $(h, k)$, let $\left(r_{0}, r_{1}\right)=D_{(h, k)} i_{b}\left(h^{\prime}, k^{\prime}\right)$, and let $r$ be a smooth symmetric 2 -tensor with $\gamma_{0}(r)=\left(r_{0}, r_{1}\right)$.

Then $r$ induces the data $\left(h^{\prime}, k^{\prime}\right)$ on $\Sigma_{0}$, and $D_{g} \Upsilon(r)=0$ at $\Sigma_{0}$.
The case of main interest will be $g=g_{b}$.
Proof. The first statement follows immediately from the definition of $i_{b}$. Since $\Upsilon\left(i_{b}\left(h+s h^{\prime}, k+s k^{\prime}\right)\right)=\Upsilon\left(g_{b}\right)$ at $\Sigma_{0}$ for all small $s \in \mathbb{R}$, the linearized gauge condition $D_{g} \Upsilon(r)=0$ at $\Sigma_{0}$ follows by differentiation and evaluation at $s=0$.

Since $D_{(h, k)} i_{b}$ is a linear operator with smooth coefficients, the conclusion continues to hold even for distributional $h^{\prime}$ and $k^{\prime}$.

## 4. Key ingredients of the proof

Throughout this section, we continue to use the notation of $\S 3$, so let

$$
\begin{equation*}
b_{0}=\left(M_{\bullet, 0}, \mathbf{0}\right) \in B, \quad M_{\bullet, 0}>0, \tag{4.1}
\end{equation*}
$$

be parameters for a Schwarzschild-de Sitter spacetime. We describe the three main ingredients using which we will prove the non-linear stability of slowly rotating Kerr-de Sitter black holes: first, UEMS - the mode stability for the ungauged Einstein equation, $D_{g_{b_{0}}}(\operatorname{Ric}+\Lambda)(r)=0$-see $\S 4.1$; second, SCP-the existence of a hyperbolic formulation of the linearized Einstein equation for which the constraint propagation equation exhibits mode stability, in a form which is stable under perturbations-see $\S 4.2$; and third, ESG-quantitative high-energy bounds for the linearized Einstein equations which are stable under perturbations-see $\S 4.3$. We recall that the key for the non-linear problem is to understand the linear stability problem in a robust perturbative framework, and the ingredients SCP and ESG will allow us to set up such a framework, which then also makes UEMS a stable property.

Motivated by the discussion in $\S 1.1$ of our approach to the non-linear stability problem, the linearized gauged Einstein equation which we will study to establish the linear stability of slowly rotating Kerr-de Sitter spacetimes is

$$
\begin{equation*}
L_{b} r=\left(D_{g_{b}}(\operatorname{Ric}+\Lambda)-\tilde{\delta}^{*} D_{g_{b}} \Upsilon\right) r=0 \tag{4.2}
\end{equation*}
$$

where $\Upsilon(g)$ is the gauge 1 -form defined in (3.35), and where $\tilde{\delta}^{*}$ is a modification of $\delta_{g_{b}}^{*}$, which we define in (4.5) below. For proving the linear stability of the metric $g_{b}$, using the linearization of the gauge condition $\Upsilon(g)-\Upsilon\left(g_{b}\right)=0$ around $g=g_{b}$ leads to the condition $D_{g_{b}} \Upsilon(r)=0$, and hence to the form of $L_{b}$ given here.

### 4.1. Mode stability for the ungauged Einstein equation

Theorem 4.1. (UEMS—Ungauged Einstein equation: mode stability) Let $b_{0}$ be the parameters of a Schwarzschild-de Sitter black hole as in (4.1).
(1) Let $\sigma \in \mathbb{C}, \operatorname{Im} \sigma \geqslant 0, \sigma \neq 0$, and suppose that

$$
h\left(t_{*}, x\right)=e^{-i \sigma t_{*}} h_{0}(x),
$$

with $h_{0} \in \mathcal{C}^{\infty}\left(Y, S^{2} T_{Y}^{*} \Omega^{\circ}\right)$, is a mode solution of the linearized Einstein equation

$$
\begin{equation*}
D_{g_{b_{0}}}(\operatorname{Ric}+\Lambda)(h)=0 \tag{4.3}
\end{equation*}
$$

Then there exists a 1 -form $\omega\left(t_{*}, x\right)=e^{-i \sigma t_{*}} \omega_{0}(x)$, with $\omega_{0} \in \mathcal{C}^{\infty}\left(Y, T_{Y}^{*} \Omega^{\circ}\right)$, such that

$$
h=\delta_{g_{b_{0}}}^{*} \omega
$$

(2) For all $k \in \mathbb{N}_{0}$, and all generalized mode solutions

$$
h\left(t_{*}, x\right)=\sum_{j=0}^{k} t_{*}^{j} h_{j}(x), \quad h_{j} \in \mathcal{C}^{\infty}\left(Y, S^{2} T_{Y}^{*} \Omega^{\circ}\right), \quad j=0, \ldots, k
$$

of the linearized Einstein equation (4.3), there exist $b^{\prime} \in T_{b_{0}} B$ and $\omega \in \mathcal{C}^{\infty}\left(\Omega^{\circ}, S^{2} T^{*} \Omega^{\circ}\right)$ such that

$$
h=g_{b_{0}}^{\prime}\left(b^{\prime}\right)+\delta_{g_{b_{0}}}^{*} \omega .
$$

Thus, (1) asserts that any mode solution $h$ of the linearized Einstein equations which is exponentially growing, or non-decaying and oscillating, is a pure gauge solution $h=\delta_{g_{0}}^{*} \omega=\frac{1}{2} \mathcal{L}_{\omega^{\sharp}} g_{b_{0}}$ coming from an infinitesimal diffeomorphism (Lie derivative), i.e. does not constitute a physical degree of freedom for the linearized Einstein equation. On the other hand, (2) asserts that mode solutions with frequency $\sigma=0$, and possibly containing polynomially growing terms, are linearized Kerr-de Sitter metrics, up to a Lie derivative. Thus, the only non-decaying mode solutions of the linearized Einstein equation (4.3), up to Lie derivatives, are the linearized Kerr-de Sitter metrics $g_{b_{0}}^{\prime}\left(b^{\prime}\right)$, linearized around the Schwarzschild-de Sitter metric $g_{b_{0}}$.

Observe here that a small displacement of the center of a black hole with parameters $b=\left(M_{\mathbf{e}}, \mathbf{a}\right)$, preserving its mass and its angular momentum vector, corresponds to pulling back the metric $g_{b}$ on $M^{\circ}$ by a translation; the restriction of the pull-back metric to $\Omega^{\circ}$ is well defined. Therefore, on the linearized level, the change in the metric due to an infinitesimal displacement of the black hole is given by the Lie derivative of $g_{b}$ along a translation vector field. This justifies our restriction of the space $B$ of black hole parameters to only include mass and angular momentum, but not the center of mass.

The particular form of the Kerr-de Sitter metrics $g_{b}$ and its linearizations used here is rather arbitrary: if $\phi_{b}: M^{\circ} \rightarrow M^{\circ}$ is a smooth family of diffeomorphisms that commute with translations in $t_{*}$, then one obtains another smooth family of Kerr-de Sitter metrics on the extended spacetime $M^{\circ}$ by setting $\tilde{g}_{b}:=\phi_{b}^{*} g_{b}$. Given a solution $h$ of (4.3), we have $D_{\tilde{g}_{b_{0}}}(\operatorname{Ric}+\Lambda)\left(\phi_{b_{0}}^{*} h\right)=0$, and the conclusion $h=\mathcal{L}_{X} g_{b_{0}}$ in (1) for $X=\omega^{\sharp}$ implies

$$
\phi_{b_{0}}^{*} h=\frac{1}{2} \mathcal{L}_{\left(\phi_{b_{0}}^{-1}\right)_{*} X} \tilde{g}_{b_{0}} .
$$

In order to see the invariance of (2) under $\phi_{b}$, we in addition compute

$$
\tilde{g}_{b_{0}}^{\prime}\left(b^{\prime}\right)=\left.\frac{d}{d s} \tilde{g}_{b_{0}+s b^{\prime}}\right|_{s=0}=\phi_{b_{0}}^{*} g_{b_{0}}^{\prime}\left(b^{\prime}\right)+\mathcal{L}_{X} \tilde{g}_{b_{0}}, \quad X=\left.\frac{d}{d s} \phi_{b_{0}+s b^{\prime}}\right|_{s=0},
$$

hence the linearized metrics indeed agree under the diffeomorphism $\phi_{b}$ up to a Lie derivative, as desired. In particular, UEMS is independent of the specific choice of the functions $c_{b, \pm}$ and $\tilde{c}_{b, \pm}$ in (3.15).

We stress that Theorem 4.1 only concerns the mode stability of a (single) Schwarz-schild-de Sitter black hole; the assumption does not concern the mode stability of nearby slowly rotating Kerr-de Sitter spacetimes. We give the proof of the theorem in $\S 7$.

### 4.2. Mode stability for the constraint propagation equation

Recall from (2.12), or rather its modification, taking the modification of $\delta_{g}^{*}$ into account, that for a solutions $r$ of the linearized gauged Einstein equation (4.2) (with arbitrary Cauchy data), the linearized gauge 1-form $\varrho=D_{g_{b}} \Upsilon(r)$ solves the equation

$$
\begin{equation*}
\widetilde{\square}_{g_{b}}^{\mathrm{CP}} \varrho \equiv 2 \delta_{g_{b}} \mathrm{G}_{g_{b}} \tilde{\delta}^{*} \varrho=0 \tag{4.4}
\end{equation*}
$$

The asymptotic behavior of general solutions $\varrho \in \mathcal{C}^{\infty}\left(M^{\circ}, T^{*} M^{\circ}\right)$ of this equation depends on the specific choice of $\tilde{\delta}^{*}$. We will show the following result.

Theorem 4.2. (SCP—Stable constraint propagation) One can choose $\tilde{\delta}^{*}$, equal to $\delta_{g_{b_{0}}}^{*}$ up to order-zero terms, such that there exists $\alpha>0$ with the property that smooth solutions $\varrho \in \mathcal{C}^{\infty}\left(M^{\circ}, T^{*} M^{\circ}\right)$ of the equation $\widetilde{\square}_{g_{b_{0}}}^{\mathrm{CP}} \varrho=0$ decay exponentially in $t_{*}$ with rate $\alpha$, that is, $\varrho=\mathcal{O}\left(e^{-\alpha t_{*}}\right)$.

In fact, we will give a very concrete definition of $\tilde{\delta}^{*}$. Namely, we will show that

$$
\begin{equation*}
\tilde{\delta}^{*} u:=\delta_{g_{b_{0}}}^{*} u+\gamma d t_{*} \cdot u-\frac{1}{2} e \gamma\left\langle u, d t_{*}\right\rangle_{G_{b_{0}}} g_{b_{0}} \tag{4.5}
\end{equation*}
$$

works, for $e<1$ close to 1 and for sufficiently large $\gamma>0$, for all $b$ near $b_{0}$. We give the proof of Theorem 4.2 in $\S 8$.

We recall from $\S 1.1$ that the usefulness of SCP stems from the observation that, for a non-decaying smooth mode solution $r$ of the equation $L_{b_{0}} r=0$, the constraint propagation equation $\widetilde{\square}_{g_{b_{0}}}^{\mathrm{CP}} D_{g_{b_{0}}} \Upsilon(r)=0$ implies $D_{g_{b_{0}}} \Upsilon(r)=0$, and hence $r$ in fact solves the linearized ungauged Einstein equation $D_{g_{b_{0}}}(\operatorname{Ric}+\Lambda) r=0$. We can then appeal to UEMS to obtain very precise information about $r$. Thus, all non-decaying resonant states of $L_{b_{0}}$ are pure gauge solutions, plus linearized Kerr-de Sitter metrics $g_{b_{0}}^{\prime}\left(b^{\prime}\right)$; and furthermore all non-decaying resonant states $r$ satisfy the linearized gauge condition $D_{g_{b_{0}}} \Upsilon(r)=0$.

In fact, we will show in §10, using the additional ingredient ESG below, that SCP is sufficient to deduce the mode stability, and in fact linear stability, of slowly rotating Kerr-de Sitter black holes as well.

Note here that, as in $\S 4.1$, the above theorem only concerns a (fixed) Schwarzschildde Sitter metric.

### 4.3. High-energy estimates for the linearized gauged Einstein equation

The final key ingredient ensures that solutions of the linear equations which appear in the non-linear iteration scheme have asymptotic expansions up to exponentially decaying remainder terms. Specifically, we need this to be satisfied for solutions of the linearized gauged Einstein equation (4.2) for $b=b_{0}$, and for perturbations of this equation. Since the linear equations we will need to solve are always invariant under translations in $t_{*}$ up to operators with exponentially decaying coefficients, the following theorem suffices for this purpose.

ThEOREM 4.3. (ESG-Essential spectral gap for the linearized gauged Einstein equation; informal version) For the choice of $\tilde{\delta}^{*}$ in SCP, the linearized Einstein operator $L_{b_{0}}$ defined in (4.2) has a positive essential spectral gap; that is, there exists $\alpha>0$ and integers $N_{L} \geqslant 0, d_{j} \geqslant 1$ for $1 \leqslant j \leqslant N_{L}$, and $n_{j \ell} \geqslant 0$ for $1 \leqslant j \leqslant N_{L}$ and $1 \leqslant \ell \leqslant d_{j}$, as well as smooth sections $a_{j \ell k} \in \mathcal{C}^{\infty}\left(Y, S^{2} T_{Y}^{*} \Omega^{\circ}\right)$, such that solutions $r$ of the equation $L_{b_{0}} r=0$ with smooth initial data on $\Sigma_{0}$ have an asymptotic expansion

$$
\begin{equation*}
r=\sum_{j=1}^{N_{L}} \sum_{\ell=1}^{d_{j}} r_{j \ell}\left(\sum_{k=0}^{n_{j \ell}} e^{-i \sigma_{j} t_{*}} t_{*}^{k} a_{j \ell k}(x)\right)+r^{\prime} \tag{4.6}
\end{equation*}
$$

in $\Omega^{\circ}$, with $r_{j \ell} \in \mathbb{C}$ and $r^{\prime}=\mathcal{O}\left(e^{-\alpha t_{*}}\right)$.
The same holds true, with possibly different $N_{L}, d_{j}, n_{j \ell}$ and $a_{j \ell k}$, but the same constant $\alpha>0$, for the operator $L_{b}$, with $b \in \mathcal{U}_{B}$.

In order to give a precise and quantitative statement, which in addition will be straightforward to check, we recall from [140] and, directly related to the present context, from [72] that the only difficulty in obtaining an asymptotic expansion (4.6) is the precise understanding of the operator $L_{b_{0}}$ at the trapped set $\Gamma \subset T^{*} M^{\circ} \backslash o$ defined in (3.30); we discuss this in detail in $\S 5$. Concretely, one is set if, for a fixed $t_{*}$-independent positive definite inner product on the bundle $S^{2} T^{*} M^{\circ}$, one can find a stationary, elliptic pseudodifferential operator (ps.d.o.) $Q \in \Psi^{0}\left(M^{\circ} ; \operatorname{End}\left(S^{2} T^{*} M^{\circ}\right)\right.$ ), defined microlocally near $\Gamma$, with microlocal inverse $Q^{-}$, such that in the coordinates (3.29), we have

$$
\begin{equation*}
\pm|\sigma|^{-1} \sigma_{1}\left(\frac{1}{2 i}\left(Q L_{b_{0}} Q^{-}-\left(Q L_{b_{0}} Q^{-}\right)^{*}\right)\right)<\alpha_{\Gamma} \operatorname{Id} \tag{4.7}
\end{equation*}
$$

in $\Gamma^{ \pm}=\Gamma \cap\{ \pm \sigma<0\}$ (recall (3.31)), where $\alpha_{\Gamma}$ is a positive constant satisfying $\alpha_{\Gamma}<\frac{1}{2} \nu_{\text {min }}$, with $\nu_{\text {min }}$ the minimal expansion rate of the $H_{G_{b_{0}}}$-flow in the normal directions at $\Gamma$, defined in [55, equation (5.1)] and explicitly computed for Schwarzschild-de Sitter spacetimes in $[54, \S 3]$ and $[72, \S 2]$. If one arranges the estimate (4.7), it also implies the same estimate at the trapped set for perturbations of $L_{b_{0}}$ within any fixed finite-dimensional
family of stationary, second-order, principally scalar differential operators; in particular, it holds for $L_{b}$ with $b \in \mathcal{U}_{B}$, where we possibly need to shrink the neighborhood $\mathcal{U}_{B}$ of $b_{0}$. (In the latter case, one in fact does not need to use the structural stability of the trapped set, since one can check it directly for Kerr-de Sitter spacetimes, see [54, §3], building on $[147, \S 2]$ and $[140, \S 6]$. See the discussion at the end of $\S 9.1$ for further details.)

Observe that condition (4.7) only concerns principal symbols; thus, checking it amounts to an algebraic computation, which is most easily done using the framework of pseudodifferential inner products; see [72] and Remark 5.2.

Theorem 4.4. (ESG-Essential spectral gap for the linearized gauged Einstein equation; precise version) Fix $\alpha_{\Gamma}>0$. Then, there exist a neighborhood $\mathcal{U}_{B}$ of $b_{0}$ and a stationary ps.d.o. $Q$ such that (4.7) holds for $L_{b}$ with $b \in \mathcal{U}_{B}$. Moreover, for any fixed $s>\frac{1}{2}$, there exist constants $\alpha>0, C_{L}<\infty$ and $C>0$ such that, for all $b \in \mathcal{U}_{B}$, the estimate

$$
\begin{equation*}
\|u\|_{H_{\langle\sigma\rangle-1}^{s}} \leqslant C\langle\sigma\rangle^{2}\left\|\hat{L}_{b}(\sigma) u\right\|_{H_{\langle\sigma\rangle-1}^{s-1}} \tag{4.8}
\end{equation*}
$$

holds for all $u$ for which the norms on both sides are finite, provided $\operatorname{Im} \sigma>-\alpha$ and $|\operatorname{Re} \sigma| \geqslant C_{L}$, as well as for $\operatorname{Im} \sigma=-\alpha$. Here, $H_{\hbar}^{s} \equiv \bar{H}_{\hbar}^{s}\left(Y, S^{2} T_{Y}^{*} \Omega\right)$ is the semiclassical Sobolev space of distributions which are extendible at $\partial Y$ (see Appendix A.3), defined using the volume density induced by the metric $g_{b_{0}}$, and using a fixed stationary positive definite inner product on $S^{2} T^{*} M^{\circ}$.

Moreover, by reducing $\alpha>0$ if necessary, one can arrange that all resonances $\sigma$ of $L_{b_{0}}$, i.e. poles of the meromorphic family $\hat{L}_{b_{0}}(\sigma)^{-1}$, which satisfy $\operatorname{Im} \sigma>-\alpha$, in fact satisfy $\operatorname{Im} \sigma \geqslant 0$.

Remark 4.5. The dependence of the decay rate $\alpha$ on the regularity $s$ is very mild: the inequality that needs to be satisfied is $s>\frac{1}{2}+\beta \alpha$, with $\beta$ being the larger value of $\beta_{b_{0}, \pm}$ defined in (3.27). In particular, if this holds for some $s$ and $\alpha$ as in Theorem 4.4, then it continuous to hold for all larger values of $s$ as well. The size of $\alpha>0$ is thus really only restricted by the location of resonances in the lower half-plane.

It is crucial here that there exists a choice of $\tilde{\delta}^{*}$ which makes SCP hold and for which at the same time ESG is valid as well; this turns out to be very easy to arrange. We will prove this theorem in $\S 9$.

That Theorem 4.3 is a consequence of Theorem 4.4 follows from a representation of solutions of the linear equation $L_{b_{0}} r=0$ in the $t_{*}$-Fourier domain, and shifting the contour in the inverse Fourier transform from a line $\operatorname{Im} \sigma \gg 1$ to $\operatorname{Im} \sigma=-\alpha$, which is justified by the estimate (4.8). The asymptotic expansion is then a consequence of the residue theorem: the exponents $\sigma_{j} \in \mathbb{C}$ are the poles of $\hat{L}_{b_{0}}(\sigma)^{-1}, n_{j \ell}$ is one more than
the order of the pole, and $d_{j}$ is the rank of the resonance; see $\S 5.1 .1$ for definitions, and the beginning of $\S 5.2 .2$ for a sketch of the contour-shifting argument.

Under the assumptions of this theorem, the operators $L_{b}$ have only finitely many resonances $\sigma$, in the half-space $\operatorname{Im} \sigma \geqslant-\alpha$, and no resonances $\sigma$ have $\operatorname{Im} \sigma=-\alpha$. By general perturbation arguments discussed in $\S 5$, the total rank of the resonances of $L_{b}$ in $\operatorname{Im} \sigma>-\alpha$ thus remains constant; see Proposition 5.11. The essential spectral gap of $L_{b}$ is, by definition, the supremum over all $\widetilde{\alpha}>0$ such that $L_{b}$ has only finitely many resonances in the half-space $\operatorname{Im} \sigma>-\widetilde{\alpha}$.

The regularity assumption in ESG, $s>\frac{1}{2}$, which we will justify in $\S 9.2$, is due to radial point estimates at the event and cosmological horizons intersected with future infinity $X$ (microlocally: near $\partial \mathcal{R}_{b}$ ), as we explain in $\S 5.1$. The power $\langle\sigma\rangle^{2}$ on the other hand is due to the loss of one power of the semiclassical parameter in the estimate at the semiclassical trapped set, which for $L_{b_{0}}$ can be identified with $\Gamma \cap\{\sigma=\mp 1\}$.

## 5. Asymptotic analysis of linear waves

In this section, we discuss the global regularity and asymptotic analysis for solutions to initial value problems for linear wave equations as needed for our proofs of linear and non-linear stability: thus, we show how to quantitatively control solutions (their asymptotic behavior, the unstable, i.e. exponentially growing, modes and exponentially decaying tails) using methods which are stable under perturbations. A crucial feature of the linear analysis is that we allow a modification of the initial data and forcing terms by elements of a (fixed) finite-dimensional space $\mathcal{Z}$, as motivated in $\S 1.1$, and we show that for suitable choices of the space $\mathcal{Z}$, one can solve any given linear initial value problem for perturbations of a fixed operator on decaying function spaces if one modifies the initial data and the forcing by a suitable element $z \in \mathcal{Z}$.

The analysis necessary for showing linear stability is presented in §5.1. Due to the stationary nature of the Kerr-de Sitter metrics $g_{b}$ defined in $\S 3.2$, the linear wave equations we need to study have smooth coefficients and are stationary, i.e. they commute with $t_{*}$-translations; thus, we are in the setting of [140] (addressing initial value problems explicitly however), and one can perform the analysis on the Mellin-transformed (in $\tau=e^{-t_{*}}$; equivalently, Fourier-transformed in $-t_{*}$ ) side. Perturbative arguments then yield the continuous dependence of the global linear solution operators on the wave operator one is inverting; these arguments will turn out to be rather straightforward in the settings of interest, since one only needs to consider a finite-dimensional family of operators, parameterized by $b \in \mathcal{U}_{B}$.

The proof of non-linear stability requires additional work. In $\S 5.2$, we thus study the
linear wave-type operators which appear naturally in the iteration scheme we will employ in $\S 11$ to solve the gauged Einstein equation: these operators have a stationary part which depends only on the finite-dimensional parameter $b \in \mathcal{U}_{B}$, but they are perturbed by a second-order principally scalar operator which has small and exponentially decaying but non-smooth (yet high-regularity) coefficients. Such operators were discussed in great detail in [71] and [76]; we need to extend these works slightly to incorporate initial data problems, as well as the finite-dimensional modification space $\mathcal{Z}$, which may also contain non-smooth elements. The forcing terms we consider are of the same type as the nonsmooth perturbations, thus in $\S 5.2$ we find exponentially decaying solutions to initial value problems with exponentially decaying forcing modified by elements of the space $\mathcal{Z}$. The motivation is that these are precisely the linear equations we need to analyze in order to solve non-linear equations in $\S 11$-that is, solving a non-linear equation for a quantity which is exponentially decaying requires a study of stationary linear equations perturbed by operators which have coefficients and forcing terms of the same form.

We reiterate that the proof of linear stability of slowly rotating Kerr-de Sitter spacetimes only relies on the material in §5.1. Thus, the reader interested in the latter can skip $\S 5.2$, which is only needed for the non-linear analysis. Moreover, we point out that the technical details in the proof of non-linear stability in $\S 11$, to the extent that they are related to the material of the present section, on a conceptual level only rely on the ideas presented in $\S 5.1$ for the smooth, stationary linear theory; the non-smooth extension of this theory, while necessary to justify our non-linear iteration scheme, is primarily of technical nature, but does not introduce substantially new ideas.

### 5.1. Smooth stationary wave equations

Let $E_{X} \rightarrow X$ be a complex vector bundle of finite rank, and define the vector bundle $E=$ $\pi_{X}^{*} E_{X} \rightarrow M$, where $\pi_{X}: M \rightarrow X$ is the projection $\pi_{X}(\tau, x)=x$ onto the boundary at future infinity. Then dilations in $\tau$ by $c \in \mathbb{R}^{\times}$induce isomorphisms $E_{(\tau, x)} \cong E_{(c \tau, x)}$. Equivalently, one can consider the restriction $E^{\circ} \rightarrow M^{\circ}$ of the bundle $E$ to $M^{\circ}$, and then translations in $t_{*}$ induce bundle isomorphisms of $E^{\circ}$. In particular, there is a well-defined notion of stationary sections of $E \rightarrow M$, which can also be thought of as pull-backs of sections of $E_{X} \rightarrow X$ along $\pi_{X}$. We call $E \rightarrow M$ a stationary vector bundle.

The easiest example is the trivial bundle $E_{X}=X \times \mathbb{C}$, suited for the study of scalar waves. The main examples of interest for the purposes of the present paper are the cotangent bundle $E^{\circ}=T^{*} M^{\circ}$ and the bundle of symmetric 2-tensors $E^{\circ}=S^{2} T^{*} M^{\circ}$; in these cases, $E_{X}=T_{X}^{*} M^{\circ}$ (using $X \cong\left\{t_{*}=0\right\}$, for example) and $E_{X}=S^{2} T_{X}^{*} M^{\circ}$ (or rather $E_{X}={ }^{\mathrm{b}} T_{X}^{*} M$ and $E_{X}=S^{2 \mathrm{~b}} T_{X}^{*} M$ ), and $E={ }^{\mathrm{b}} T^{*} M$ and $E=S^{2}{ }^{\mathrm{b}} T^{*} M$, respectively. How-
ever, notice that the natural inner products on the bundles in these examples are not (positive or negative) definite, and hence they are largely irrelevant for the purposes of quantitative analysis. In fact, one of the central guiding principles of the linear analysis throughout this paper is that positive definite fiber inner products only need to be chosen carefully at certain places - at radial points at the horizons and at the trapping, discussed below-and there the correct choices can be read off directly from properties of the linear operator, specifically the behavior of its subprincipal part.

Returning to the general setup, let $L \in \operatorname{Diff}_{\mathrm{b}}^{2}(M ; E)$ be a stationary, principally scalar operator acting on sections of $E$; that is, $L$ commutes with dilations in $\tau$. (Equivalently, but less naturally from the point of view of non-stationary problems discussed in $\S 5.2$, one can view $L \in \operatorname{Diff}^{2}\left(M^{\circ} ; E^{\circ}\right)$, and $L$ commutes with translations in $t_{*}$.) We start by assuming that
(1) the principal symbol of $L$ is

$$
\begin{equation*}
\sigma_{\mathrm{b}, 2}(L)(\zeta)=|\zeta|_{G_{b}}^{2} \otimes \mathrm{Id}, \quad \zeta \in{ }^{\mathrm{b}} T^{*} M \tag{5.1}
\end{equation*}
$$

for some Kerr-de Sitter parameters $b \in \mathcal{U}_{B}$; here Id denotes the identity operator on $\pi^{*} E \rightarrow{ }^{\mathrm{b}} T^{*} M \backslash o$, with $\pi$ : ${ }^{\mathrm{b}} T^{*} M \backslash o \rightarrow M$ being the projection. (Although this suffices for our applications, one can allow more general metrics; see, in particular, [76, §1].)

Denote by $\hat{\varrho}$ the defining function (3.25) of fiber infinity in $\overline{{ }^{\mathrm{b}} T^{*}} M$ near the (generalized) radial set $\partial \mathcal{R}_{b, \pm}$ at the horizon $r=r_{b, \pm}$, defined in (3.24), and recall the definition (3.28) of the dynamical quantities $\beta_{b, \pm}$ and $\beta_{b, \pm, 0}$. We define the positive function

$$
\begin{equation*}
\beta \in \mathcal{C}^{\infty}\left(\partial \mathcal{R}_{b}\right),\left.\quad \beta\right|_{\partial \mathcal{R}_{b, \pm}}=\beta_{b, \pm}>0 \tag{5.2}
\end{equation*}
$$

Moreover, fix a positive definite inner product on $E$ near $r=r_{b, \pm}$, and write the subprincipal symbol of $L$ as

$$
\begin{equation*}
s \hat{\varrho} \sigma_{\mathrm{b}, 1}\left(\frac{1}{2 i}\left(L-L^{*}\right)\right)=-\beta_{b, \pm, 0} \hat{\beta}_{ \pm} \tag{5.3}
\end{equation*}
$$

at $\partial \mathcal{R}_{b, \pm}^{s}$, with $s= \pm$ specifying the future (' + ') and past ( ${ }^{( }-$') half of the radial set. This defines $\hat{\beta}_{ \pm} \in \mathcal{C}^{\infty}\left(\partial \mathcal{R}_{b} ; \operatorname{End}\left(\pi^{*} E\right)\right)$, with $\pi: \overline{{ }^{\mathrm{b}} T^{*}} M \rightarrow M$; and $\hat{\beta}_{ \pm}$is pointwise self-adjoint with respect to the chosen inner product. We define

$$
\begin{equation*}
\hat{\beta}:=\inf _{\partial \mathcal{R}_{b}} \hat{\beta}_{ \pm} \in \mathbb{R} \tag{5.4}
\end{equation*}
$$

to be the smallest eigenvalue of all $\hat{\beta}_{ \pm}(p), p \in \partial \mathcal{R}_{b}$. We further assume the following:
(2) denote by $\sigma$ the dual variable of $\tau$ at $X$, so $\sigma=\sigma_{\mathrm{b}, 1}\left(\tau D_{\tau}\right)$ (this is independent of choices at $X)$. Then for all $\alpha_{\Gamma}>0$, there exists a ps.d.o. $Q \in \Psi_{\mathrm{b}}^{0}(M ; E)$, defined microlocally near the trapped set $\Gamma$ (given explicitly for Schwarzschild-de Sitter metrics in
(3.30)), and elliptic near $\Gamma$ with microlocal parametrix $Q^{-}$, such that

$$
\begin{equation*}
\pm|\sigma|^{-1} \sigma_{\mathrm{b}, 1}\left(\frac{1}{2 i}\left(Q L Q^{-}-\left(Q L Q^{-}\right)^{*}\right)\right)<\alpha_{\Gamma} \mathrm{Id} \tag{5.5}
\end{equation*}
$$

on $\Gamma^{ \pm}=\Gamma \cap\{ \pm \sigma<0\}$.
The scalar wave operator $\square_{g_{b}}$ is the simplest example; one has $\hat{\beta}_{ \pm}=0$, and the lefthand side of (5.5) is equal to zero, so indeed any $\alpha_{\Gamma}>0$ works. For the tensor wave operator on 1-forms and symmetric 2 -tensors, one can still arrange (5.5) for any $\alpha_{\Gamma}>0$ by [72, Theorem 4.8], and the calculations in $\S 9.2$ will imply that one can choose a fiber inner product such that $\hat{\beta}=0$.

Remark 5.1. All of our arguments in $\S 5$ go through with only minor modifications if we merely assume that (5.5) holds for some fixed constant

$$
\begin{equation*}
\alpha_{\Gamma}<\frac{1}{2} \nu_{\min }, \tag{5.6}
\end{equation*}
$$

with $\nu_{\min }$ the minimal expansion rate of the Hamilton flow of $G_{b}$ at $\Gamma$; see the discussion following (4.7). When we turn to non-smooth perturbations of $L$ in $\S 5.2$, assuming that $\alpha_{\Gamma}>0$ is any fixed small number will simplify the bookkeeping of regularity, which is the main reason for us to make this stronger assumption; in our applications, it is always satisfied.

Remark 5.2. The quantities in (5.3)-(5.5) are symbolic. A convenient way of calculating them involves pseudodifferential inner products, introduced in [72] and partially extending the scope of the partial connection for real-principal-type systems defined by Dencker [47]: first, one defines the subprincipal operator in a local trivialization of $E$ and using local coordinates on $M$ by

$$
S_{\mathrm{sub}}(L)=-i H_{G_{b}} \otimes \operatorname{Id}+\sigma_{\mathrm{sub}}(L)
$$

(Here, we trivialize the half-density bundle ${ }^{\mathrm{b}} \Omega^{1 / 2}(M)$ using $\left|d g_{b}\right|^{1 / 2}$ in order to define the subprincipal symbol.) This in fact gives a well-defined operator

$$
S_{\mathrm{sub}}(L) \in \operatorname{Diff}_{\mathrm{b}}^{1}\left({ }^{\mathrm{b}} T^{*} M \backslash o ; \pi^{*} E\right)
$$

which is homogeneous of degree 1 with respect to dilations in the fibers of ${ }^{\mathrm{b}} T^{*} M \backslash o$. A pseudodifferential inner product (or $\Psi$-inner product) is then defined in terms of a positive definite inner product $k$ on the vector bundle $\pi^{*} E \rightarrow{ }^{\mathrm{b}} T^{*} M \backslash o$ which is homogeneous of degree zero in the fibers of ${ }^{\mathrm{b}} T^{*} M \backslash o$; equivalently, an inner product on $\pi_{S}^{*} E \rightarrow{ }^{\mathrm{b}} S^{*} M$, where $\pi_{S}:{ }^{\mathrm{b}} S^{*} M \rightarrow M$. Thus, $k$ can vary from point to point in phase space. Now,
fixing a positive definite inner product $k_{0}$ on $E \rightarrow M$, there exists an elliptic symbol $q \in$ $S_{\mathrm{hom}}^{0}\left({ }^{\mathrm{b}} T^{*} M \backslash o, \pi^{*} \operatorname{End}(E)\right)$ intertwining the two inner products, i.e. $k(e, f)=k_{0}(q e, q f)$ for $e, f \in \pi^{*} \operatorname{End}(E)$, and for the quantization $Q \in \Psi_{\mathrm{b}}^{0}(M ; E)$ with parametrix $Q^{-}$we have

$$
\begin{aligned}
\sigma_{\mathrm{b}, 1}\left(\frac{1}{2 i}\left(Q L Q^{-}-\left(Q L Q^{-}\right)^{* k_{0}}\right)\right)= & q \frac{1}{2 i}\left(S_{\mathrm{sub}}(L)-S_{\mathrm{sub}}(L)^{* k}\right) q^{-1} \\
& \in S_{\mathrm{hom}}^{1}\left({ }^{\mathrm{b}} T^{*} M \backslash o, \pi^{*} \operatorname{End}(E)\right)
\end{aligned}
$$

where the superscripts denote the inner product used to define the adjoints, and we in addition use the symplectic volume density to define the adjoint of $S_{\text {sub }}(L)$; see [72, Proposition 3.12]. Both sides are self-adjoint with respect to $k_{0}$. Therefore, the problem of obtaining (5.5) is reduced to finding an inner product $k$ such that the eigenvalues of

$$
\pm|\sigma|^{-1} \frac{1}{2 i}\left(S_{\mathrm{sub}}(L)-S_{\mathrm{sub}}(L)^{* k}\right)
$$

are bounded from above by $\alpha_{\Gamma}$. (In our applications, the choice of $k$ will be clear from an inspection of the form of $S_{\mathrm{sub}}(L)$.)

An a-priori different, dynamically more natural, statement is that the exponential map $\pi^{*} E_{(x, \xi)} \rightarrow \pi^{*} E_{\exp \left(t_{*} H_{G_{b}}\right)(x, \xi)}$ defined naturally from $i S_{\text {sub }}(L)$ has norm growing slower than any exponential as $t_{*} \rightarrow \infty$. This statement is indeed an immediate consequence of our bound. In the context of scalar equations, the converse follows by averaging along the flow; in the present context it appears to be a bit more subtle.

Remark 5.3. One could define $\hat{\beta}_{ \pm}$in (5.3) for a conjugated version of $L$ as in (2), thereby possibly increasing the value of $\hat{\beta}$, but this increase in generality is unnecessary for our applications: the optimal choice for the pseudodifferential inner product near the radial sets will turn out to be constant in the fibers of ${ }^{\mathrm{b}} T^{*} M \backslash o$.

Since $L$ is stationary, we can analyze it by considering its Mellin-transformed normal operator family $\hat{L}(\sigma)$, which is an entire family (depending on $\sigma \in \mathbb{C}$ ) of operators in $\operatorname{Diff}^{2}\left(X ; E_{X}\right)$, defined by

$$
\hat{L}(\sigma) u=\tau^{-i \sigma} L \tau^{i \sigma} u, \quad u \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(X ; E_{X}\right)
$$

The natural function spaces on which $\hat{L}(\sigma)$ acts are semiclassical Sobolev spaces; see Appendix A.2. In order to measure the size of sections of $E$, we equip $E$ with any stationary positive definite inner product; all such choices lead to equivalent norms since $X$ is compact. We state the estimates for $\hat{L}(\sigma)$ using spaces of extendible (and later supported) distributions; we refer the reader to [81, Appendix B] and the end of Appendix A. 2 for definitions. We then recall the following result.

Theorem 5.4. Let $C \in \mathbb{R}$, and fix $s>s_{0}=\frac{1}{2}+\sup (\beta C)-\hat{\beta}$. Let $\mathcal{Y}^{s-1}:=\bar{H}^{s-1}\left(Y ; E_{Y}\right)$ and $\mathcal{X}^{s}:=\left\{u \in \bar{H}^{s}\left(Y ; E_{Y}\right): \hat{L}(\sigma) u \in \mathcal{Y}^{s-1}\right\}$. (Note that the principal symbol of $\hat{L}(\sigma)$ is independent of $\sigma$.) Then,

$$
\hat{L}(\sigma): \mathcal{X}^{s} \rightarrow \mathcal{Y}^{s-1}, \quad \operatorname{Im} \sigma>-C
$$

is a holomorphic family of Fredholm operators. Moreover, there are constants $C, C_{1}, \alpha>0$ such that the high-energy estimate

$$
\begin{equation*}
\|u\|_{\bar{H}_{\langle\sigma\rangle-1}^{s}\left(Y ; E_{Y}\right)} \leqslant C\|\hat{L}(\sigma) u\|_{\bar{H}_{\langle\sigma\rangle^{-1}}^{s-1}\left(Y ; E_{Y}\right)}, \quad \operatorname{Im} \sigma>-\alpha,|\operatorname{Re} \sigma|>C_{1} \tag{5.7}
\end{equation*}
$$

holds for any fixed $s>\frac{1}{2}+\alpha \sup \beta-\hat{\beta}$. In particular, $\hat{L}(\sigma)$ is invertible there. Moreover, changing $\alpha>0$ by an arbitrarily small amount if necessary, one can arrange that (5.7) holds for all $\sigma$ with $\operatorname{Im} \sigma=-\alpha$ as well.

Lastly, for any fixed $C_{2}>0$, the estimate

$$
\begin{equation*}
\|u\|_{\bar{H}_{\langle\sigma\rangle-1}^{s}\left(Y ; E_{Y}\right)} \leqslant C\langle\sigma\rangle^{-1}\|\hat{L}(\sigma) u\|_{\bar{H}_{\langle\sigma\rangle-1}^{s-1}\left(Y ; E_{Y}\right)}, \quad \operatorname{Im} \sigma>C_{2}, \quad|\operatorname{Re} \sigma|>C_{1} \tag{5.8}
\end{equation*}
$$

holds.
Proof. The proof is contained in the references [75, §2] (which uses Cauchy hypersurfaces beyond the horizons instead of the complex absorption used in [140]), [76, §4.4] (for the trapping analysis for bundle-valued operators under condition (5.5)) and [72, $\S 2]$ (for the verification of that condition for tensor-valued equations on slowly rotating Kerr-de Sitter spacetimes).

In brief, the theorem combines the statements of [140, Theorem 2.17] and the extension of [140, Theorem 7.5] to the case of semiclassical mild local trapping; see [140, Definition 2.16]. In fact, the first statement does not rely on the structure of the trapped set. The quantitative high-energy bounds, on the other hand, do use the normally hyperbolic nature of the trapped set: condition (5.5) gives a bound on the skew-adjoint part of $L$, or rather its conjugated version $Q L Q^{-}$, at the trapped set, and likewise for the Mellin-transformed problem, and then Dyatlov's result [56] (see also [76, §4.4] and the remark after [56, Theorem 1]) proves the semiclassical mild trapping, giving (5.7) in a half-plane extending to a strip beyond the real line, as well as (5.8) in the upper half-plane.

Remark 5.5. A slightly more natural way of writing the estimates in this theorem is by means of the semiclassical rescaling $L_{\hbar, z}:=\hbar^{2} L\left(\hbar^{-1} z\right)$, where $\hbar=\langle\sigma\rangle^{-1}$ and $z=\hbar \sigma$. Replacing $\hat{L}(\sigma)$ by $L_{\hbar, z}$ necessitates a factor of $\hbar^{-2}$ on the right-hand side of (5.7), which ultimately comes from the main result of [56], and a factor of $\hbar^{-1}$ on the right-hand side
of (5.8). Relating the estimate (5.7) (resp. (5.8)) to weighted b-Sobolev spaces via the Mellin transform (see (A.11)) shows that the power of $\langle\sigma\rangle^{0}$ (resp. $\langle\sigma\rangle^{1}$ ) on the right-hand side corresponds to a loss of 2 (resp. 1) derivatives for the operator $L^{-1}$ relative to elliptic estimates which would gain two full derivatives.

Recall from Appendix A. 2 the definition of b-Sobolev spaces $\bar{H}_{\mathrm{b}}^{s, \alpha}(\Omega ; E)$ of distributions which are extendible at the boundary hypersurfaces of $\Omega$. Elements of $\bar{H}_{\mathrm{b}}^{s, \alpha}(\Omega ; E)$ for $s \in \mathbb{N}_{0}$ are precisely those elements of $e^{-\alpha t_{*}} L_{t_{*}, x}^{2}$ (consisting of distributions which are equal to $e^{-\alpha t_{*}}$ times an $L^{2}$ function) which remain in this space upon applying up to $s$ derivatives in the $\left(t_{*}, x\right)$ variables. Let us then define the space of data (Cauchy data and forcing) for initial value problems.

Definition 5.6. For $s, \alpha \in \mathbb{R}$, the space of data with regularity $s$ and decay rate $\alpha$ is

$$
D^{s, \alpha}(\Omega ; E):=\bar{H}_{\mathrm{b}}^{s, \alpha}(\Omega ; E) \oplus \bar{H}^{s+1}\left(\Sigma_{0} ; E_{\Sigma_{0}}\right) \oplus \bar{H}^{s}\left(\Sigma_{0} ; E_{\Sigma_{0}}\right)
$$

with the norm $\left\|\left(f, u_{0}, u_{1}\right)\right\|_{D^{s, \alpha}}:=\|f\|_{\bar{H}_{\mathrm{b}}^{s, \alpha}}+\left\|u_{0}\right\|_{\bar{H}^{s+1}}+\left\|u_{1}\right\|_{\bar{H}^{s}}$.
We can now discuss the global behavior of the solution of the initial value problem

$$
\begin{equation*}
\left(L, \gamma_{0}\right) u=\left(f, u_{0}, u_{1}\right) \in D^{s, \alpha}(\Omega ; E) \tag{5.9}
\end{equation*}
$$

where $s>s_{0}=\frac{1}{2}+\alpha \sup \beta-\hat{\beta}$ so that we have the Fredholm property of $\hat{L}(\sigma)$ as well as the high-energy estimate (5.7). Written in a more conventional manner, this is equivalent to

$$
\begin{cases}L u=f, & \text { in } \Omega \\ \left(\left.u\right|_{\Sigma_{0}},\left.\partial_{t_{*}} u\right|_{\Sigma_{0}}\right)=\left(u_{0}, u_{1}\right) & \text { at } \Sigma_{0}\end{cases}
$$

It is convenient to rephrase this as a forcing problem: we can solve (5.9) until $t_{*}=3$ using the standard local well-posedness theory (see also $\S 5.2 .1$ ); denote the local solution by $u^{\prime} \in \bar{H}^{s+1}\left(\left\{0<t_{*}<3\right\} ; E\right)$. Then, with $\chi \in \mathcal{C}^{\infty}(\mathbb{R})$ being a cutoff, $\chi \equiv 0$ for $t_{*} \leqslant 1$ and $\chi \equiv 1$ for $t_{*} \geqslant 2$, we write $u=(1-\chi) u^{\prime}+v$; solving (5.9) is then equivalent to solving the forward problem

$$
\begin{equation*}
L v=\phi:=\chi f+[L, \chi] u^{\prime} \in H_{\mathrm{b}}^{s, \alpha}(\Omega ; E)^{\bullet,-} \tag{5.10}
\end{equation*}
$$

for $v$, with $v \equiv 0$ near $\Sigma_{0}$. Here, ' $\bullet$ ' indicates vanishing in $t_{*} \leqslant 0$ (i.e. supported distributions at $\Sigma_{0}$, in particular meaning vanishing Cauchy data), while ' - ' indicates extendibility beyond the artificial spacelike hypersurfaces $\partial Y \times[0, \infty)_{\tau}$ beyond the horizons; see also Appendix A.2. By global energy estimates (see [75, Lemma 2.4]), the problem (5.10) has a solution $v \in H_{\mathrm{b}}^{s+1, r_{0}}(\Omega ; E)^{\bullet,-}$ for some large negative $r_{0}$. In order to analyze it (see also [140, Lemma 3.5]), we Mellin transform (see (A.3) for the definition) equation (5.10) in $\tau=e^{-t_{*}}$, obtaining

$$
\hat{v}(\sigma)=\hat{L}(\sigma)^{-1} \hat{\phi}(\sigma)
$$

in $\operatorname{Im} \sigma>-r_{0}$. The right-hand side is finite-meromorphic in the half-space $\operatorname{Im} \sigma>-\alpha$. Defining $\Xi$ to be the finite set of poles (resonances) of $\hat{L}(\sigma)^{-1}$ in this half-space. A contour-shifting argument as in the proof of [75, Theorem 2.21], which generalizes [140, Proposition 3.5], then implies

$$
\begin{equation*}
v(\tau)=\sum_{\sigma \in \Xi} i \chi^{\operatorname{res}_{\zeta=\sigma}\left(\tau^{i \zeta} \hat{L}(\zeta)^{-1} \hat{\phi}(\zeta)\right)+v^{\prime}, \quad v^{\prime} \in H_{\mathrm{b}}^{s, \alpha}(\Omega ; E)^{\cdot,-},, ~, ~} \tag{5.11}
\end{equation*}
$$

where the regularity of $v^{\prime}$ is guaranteed by (5.7); see also $\S$ A.3. The terms in this finite asymptotic expansion (often also called resonance expansion) are (generalized) modes; they have the form

$$
\sum_{k=0}^{d} e^{-i t_{*} \sigma} t_{*}^{k} a_{k}(x)
$$

for some $a_{k} \in \mathcal{C}^{\infty}\left(Y ; E_{Y}\right)$. We will discuss these in more detail in $\S 5.1 .1$.
One can easily read off the asymptotic behavior of the solution of the original problem (5.9) directly. Namely, let us view

$$
\begin{equation*}
f \in \bar{H}_{\mathrm{b}}^{s, \alpha}(\Omega ; E) \subset \dot{H}_{\mathrm{b}}^{0, \alpha}\left([0,1]_{\tau} ; \bar{H}^{s}\left(Y ; E_{Y}\right)\right) \tag{5.12}
\end{equation*}
$$

as a forcing term which is a supported distribution at $\Sigma_{0}$; that is, we regard $f$ as a distribution with merely $L^{2}$ regularity in $t_{*}$, which can then be viewed as a supported distribution at $\Sigma_{0}$. Similarly, denoting by $u^{1} \in \bar{H}_{\text {loc }}^{s+1}\left(\Omega^{\circ} ; E^{\circ}\right)$ the solution of $L u^{1}=0$, $\gamma_{0}\left(u^{1}\right)=\left(u_{0}, u_{1}\right)$, we can view $u^{1} \in \dot{H}_{\text {loc }}^{0}\left((0,1]_{\tau} ; \bar{H}^{s+1}\left(Y ; E_{Y}\right)\right)$ as the solution of the forward problem $L u^{1}=[L, H] u^{1}=: f^{1}$, with $H=H\left(t_{*}\right)$ the Heaviside function; now $[L, H]$ is a first-order differential operator whose coefficients are at most once differentiated $\delta$-distributions supported at $\Sigma_{0}$, so $f^{1}$ only depends on the Cauchy data ( $u_{0}, u_{1}$ ), and

$$
\begin{equation*}
f^{1} \in \dot{H}^{-3 / 2-0}\left((0,1]_{\tau} ; \bar{H}^{s}\left(Y ; E_{Y}\right)\right) . \tag{5.13}
\end{equation*}
$$

By a slight abuse of notation, we define the operator $[L, H]$ acting on Cauchy data by

$$
\begin{equation*}
[L, H]\left(u_{0}, u_{1}\right):=f^{1} \tag{5.14}
\end{equation*}
$$

Thus, if $u$ solves (5.9), then $u$ (interpreted as the supported distribution $H u$ ) solves the forcing problem $L u=f+f^{1}$ (with $u$ vanishing identically in $t_{*}<0$ ). Solving this using the Mellin transform as above yields the asymptotic expansion for $u$, given by the same sum as in (5.11) with $f+f^{1}$ in place of $\phi$; however, a priori the regularity of the remainder term $u^{\prime}$ is only $H_{\mathrm{b}}^{-3 / 2-, \alpha}$. Since no non-zero linear combination of terms in the asymptotic expansion lies in this space (due to the weight $\alpha$ ), we conclude that the
asymptotic expansions of $u$ thus obtained and of $v$ in (5.11) in fact agree, and we thus again obtain the $H_{\mathrm{b}}^{s, \alpha}$ regularity of $u^{\prime}$ near $\tau=0$. In summary, then, the solution $u$ of (5.9) has the form

$$
\begin{equation*}
u(\tau)=\sum_{\sigma \in \Xi} i \chi \operatorname{res}_{\zeta=\sigma}\left(\tau^{i \zeta} \hat{L}(\zeta)^{-1}\left(\hat{f}(\zeta)+\widehat{f^{1}}(\zeta)\right)\right)+u^{\prime}, \quad u^{\prime} \in \bar{H}_{\mathrm{b}}^{s, \alpha}(\Omega ; E) \tag{5.15}
\end{equation*}
$$

(Since $f$ is a supported distribution in $t_{*}$ by (5.12), the Mellin transform of $f$ here is the same as the Fourier transform in $t_{*}$ of $f\left(t_{*}, x\right)$, extended by 0 to $t_{*}<0$.) This representation suggests the strategy of how to modify $f$ or the initial data (which determine $f^{1}$ ) in order to ensure that the solution $u$ of (5.9) is exponentially decaying: one needs to ensure that $\hat{L}(\zeta)^{-1}$ applied to the Mellin transform of $f+f^{1}$ plus the modification is regular at $\zeta \in \Xi$. We describe this in detail in the next section.

### 5.1.1. Spaces of resonant states and dual states

As a consequence of Theorem 5.4, the family $\hat{L}(\sigma)^{-1}$ is a meromorphic family of operators on $\mathcal{C}^{\infty}\left(Y ; E_{Y}\right)$ for $\sigma \in \mathbb{C}$. We denote the set of resonances of $L$ by

$$
\begin{equation*}
\operatorname{Res}(L)=\left\{\sigma \in \mathbb{C}: \hat{L}(\zeta)^{-1} \text { has a pole at } \zeta=\sigma\right\} \tag{5.16}
\end{equation*}
$$

For $\sigma \in \operatorname{Res}(L)$, let us denote by

$$
\begin{equation*}
\operatorname{Res}(L, \sigma)=\left\{r: r=\sum_{k=0}^{n} e^{-i \sigma t_{*}} t_{*}^{k} r_{k}(x) \text { for some } n \in \mathbb{N}_{0}, L r=0, r_{k} \in \mathcal{C}^{\infty}\left(Y ; E_{Y}\right)\right\} \tag{5.17}
\end{equation*}
$$

the space of resonant states at $\sigma$, i.e. the space of all (generalized) mode solutions of $L r=0$ with frequency $\sigma$ in $t_{*}$. For a set $\Xi \subset \mathbb{C}$ containing finitely many resonances of $L$, we put

$$
\operatorname{Res}(L, \Xi):=\bigoplus_{\sigma \in \Xi} \operatorname{Res}(L, \sigma)
$$

Given $\sigma_{0} \in \operatorname{Res}(L)$ and $r \in \operatorname{Res}\left(L, \sigma_{0}\right)$, define $f:=L(\chi r)$, where $\chi \in \mathcal{C}^{\infty}\left(\Omega^{\circ}\right)$ is a cutoff, $\chi=\chi\left(t_{*}\right), \chi \equiv 0$ near $\Sigma_{0}$ and $\chi \equiv 1$ for large $t_{*} ;$ then $f \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(\Omega^{\circ} ; E^{\circ}\right)$, and the forward solution of $L u=f$ is of course $u=\chi r$. Hence, every element of $\operatorname{Res}\left(L, \sigma_{0}\right)$ is realized as the (1-term) asymptotic expansion of a forward solution of $L$ with compactly supported smooth forcing. On the Mellin-transformed side, we have $\hat{u}(\sigma)=\hat{L}(\sigma)^{-1} \hat{f}(\sigma)$, and the asymptotic part of $u$ with frequency $\sigma_{0}$, as a function of $\left(t_{*}, x\right) \in \Omega^{\circ}$, is equal to $i \operatorname{res}_{\sigma=\sigma_{0}}\left(e^{-i t_{*} \sigma} \hat{L}(\sigma)^{-1} \hat{f}(\sigma)\right)$. Since all poles of $\hat{L}(\sigma)^{-1}$ have finite order, this shows that we can equivalently define

$$
\begin{align*}
\operatorname{Res}(L, \sigma)=\left\{\operatorname{res}_{\zeta=\sigma}\left(e^{-i t_{*} \zeta} \hat{L}(\zeta)^{-1} p(\zeta)\right): p(\zeta)\right. & \text { is a polynomial in } \zeta  \tag{5.18}\\
& \text { with values in } \left.\mathcal{C}^{\infty}\left(Y ; E_{Y}\right)\right\} .
\end{align*}
$$

Taking the mapping properties of $\hat{L}(\sigma)$ on Sobolev spaces into account, we can more generally allow $p$ here to take values in $\bar{H}^{s-1}\left(Y ; E_{Y}\right)$ for any fixed $s>\frac{1}{2}-\inf (\beta \operatorname{Im} \sigma)-\hat{\beta}$.

Fixing a stationary inner product on the bundle $E$-which for the present purpose only needs to be non-degenerate, but not necessarily positive definite - we can define the adjoints $L^{*}$ and $\hat{L}(\sigma)^{*}=\widehat{L^{*}}(\bar{\sigma})$. For $\sigma \in \operatorname{Res}(L)$, the space of dual resonant states is then

$$
\begin{equation*}
\operatorname{Res}^{*}(L, \sigma)=\left\{r=\sum_{k=0}^{n} e^{-i \bar{\sigma} t_{*}} t_{*}^{k} r_{k}(x): L^{*} r=0, r_{k} \in \dot{\mathscr{D}}^{\prime}\left(Y ; E_{Y}\right)\right\} \tag{5.19}
\end{equation*}
$$

For a finite set $\Xi \subset \mathbb{C}$, we put $\operatorname{Res}^{*}(L, \Xi)=\bigoplus_{\sigma \in \Xi} \operatorname{Res}^{*}(L, \sigma)$. Analogously to (5.18), we also have

$$
\begin{align*}
& \operatorname{Res}^{*}(L, \sigma)=\left\{\operatorname{res}_{\zeta=\bar{\sigma}}\left(e^{-i t_{*} \zeta} \widehat{L^{*}}(\zeta)^{-1} p(\zeta)\right): p(\zeta) \text { is a polynomial in } \zeta\right.  \tag{5.20}\\
&\text { with values in } \left.\dot{\mathscr{D}}^{\prime}\left(Y ; E_{Y}\right)\right\} .
\end{align*}
$$

By the below threshold regularity radial point estimate [140, Proposition 2.4], and taking the contribution from the skew-adjoint part of $L$-defined using the inner product used in (5.3) -into account as in [75, footnote 5], one finds that the restriction of a dual resonant state $\psi \in \operatorname{Res}^{*}(L, \sigma)$ to any $t_{*}=$ const. slice has regularity $\dot{H}^{1 / 2+\inf (\beta \operatorname{Im} \sigma)+\hat{\beta}-0}\left(Y ; E_{Y}\right)$; the norm of $\psi\left(t_{*}\right)$ in this space is bounded by $e^{(-\operatorname{Im} \sigma+0) t_{*}}$ as $t_{*} \rightarrow \infty$.

We now prove a criterion which gives a necessary and sufficient condition on a forcing term $f$ for the solution $u$ of $L u=f$ to not have contributions in its (formal) asymptotic expansion coming from a given finite set of resonances.

Proposition 5.7. Let $\Xi=\left\{\sigma_{1}, \ldots, \sigma_{N}\right\} \subset \operatorname{Res}(L)$ be a finite set of resonances, let $R^{*}=\operatorname{Res}^{*}(L, \Xi)$, and fix $r>\max \left\{-\operatorname{Im} \sigma_{j}: 1 \leqslant j \leqslant N\right\}$. Suppose $s>\frac{1}{2}+\sup (\beta r)-\hat{\beta}$. Define the continuous linear map

$$
\begin{aligned}
\lambda: \dot{H}_{\mathrm{b}}^{-\infty, r}\left([0,1]_{\tau} ; \bar{H}^{s-1}\left(Y ; E_{Y}\right)\right) & \longrightarrow \mathcal{L}\left(R^{*}, \overline{\mathbb{C}}\right), \\
f & \longmapsto\langle f, \cdot\rangle
\end{aligned}
$$

mapping $f$ to $a \mathbb{C}$-antilinear functional on $R^{*}$. Then $\lambda(f)=0$ if and only if $\hat{L}(\sigma)^{-1} \hat{f}(\sigma)$ is holomorphic in a neighborhood of $\Xi$.

In particular, this gives a criterion for $f \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(\Omega^{\circ} ; E^{\circ}\right)$; we allow more general $f$ to include the types of terms that arose in (5.12) and (5.13).

Proof. Given $f$, we note that $\hat{L}(\sigma)^{-1} \hat{f}(\sigma)$ is holomorphic near every $\sigma_{j}$ if and only if this holds for the pairing $\left\langle\hat{f}(\sigma),\left(\hat{L}(\sigma)^{*}\right)^{-1} v\right\rangle$ for every $v \in \dot{H}^{-s}\left(Y ; E_{Y}\right)$. Using the definition of $\hat{f}(\sigma)=\int_{0}^{\infty} e^{i \sigma t_{*}} f\left(t_{*}\right) d t_{*}$, this is equivalent to the holomorphicity of

$$
\begin{equation*}
\left\langle f, e^{-i \bar{\sigma} t_{*}} \widehat{L^{*}}(\bar{\sigma})^{-1} v\right\rangle \tag{5.21}
\end{equation*}
$$

near $\sigma_{j}$ (where the pairing is the $L^{2}$ pairing on the spacetime region $\Omega^{\circ}$ ), or in other words the vanishing of the principal part of (5.21) at $\sigma_{j}$. Now, for a fixed $v \in \dot{H}^{-s}\left(Y\right.$; $\left.E_{Y}\right)$, we have, for $\sigma$ near $\sigma_{j}$,

$$
\begin{equation*}
e^{-i \bar{\sigma} t_{*}} \widehat{L^{*}}(\bar{\sigma})^{-1} v=\sum_{k=1}^{n_{j}}\left(\bar{\sigma}-\bar{\sigma}_{j}\right)^{-k} u_{j k}+v^{\prime}(\bar{\sigma}) \tag{5.22}
\end{equation*}
$$

with $u_{j k} \in e^{-\left(\operatorname{Im} \sigma_{j}\right) t_{*}} \dot{H}^{1-s}\left(Y ; E_{Y}\right)$ (using $\left.1-s<\frac{1}{2}+\inf \left(\beta \operatorname{Im} \sigma_{j}\right)+\hat{\beta}\right)$, and $v^{\prime}$ holomorphic near $\sigma_{j}$ with values in $\bar{H}_{\mathrm{b}}^{\infty,-r}\left([0,1]_{\tau} ; \dot{H}_{\mathrm{b}}^{1-s}\left(Y ; E_{Y}\right)\right)$; here, $n_{j} \geqslant 0$, and $u_{j n_{j}} \neq 0$ in case $n_{j} \geqslant 1$. Therefore, the holomorphicity of (5.21) at $\sigma_{j}$ is equivalent to the holomorphicity of

$$
\sum_{k=1}^{n_{j}}\left(\sigma-\sigma_{j}\right)^{-k}\left\langle f, u_{j k}\right\rangle
$$

at $\sigma_{j}$, which is equivalent to the condition $\left\langle f, u_{j k}\right\rangle=0$ for all $j=1, \ldots, N, k=1, \ldots, n_{j}$. This latter condition, for fixed $j$, is in turn equivalent to

$$
\left\langle f, \text { c.c. } \operatorname{res}_{\sigma=\sigma_{j}}\left(\sigma-\sigma_{j}\right)^{k-1} \overline{e^{-i \bar{\sigma} t_{*}} \widehat{L^{*}}(\bar{\sigma})^{-1} v}\right\rangle=0
$$

with 'c.c.' denoting complex conjugation, for all $k=1, \ldots, n_{j}$. In view of (5.22), this equality automatically holds for $k>n_{j}$; hence we arrive at the equivalent condition

$$
\left\langle f, \text { c.c. } \operatorname{res}_{\sigma=\sigma_{j}} \overline{e^{-i \bar{\sigma} t_{*}} \widehat{L^{*}}(\bar{\sigma})^{-1} v(\bar{\sigma})}\right\rangle=0
$$

for all polynomials $v(\zeta)$ in $\zeta$ with values in $\dot{H}^{-s}\left(Y ; E_{Y}\right)$. Comparing this with (5.20) shows that the latter condition is equivalent to $\lambda(f)=0$, as claimed.

Following the discussion around (5.12), under the hypotheses of this proposition, we can define more generally the map

$$
\begin{equation*}
\lambda_{\mathrm{IVP}}: D^{s-1, \alpha}(\Omega ; E) \longrightarrow \mathcal{L}\left(R^{*}, \overline{\mathbb{C}}\right) \tag{5.23}
\end{equation*}
$$

by

$$
\lambda_{\mathrm{IVP}}\left(f, u_{0}, u_{1}\right):=\lambda\left(H f+[L, H]\left(u_{0}, u_{1}\right)\right)
$$

with $H=H\left(t_{*}\right)$; recall here the notation $[L, H]$ from (5.14). Note here that we can define $\lambda_{\text {IVP }}$ on the larger space $D^{s-1, \alpha}$ due to the regularity properties of dual resonant states; the only reason for assuming $D^{s, \alpha}$ for the data in the global analysis of the initial value problem is the loss in the high-energy estimates (5.7), which are of course irrelevant when one is merely studying resonances in relatively compact subsets of $\mathbb{C}$.

Corollary 5.8. Suppose $\alpha>0$ is as in Theorem 5.4, and let $s>\frac{1}{2}+\alpha \sup \beta-\hat{\beta}$. Let $\Xi$ be the set of all resonances of $L$ with $\operatorname{Im} \sigma>-\alpha$, and let $R^{*}=\operatorname{Res}^{*}(L, \Xi)$. Suppose $\mathcal{Z} \subset D^{s, \alpha}(\Omega ; E)$ is a finite-dimensional linear subspace. In terms of the map (5.23), define the map $\lambda_{\mathcal{Z}}: \mathcal{Z} \rightarrow \mathcal{L}\left(R^{*}, \overline{\mathbb{C}}\right)$ by restriction: $\lambda_{\mathcal{Z}}:=\left.\lambda_{\mathrm{IVP}}\right|_{\mathcal{Z}}$.

If $\lambda_{\mathcal{Z}}$ is surjective, then for all $\left(f, u_{0}, u_{1}\right) \in D^{s, \alpha}(\Omega ; E)$ there exists an element $z \in \mathcal{Z}$ such that the solution of the initial value problem

$$
\left(L, \gamma_{0}\right) u=\left(f, u_{0}, u_{1}\right)+z
$$

has an exponentially decaying solution $u \in \bar{H}_{\mathrm{b}}^{s, \alpha}(\Omega)$.
If moreover $\lambda_{\mathcal{Z}}$ is bijective, this $z$ is unique, and the linear $\operatorname{map}\left(f, u_{0}, u_{1}\right) \mapsto z$ is continuous.

Proof. In view of Proposition 5.7 and formula (5.15), the task is to find $z \in \mathcal{Z}$ such that $\lambda_{\mathcal{Z}}(z)=-\lambda_{\operatorname{IVP}}\left(f, u_{0}, u_{1}\right) \in \mathcal{L}\left(R^{*}, \overline{\mathbb{C}}\right)$. If $\lambda_{\mathcal{Z}}$ is surjective, this is certainly possible, and in the case $\lambda_{\mathcal{Z}}$ is bijective, the map $\left(f, u_{0}, u_{1}\right) \mapsto z$ is given by the composition $\lambda_{\mathcal{Z}}^{-1} \circ \lambda_{\text {IVP }}$ of continuous linear maps, and hence is itself linear and continuous.

In other words, we can solve initial value problems for $L$ in exponentially decaying spaces if we are allowed to modify the forcing or the initial data by elements of a fixed finite-dimensional space.

Remark 5.9. We can rephrase this also as follows: define the spaces $\mathcal{Y}=D^{s, \alpha}(\Omega ; E)$ and $\mathcal{X}=\left\{u \in \bar{H}_{\mathrm{b}}^{s, \alpha}(\Omega ; E):\left(L, \gamma_{0}\right) u \in \mathcal{Y}\right\}$; then $\left(L, \gamma_{0}\right): \mathcal{X} \rightarrow \mathcal{Y}$ is injective and has closed range with codimension equal to $\operatorname{dim} R^{*}$. From this perspective, the space $\mathcal{Z}$ in Corollary 5.8 merely provides a complement of $\left(L, \gamma_{0}\right)(\mathcal{X})$ within $\mathcal{Y}$ if $\lambda_{\mathcal{Z}}$ is bijective, and in the more general case of surjectivity $\left(L, \gamma_{0}\right)(\mathcal{X})+\mathcal{Z}=\mathcal{Y}$. Thus, adding the space $\mathcal{Z}$ is akin to setting up a Grushin problem for $\left(L, \gamma_{0}\right)$; see [151, Appendix D].

We end this section by recalling the definition of further quantities associated with resonances.

Definition 5.10. The order of a resonance $\sigma \in \operatorname{Res}(L)$ is defined to be the order of the pole of the meromorphic function $\hat{L}(\zeta)^{-1}$ at $\zeta=\sigma$ :

$$
\operatorname{ord}_{\zeta=\sigma} \hat{L}(\zeta)^{-1}=\min \left\{\ell \in \mathbb{N}_{0}:(\zeta-\sigma)^{\ell} \hat{L}(\zeta) \text { is holomorphic near } \sigma\right\} .
$$

We define the rank of $\sigma \in \operatorname{Res}(L)$ as

$$
\operatorname{rank}_{\zeta=\sigma} \hat{L}(\zeta)^{-1}=\operatorname{dim} \operatorname{Res}(L, \sigma)
$$

By convention, $\operatorname{ord}_{\sigma} \hat{L}(\zeta)^{-1}=0$ and $\operatorname{rank}_{\sigma} \hat{L}(\zeta)^{-1}=0$ for $\sigma \notin \operatorname{Res}(L)$.

Expanding the exponential in (5.18) into its Taylor series around $\zeta=\sigma$, one easily sees using Smith factorization (see [64], [63, §4.3] and also [70, Appendix A]) that one can equivalently define the rank as

$$
\begin{align*}
\operatorname{rank}_{\zeta=\sigma} \hat{L}(\zeta)^{-1}= & \operatorname{dim}\left\{q(\zeta)=\sum_{j=1}^{\operatorname{ord}_{\sigma} \hat{L}(\zeta)^{-1}} q_{j}(\zeta-\sigma)^{-j}:\right. \\
& \hat{L}(\zeta) q(\zeta) \text { is holomorphic near } \sigma\}  \tag{5.24}\\
= & \frac{1}{2 \pi i} \operatorname{tr} \oint_{\sigma} \hat{L}(\zeta)^{-1} \partial_{\zeta} \hat{L}(\zeta) d \zeta
\end{align*}
$$

where $\oint_{\sigma}$ denotes the contour integral over a small circle around $\sigma$, oriented counterclockwise.

### 5.1.2. Perturbation theory

We now make the linear operator depend on a finite-dimensional parameter $w \in W \subset \mathbb{R}^{N_{W}}$, with $W$ an open neighborhood of some fixed $w_{0} \in \mathbb{R}^{N_{W}}$. We then assume that for every $w \in W$, we are given a stationary, principally scalar operator $L_{w} \in \operatorname{Diff}_{\mathrm{b}}^{2}(M ; E)$ depending continuously on $w$, and $L_{w_{0}}=L$ satisfies the assumptions (1)-(2) of §5.1. For simplicity, we make the additional assumption that the principal symbol is

$$
\begin{equation*}
\sigma_{\mathrm{b}, 2}\left(L_{w}\right)(\zeta)=|\zeta|_{G_{b(w)}}^{2} \otimes \mathrm{Id} \tag{5.25}
\end{equation*}
$$

where $b(w) \in \mathcal{U}_{B}$ depends continuously on $w \in W$; this will be satisfied in our applications.
Simple examples are $W=\mathcal{U}_{B}, w_{0}=b_{0}$, and $L_{w}=\square_{g_{w}}$ for $w \in \mathcal{U}_{B}$ is the tensor wave operator on any tensor bundle over $M$. Linearizations of the gauged Einstein equation will be the objects of interest for the linear stability problem; see $\S 4$ and $\S 10$.

Returning to the general setup, note that the supremum and infimum of the radial point quantity $\beta$, as well as the real number $\tilde{\beta}$, defined in (5.2)-(5.4), depend continuously on $w$; furthermore, if (5.5) (and (5.6), if one were working in the more general setting) are satisfied for $L=L_{w_{0}}$ for some fixed elliptic operator $Q$ and positive definite inner product on $E$, then it holds for $L=L_{w}$ as well (with $\nu_{\text {min }}$ denoting the minimal expansion rate for the Hamilton flow of $L_{w}$ at the trapped set of $L_{w}$ ), provided $w$ is near $w_{0}$; in the more general setting, this follows from the structural stability of the trapped set (see [79] and [55, §5.2]), but under the assumption (5.25), this follows more simply by a direct computation of the location of the trapped set and the minimal expansion rate; see $[54, \S 3.2]$. Thus, the assumptions in $\S 5.1$ hold uniformly for $L_{w}$ with $w$ near $w_{0}$, and consequently Theorem 5.4 holds as well, with the constants $C, C_{1}, C_{2}$ and $\alpha$ uniform in $w \in W$, shrinking $W$ if necessary.

The estimate on $\hat{L}_{w}(\sigma)^{-1}$ for $\operatorname{Im} \sigma>C_{2}$, with $C_{2}>0$ sufficiently large, mentioned in the proof of Theorem 5.4 also holds uniformly in $w$; alternatively, the global energy estimates for $L_{w}$ on growing function spaces $H_{\mathrm{b}}^{s,-C_{2}}(\Omega ; E)$ (increasing $C_{2}$ slightly if necessary) hold uniformly in $w$. Either way, it remains to study the dependence of $\hat{L}_{w}(\sigma)$ on $w \in W$ for $\sigma$ in the precompact set $\left\{\sigma:-\alpha<\operatorname{Im} \sigma<C_{2}+1,|\operatorname{Re} \sigma|<C_{1}+1\right\} \subset \mathbb{C}$, where $\hat{L}_{w}(\sigma)^{-1}$ has only finitely many poles for any fixed $w \in W$, by Theorem 5.4. This was first discussed in $[140, \S 2.7]$ and $[70$, Appendix A]; we prove a slight extension.

Proposition 5.11. Let $V \subset \mathbb{C}$ be a non-empty precompact open set such that

$$
\operatorname{Res}\left(L_{w_{0}}\right) \cap \partial V=\varnothing,
$$

and fix $s_{0}>\frac{1}{2}-\inf _{\sigma \in V}(\beta \operatorname{Im} \sigma)-\hat{\beta}$. Then, the following conditions hold:
(1) The set $I:=\left\{(w, \sigma) \in W \times V: \hat{L}_{w}(\sigma)^{-1}\right.$ exists $\}$ is open.
(2) The map $I \ni(w, \sigma) \mapsto \hat{L}_{w}(\sigma)^{-1} \in \mathcal{L}_{\text {weak }}\left(\bar{H}^{s-1}, \bar{H}^{s}\right)$ (the space of bounded linear operators, equipped with the weak operator topology) is continuous for all $s>s_{0}$, and also as a map into $\mathcal{L}_{\mathrm{op}}\left(\bar{H}^{s-1+\varepsilon}, \bar{H}^{s-\varepsilon}\right)$ (i.e. equipped with the norm topology) for $s>s_{0}$ and all $\varepsilon>0$. Here, $\bar{H}^{\varrho} \equiv \bar{H}^{\varrho}\left(Y ; E_{Y}\right)$.
(3) The set $\operatorname{Res}\left(L_{w}\right) \cap V$ depends continuously on $w$ in the Hausdorff distance sense, and the total rank

$$
D:=\sum_{\sigma \in \operatorname{Res}\left(L_{w}\right) \cap V} \operatorname{rank}_{\zeta=\sigma} \hat{L}_{w}(\zeta)^{-1}
$$

is constant for $w$ near $w_{0}$.
(4) The total space of resonant states $\operatorname{Res}\left(L_{w}, V\right) \subset \mathcal{C}^{\infty}\left(\Omega^{\circ} ; E^{\circ}\right)$ depends continuously on $w$ in the sense that there exists a continuous map $W \times \mathbb{C}^{D} \rightarrow \mathcal{C}^{\infty}\left(\Omega^{\circ} ; E^{\circ}\right)$ such that $\operatorname{Res}\left(L_{w}, V\right)$ is the image of $\{w\} \times \mathbb{C}^{D}$.
(5) Likewise, fixing a smooth inner product on $E_{Y}$, the total space of dual states $\operatorname{Res}^{*}\left(L_{w}, V\right) \subset \dot{H}_{\mathrm{loc}}^{1-s_{0}}\left(\Omega^{\circ} ; E^{\circ}\right)$ depends continuously on $w$.

Proof. The main input of the proof is the fact that we have the estimates

$$
\begin{gather*}
\|u\|_{\bar{H}^{s}} \leqslant C\left(\left\|\hat{L}_{w}(\sigma) u\right\|_{\bar{H}^{s-1}}+\|u\|_{\bar{H}^{s_{0}}}\right)  \tag{5.26}\\
\|v\|_{\bar{H}^{1-s}} \leqslant C\left(\left\|\hat{L}_{w}(\sigma)^{*} v\right\|_{\bar{H}^{-s}}+\|v\|_{\bar{H}^{-N}}\right)
\end{gather*}
$$

with $s>s_{0}$ and $N>s-1$ arbitrary but fixed, uniformly for $w \in W$ and $\sigma \in V$, and the invertibility of $\hat{L}_{w_{0}}(\sigma)$ at some point $\sigma \in V$. The statements (1) and (2) then follow from a simple functional analysis argument; see [140, §2.7]. We remark that the first part of statement (2) is false if one uses instead the operator norm topology, since the characteristic set of $\hat{L}_{w}(\sigma)$ varies with $w$; see also [71, footnote 33].

In order to prove the remaining statements (3)-(5), it suffices to consider the case that $V$ is a small disc $V=\left\{\sigma:\left|\sigma-\sigma_{0}\right|<\varepsilon\right\}$ around a resonance $\sigma_{0} \in \operatorname{Res}\left(L_{w_{0}}\right)$, with

$$
\operatorname{Res}\left(L_{w_{0}}\right) \cap \partial V=\varnothing \quad \text { and } \quad \operatorname{Res}\left(L_{w_{0}}\right) \cap V=\left\{\sigma_{0}\right\}
$$

Now $\hat{L}_{w_{0}}\left(\sigma_{0}\right)$ has index zero as an operator $\hat{L}_{w_{0}}\left(\sigma_{0}\right): \mathcal{X}_{w_{0}}^{s} \rightarrow \mathcal{Y}_{w_{0}}^{s-1}$, where

$$
\mathcal{X}_{w}^{s}=\left\{u \in \bar{H}^{s}: \hat{L}_{w}\left(\sigma_{0}\right) u \in \bar{H}^{s-1}\right\} \quad \text { and } \quad \mathcal{Y}_{w}^{s-1}=\bar{H}^{s-1}
$$

its kernel is a subspace of $\mathcal{C}^{\infty}\left(Y ; E_{Y}\right)$, say with basis $\left\{u_{1}, \ldots, u_{n}\right\}$, and the range

$$
\mathcal{Y}_{1}=\operatorname{ran}_{\mathcal{X}_{0}^{s}} \hat{L}_{w_{0}}\left(\sigma_{0}\right) \subset \bar{H}^{s-1}
$$

being closed and of codimension $n$, has a complement $\mathcal{Y}_{2} \subset \mathcal{C}^{\infty}\left(Y ; E_{Y}\right)$ with $\left\{f_{1}, \ldots, f_{n}\right\}$ as a basis. Now, let

$$
R u:=\sum_{k=1}^{n}\left\langle u, u_{k}\right\rangle f_{k},
$$

where the pairing is the $L^{2}$-pairing on $Y$, using any fixed positive definite inner product on $E_{Y}$. Then the family of operators

$$
P_{w}(\sigma):=\hat{L}_{w}(\sigma)+R: \mathcal{X}_{w}^{s} \longrightarrow \mathcal{Y}_{w}^{s-1}
$$

is invertible at $w=w_{0}, \sigma=\sigma_{0}$; moreover, $P_{w}(\sigma)$ also satisfies the estimates (5.26) (with a different constant $C$ ), since the contribution of $R: \bar{H}^{-\infty} \rightarrow \bar{H}^{\infty}$ can be absorbed into the error term. Therefore, parts (1) and (2) apply to the family $P_{w}(\sigma)$ as well; shrinking $\varepsilon>0$ and the parameter space $W$ if necessary, we may thus assume that $P_{w}(\sigma): \mathcal{X}_{w}^{s} \rightarrow \mathcal{Y}_{w}^{s-1}$ is invertible on $W \times V$ (note that for $u \in \mathcal{X}_{w}^{s}$, we have $P_{w}(\sigma) u \in \mathcal{Y}_{w}^{s-1}$ indeed), with continuous inverse family in the sense of (2). Writing

$$
\hat{L}_{w}(\sigma)=Q_{w}(\sigma) P_{w}(\sigma), \quad Q_{w}(\sigma)=\operatorname{Id}-R P_{w}(\sigma)^{-1}: \bar{H}^{s-1} \longrightarrow \bar{H}^{s-1}
$$

the invertibility of $\hat{L}_{w}(\sigma)$ is thus equivalent to that of $Q_{w}(\sigma)$; but in the decomposition $\bar{H}^{s-1}=\mathcal{Y}_{1} \oplus \mathcal{Y}_{2}$, we have

$$
Q_{w}(\sigma)=\left(\begin{array}{cc}
\operatorname{Id} & Q_{w, 1}(\sigma) \\
0 & Q_{w, 2}(\sigma)
\end{array}\right)
$$

where

$$
Q_{w, 1}(\sigma)=-R P_{w}(\sigma)^{-1} \mid \mathcal{Y}_{2} \in \mathcal{L}\left(\mathcal{Y}_{2}, \mathcal{Y}_{1}\right) \quad \text { and } \quad Q_{w, 2}(\sigma)=\operatorname{Id}-\left.R P_{w}(\sigma)^{-1}\right|_{\mathcal{Y}_{2}} \in \mathcal{L}\left(\mathcal{Y}_{2}\right) .
$$

Therefore, the invertibility of $Q_{w}(\sigma)$ is in turn equivalent to that of the operator $Q_{w, 2}(\sigma)$ (which depends continuously on $w \in W$ and holomorphically on $\sigma \in V$ ) acting on the fixed,
finite-dimensional space $\mathcal{Y}_{2}$. For fixed $w$, the contour integral expression (5.24) yields $\operatorname{rank}_{\sigma} \hat{L}_{w}(\zeta)^{-1}=\operatorname{rank}_{\sigma} Q_{w, 2}(\zeta)^{-1}$. Therefore, claim (3) follows from

$$
\sum_{\sigma \in \operatorname{Res}\left(L_{w}\right) \cap V} \operatorname{rank}_{\zeta=\sigma} \hat{L}_{w}(\zeta)^{-1}=\frac{1}{2 \pi i} \oint_{\partial V} Q_{w, 2}(\zeta)^{-1} \partial_{\zeta} Q_{w, 2}(\zeta) d \zeta
$$

the latter expression being integer-valued and continuous in $w$.
For establishing (4), pick polynomials $p_{1}(\zeta), \ldots, p_{D}(\zeta)$ with values in $\mathcal{C}^{\infty}\left(Y ; E_{Y}\right)$ such that the sections

$$
\phi_{j}(0):=\oint_{\partial V} \hat{L}_{w_{0}}(\zeta)^{-1} p_{j}(\zeta) d \zeta \in \mathcal{C}^{\infty}\left(Y ; E_{Y}\right)
$$

span $\operatorname{Res}\left(L_{w_{0}}, \sigma_{0}\right)$. For sufficiently small $w \in W, \hat{L}_{w}(\zeta)^{-1}$ exists for $\zeta \in \partial V$, and hence the contour integral

$$
\phi_{j}(w):=\oint_{\partial V} \hat{L}_{w}(\zeta)^{-1} p_{j}(\zeta) d \zeta \in \mathcal{C}^{\infty}\left(Y ; E_{Y}\right)
$$

is well defined. By $(2), \phi_{j}(w)$ depends continuously on $w$ in the topology of $\mathcal{C}^{\infty}\left(Y ; E_{Y}\right)$; therefore $\left\{\phi_{1}(w), \ldots, \phi_{D}(w)\right\} \subset \mathcal{C}^{\infty}\left(Y ; E_{Y}\right)$ is $D$-dimensional for small $w$. On the other hand, we have $\phi_{j}(w) \in \operatorname{Res}\left(L_{w}, V\right)$ for all $j$, and $\operatorname{Res}\left(L_{w}, V\right)$ is $D$-dimensional as well, so we conclude that $\operatorname{Res}\left(L_{w}, V\right)=\operatorname{span}\left\{\phi_{1}(w), \ldots, \phi_{D}(w)\right\}$. The statement now follows for the map $W \times \mathbb{C}^{D} \ni\left(w,\left(c_{1}, \ldots, c_{D}\right)\right) \mapsto \sum c_{j} \phi_{j}(w)$.

The proof of the corresponding statement (5) for dual states proceeds in the same manner.

Part (5) of this proposition implies that Corollary 5.8 holds uniformly for all $L_{w}$ with $\mathcal{Z}$ fixed; we state a more general version, allowing the space $\mathcal{Z}$ of modifications to depend on $w \in W$ as well. In our applications, the space $\mathcal{Z}$ will naturally be a sum of finite-dimensional spaces $\mathcal{Z}_{j}$, each parameterized by vectors in some $\mathbb{C}^{N_{j}}$; however, the sum of the $\mathcal{Z}_{j}$ may not be direct, and its dimension may be different for different values of $w \in W$. A robust description of $\mathcal{Z}$ therefore rather amounts to parameterizing its elements by $\bigoplus \mathbb{C}^{N_{j}}$, with the parametrization possibly not being one-to-one. This motivates the assumption in the following result.

Corollary 5.12. Under the assumptions stated at the beginning of this section, and under the assumptions and using the notation of Corollary 5.8, let $V$ be a small open neighborhood of the set $\Xi$ of resonances $\sigma$ with $\operatorname{Im} \sigma>-\alpha$. Suppose $N_{\mathcal{Z}} \in \mathbb{N}_{0}$, and suppose we are given a continuous map

$$
z: W \times \mathbb{C}^{N_{\mathcal{Z}}} \longrightarrow D^{s, \alpha}(\Omega ; E)
$$

which is linear in the second argument; we will write $z_{w}^{\mathbf{c}} \equiv z(w, \mathbf{c})$. Define the map $\left({ }^{5}\right)$

$$
\begin{aligned}
\lambda_{w}: \mathbb{C}^{N \mathcal{Z}} & \longrightarrow \mathcal{L}\left(\operatorname{Res}^{*}\left(L_{w}, V\right), \overline{\mathbb{C}}\right), \\
\mathbf{c} & \longmapsto \lambda_{\mathrm{IVP}}\left(z_{w}^{\mathbf{c}}\right) .
\end{aligned}
$$

Then, the bijectivity (resp. surjectivity) of $\lambda_{w_{0}}$ implies the bijectivity (resp. surjectivity) of $\lambda_{w}$ for $w \in W$ near $w_{0}$.

Furthermore, assuming $\lambda_{w_{0}}$ is surjective, there exists a continuous map

$$
\begin{align*}
W \times D^{s, \alpha}(\Omega ; E) & \longrightarrow \mathbb{C}^{N \mathcal{Z}}  \tag{5.27}\\
\left(w,\left(f, u_{0}, u_{1}\right)\right) & \longmapsto \mathbf{c}
\end{align*}
$$

linear in the second argument, such that the initial value problem

$$
\left(L_{w}, \gamma_{0}\right) u=\left(f, u_{0}, u_{1}\right)+z_{w}^{\mathbf{c}}
$$

has an exponentially decaying solution $u \in \bar{H}_{\mathrm{b}}^{s, \alpha}(\Omega)$, and this solution $u$ depends continuously on $\left(w, f, u_{0}, u_{1}\right)$ as well. If $\lambda_{w_{0}}$ is bijective, then $\mathbf{c}$ and $u$ are unique given $w \in W$ and the data $\left(f, u_{0}, u_{1}\right)$.

Proof. We use Proposition 5.11 (5) and the parametrization of the family of spaces Res* $\left(L_{w}, V\right)$ by means of a continuous map with domain $W \times \mathbb{C}^{D}$, linear in the second argument; then $\lambda_{w}$ is represented by a complex $D \times N_{\mathcal{Z}}$ matrix which depends continuously on $w \in W$. The lower semicontinuity of the rank proves the first part.

For the second part, we pick a $D$-dimensional subspace $C \subset \mathbb{C}^{N \mathcal{Z}}$ such that $\left.\lambda_{w_{0}}\right|_{C}$ (and hence $\left.\lambda_{w}\right|_{C}$ ) is bijective. Then we can define a map (5.27) with the stated properties by $\left(\left.\lambda_{w}\right|_{C}\right)^{-1} \circ \lambda_{\text {IVP }}\left(f, u_{0}, u_{1}\right)$, composed with the inclusion $C \hookrightarrow \mathbb{C}^{N_{\mathcal{Z}}}$.

### 5.2. Non-smooth exponentially decaying perturbations

We now turn to the linear analysis of wave-type operators with non-smooth coefficients; thus, we will allow more general perturbations than those considered in §5.1.2. We aim to prove an analogue of Corollary 5.12, together with tame estimates for the map taking the Cauchy data and forcing term into the solution and the finite-dimensional modification (encoded in the map $z$ above); these will enable us to appeal to the NashMoser iteration scheme when solving the Einstein vacuum equations in $\S 11$. Recall here that a tame estimate is schematically of the form

$$
\|u\|_{s} \leqslant C_{s}\left(\|f\|_{s+d}+\|\ell\|_{s+d}\|f\|_{s_{0}}\right)
$$

$\left({ }^{5}\right)$ Thus, $\lambda_{w_{0}}(\mathbf{c})=\lambda \mathcal{Z}\left(z_{w_{0}}^{\mathbf{c}}\right)$ in the notation of Corollary 5.8 if $\mathcal{Z}=z\left(w_{0}, \mathbb{C}^{N \mathcal{Z}}\right)$.
where $\|\cdot\|_{s}$ are e.g. Sobolev norms, $\ell$ denotes the coefficients of the linear operator $L$, $L u=f$ and $\|\ell\|_{s_{0}}$ is assumed to have an a-priori bound, while the constant $C_{s}$ is uniform for such bounded $\ell$ (thus, the estimate holds uniformly for suitable perturbations of $L$ ); further, $d \in \mathbb{R}$ is the loss of derivatives, $s \geqslant s_{0}$, and $s_{0}$ is some a-priori regularity. The point is that the right-hand side contains high-regularity norms $\|\cdot\|_{s+d}$ only in the first power. A very simple example is if $L$ is division by a non-smooth function $\ell>0$ on a closed $n$-dimensional manifold; in this case, the tame estimate is a version of Moser estimates for products of $H^{s}$-functions, and one can take $d=0$ and $s_{0}>\frac{1}{2} n$; see e.g. [135, §13.3] and Lemma 5.17 below. In fact, since all our estimates are proved by (microlocal) energy methods, it is rather clear that the tame bounds all come from such Moser estimates; therefore, if one is content with having a tame estimate without explicit control on the loss $d$ and the minimal regularity $s_{0}$, one can skip a number of arguments below. (See also the discussion in $[76, \S 4.1]$.) For the sake of completeness, and in order to show the sufficiency of the regularity of the initial data assumed for Einstein's field equations in Theorem 1.4, we do prove explicit bounds; however, we will be rather generous with the number of derivatives in order to minimize the amount of bookkeeping required.

Concretely then, extending the scope of the smooth coefficient perturbation theory, we now consider a continuous family of second-order differential operators

$$
\begin{equation*}
L_{w, \widetilde{w}}=L_{w}+\tilde{L}_{w, \widetilde{w}} \tag{5.28}
\end{equation*}
$$

Here, $L_{w}$ is as in $\S 5.1 .2$, i.e. $L_{w}$ has scalar principal symbol $G_{b(w)}$, depending on the parameter

$$
\begin{equation*}
w \in W=\left\{p \in \mathbb{R}^{N_{W}}:\left|p-w_{0}\right|<\varepsilon\right\} \tag{5.29}
\end{equation*}
$$

and $L=L_{w_{0}}$ satisfies the conditions of $\S 5.1$. On the other hand, the parameter $\widetilde{w}$ lies in a neighborhood

$$
\begin{equation*}
\widetilde{w} \in \widetilde{W}^{s}=\left\{\tilde{u} \in \bar{H}_{\mathrm{b}}^{s, \alpha}(\Omega ; E):\|\tilde{u}\|_{\bar{H}_{\mathrm{b}}^{14, \alpha}}<\varepsilon\right\} \subset \bar{H}_{\mathrm{b}}^{s, \alpha}(\Omega ; E) \tag{5.30}
\end{equation*}
$$

of zero, where $s \geqslant 14$. For $\widetilde{w} \in \widetilde{W}^{s}$, we assume that

$$
\begin{equation*}
\tilde{L}_{w, \tilde{w}} \in \bar{H}_{\mathrm{b}}^{s, \alpha}(\Omega) \operatorname{Diff}_{\mathrm{b}}^{2}(\Omega ; E) \tag{5.31}
\end{equation*}
$$

is an operator with real-valued scalar principal symbol which is hyperbolic with respect to the level sets of $t_{*}$; we also assume that the coefficients of $\tilde{L}_{w, \widetilde{w}}$ are exponentially decaying with the rate $\alpha>0$ defined in Theorem 5.4. (Indeed, in local coordinates $\left(t_{*}, x\right)$ and a local trivialization of $E_{Y}$, the condition (5.31) precisely means that $\tilde{L}_{w, \widetilde{w}}$ has
coefficients lying in the space $\bar{H}_{\mathrm{b}}^{s, \alpha}$.) We assume that $\tilde{L}_{w_{0}, 0}=0$, and we require that $\tilde{L}_{w, \tilde{w}}$ depends continuously on $(w, \widetilde{w}) \in W \times \widetilde{W}^{s}$ in a tame fashion, that is, for $s \geqslant 14$,

$$
\begin{equation*}
\left\|\tilde{L}_{w_{1}, \widetilde{w}_{1}}-\tilde{L}_{w_{2}, \widetilde{w}_{2}}\right\|_{\bar{H}_{\mathrm{b}}^{s, \alpha} \operatorname{Diff}_{\mathrm{b}}^{2}} \leqslant C_{s}\left(\left|w_{1}-w_{2}\right|+\left\|\widetilde{w}_{1}-\widetilde{w}_{2}\right\|_{\bar{H}_{\mathrm{b}}^{s, \alpha}}\right) \tag{5.32}
\end{equation*}
$$

for a constant $C_{s}<\infty$ depending only on $s$, where the norm on the left is the sum of the $\bar{H}_{\mathrm{b}}^{s, \alpha}(\Omega ; E)$ norms of the coefficients of $\tilde{L}_{w, \tilde{w}}$ in a fixed finite covering of $\Omega$ by stationary local coordinate charts. For $s=14, \tilde{L}_{w, \tilde{w}}$ is thus a bounded family in $\bar{H}_{\mathrm{b}}^{14, \alpha} \operatorname{Diff}_{\mathrm{b}}^{2}(\Omega ; E)$.

Remark 5.13. Our assumptions are motivated by our application to the linear operators one needs to invert in order to solve the Einstein vacuum equations in $\S 11$; in this case, the parameter space $W$ is a neighborhood $\mathcal{U}_{B} \subset B$ of Schwarzschild-de Sitter parameters $b_{0}$ as before, together with additional finite-dimensional parameters related to modifications of the gauge, and $\widetilde{W}^{s}$ consists of the non-stationary, exponentially decaying part of the Lorentzian metric at some finite step in the non-linear iteration scheme, while $L_{w, \widetilde{w}}$ is the wave operator associated with the metric $g_{w}+\widetilde{w}$, which therefore has coefficients with regularity $s-2$; thus, when we appeal to results of the present section in the application in $\S 11$, there will a shift of 2 in the norm on $\widetilde{w}$.

For brevity, we omit the function spaces from the notation of norms and only keep the regularity and weight parameters; from the context it will always be clear what function space is meant.

In this section, we shall prove the following result.
Theorem 5.14. Assume $\hat{\beta} \geqslant-1$ in (5.4). Suppose we are given a continuous map

$$
z: W \times \widetilde{W}^{s} \times \mathbb{C}^{N_{\mathcal{Z}}} \longrightarrow D^{s, \alpha}(\Omega ; E)
$$

which is linear in the last argument; we shall often write $z_{w, \widetilde{w}}^{\mathbf{c}} \equiv z(w, \widetilde{w}, \mathbf{c})$. With

$$
\Xi=\operatorname{Res}\left(L_{w_{0}, 0}\right) \cap\{\operatorname{Im} \sigma>-\alpha\}
$$

suppose moreover that the map

$$
\begin{align*}
\mathbb{C}^{N \mathcal{Z}} & \longrightarrow \mathcal{L}\left(\operatorname{Res}^{*}\left(L_{w_{0}, 0}, \Xi\right), \overline{\mathbb{C}}\right) \\
\mathbf{c} & \longmapsto \lambda_{\mathrm{IVP}}\left(z_{w_{0}, 0}^{\mathbf{c}}\right) \tag{5.33}
\end{align*}
$$

is surjective, with $\lambda_{\mathrm{IVP}}$ defined in (5.23). Then, if $\varepsilon>0$ in (5.29)-(5.30) is small enough, there exists a continuous map

$$
\begin{align*}
S: W \times \widetilde{W}^{\infty} \times D^{\infty, \alpha}(\Omega ; E) & \longrightarrow \mathbb{C}^{N_{\mathcal{Z}}} \oplus \bar{H}_{\mathrm{b}}^{\infty, \alpha}(\Omega ; E)  \tag{5.34}\\
\left(w, \widetilde{w},\left(f, u_{0}, u_{1}\right)\right) & \longmapsto(\mathbf{c}, u)
\end{align*}
$$

linear in $\left(f, u_{0}, u_{1}\right)$, such that the function $u$ is a solution of

$$
\begin{equation*}
\left(L_{w, \widetilde{w}}, \gamma_{0}\right) u=\left(f, u_{0}, u_{1}\right)+z_{w, \tilde{w}}^{\mathbf{c}} . \tag{5.35}
\end{equation*}
$$

Furthermore, the map $S$ satisfies the tame estimates

$$
\begin{align*}
\|\mathbf{c}\| & \leqslant C\left\|\left(f, u_{0}, u_{1}\right)\right\|_{13, \alpha}  \tag{5.36}\\
\|u\|_{s, \alpha} & \leqslant C_{s}\left(\left\|\left(f, u_{0}, u_{1}\right)\right\|_{s+3, \alpha}+\left(1+\|\widetilde{w}\|_{s+4, \alpha}\right)\left\|\left(f, u_{0}, u_{1}\right)\right\|_{13, \alpha}\right) \tag{5.37}
\end{align*}
$$

for $s \geqslant 10$. In fact, the map $S$ is defined for any $\widetilde{w} \in \widetilde{W}^{14}$ and ( $f, u_{0}, u_{1}$ ) for which the norms on the right-hand sides of (5.36)-(5.37) are finite, and produces a solution (c,u) of (5.35) satisfying the tame estimates.

If the map (5.33) is bijective, then the map $S$ with these properties is unique.
Remark 5.15. We make the assumption on $\hat{\beta}$ for the sake of simplicity of presentation; it is satisfied in our application, as we show in $\S 9.2$. For more general $\hat{\beta}$, put $k=\max (-1-\hat{\beta}, 0)$; then, the same results hold true if we increase the regularity parameters throughout the statement of this theorem by $k$; more precisely, the number 14 in (5.30) is replaced by $14+k$, and all Sobolev regularities in the estimates (5.36)-(5.37) are increased by $k$.

The assumption on the map (5.33) is precisely the surjectivity assumption we made in Corollary 5.12, and in a less general form in Corollary 5.8; we stress that this is an assumption only on $L_{w_{0}, 0}$ and $z\left(w_{0}, 0, \cdot\right)$, yet it guarantees the solvability of linear wave-type operators which are merely close to $L_{w_{0}, 0}$ on decaying function spaces after finite-dimensional modifications.

The continuity of the solution map $S$ is not needed in order to prove the existence of global solutions to Einstein's field equations later on, only the uniformity of the estimates (5.36)-(5.37) matters. However, it can be used to prove the smooth dependence of these global solutions on the initial data; see Theorem 11.2.

### 5.2.1. Local Cauchy theory

Since we explicitly consider initial value problems, with forcing terms which are extendible distributions at $\Sigma_{0}$, rather than only forward problems with supported forcing terms as in [140], [75], [76], we need to get the regularity analysis started using energy estimates near $\Sigma_{0}$; once this is done, the usual microlocal propagation of singularities on the spacetime $M$ can be used to propagate this, as in the cited papers. See $\S 5.2 .2$ for details.

Let us fix $T<\infty$. We define the Banach space of data in a finite slab

$$
\Omega_{T}:=\Omega \cap\left\{0 \leqslant t_{*} \leqslant T\right\}
$$

by

$$
D^{s}\left(\Omega_{T} ; E\right)=\bar{H}^{s}\left(\Omega_{T} ; E\right) \oplus \bar{H}^{s+1}\left(\Sigma_{0} ; E_{\Sigma_{0}}\right) \oplus \bar{H}^{s}\left(\Sigma_{0} ; E_{\Sigma_{0}}\right)
$$

equipped with its natural norm; since $T<\infty$, this space has no index for a weight in $t_{*}$. Then, we have the following result.

Proposition 5.16. For $\widetilde{w} \in \widetilde{W}^{\infty}$, the initial value problem

$$
\begin{cases}L_{w, \widetilde{w}} u=f & \text { in } \Omega_{T},  \tag{5.38}\\ \gamma_{0}(u)=\left(u_{0}, u_{1}\right) & \text { on } \Sigma_{0},\end{cases}
$$

with data $\left(f, u_{0}, u_{1}\right) \in D^{\infty}\left(\Omega_{T} ; E\right)$ has a unique solution

$$
u=S_{T}\left(w, \widetilde{w},\left(f, u_{0}, u_{1}\right)\right) \in \bar{H}^{\infty}\left(\Omega_{T} ; E\right)
$$

satisfying the tame estimate

$$
\begin{equation*}
\|u\|_{s+1} \leqslant C\left(\left\|\left(f, u_{0}, u_{1}\right)\right\|_{s}+\left(1+\|\widetilde{w}\|_{s, \alpha}\right)\left\|\left(f, u_{0}, u_{1}\right)\right\|_{4}\right) \tag{5.39}
\end{equation*}
$$

for $s \geqslant 4$; the constant $C$ depends only on s. In fact, for $\widetilde{w} \in \widetilde{W}^{14}$ and $\left(f, u_{0}, u_{1}\right)$ for which the right-hand side is finite, there exists a unique solution $u \in \bar{H}^{s+1}\left(\Omega_{T} ; E\right)$, and the estimate holds.

Moreover, the solution map $S_{T}$ is continuous as a map

$$
\begin{equation*}
S_{T}: W \times \widetilde{W}^{\infty} \times D^{\infty}\left(\Omega_{T} ; E\right) \longrightarrow \bar{H}^{\infty}\left(\Omega_{T} ; E\right) \tag{5.40}
\end{equation*}
$$

We first recall basic tame estimates on Sobolev spaces, which we state on $\mathbb{R}^{n}$ for simplicity; analogous results hold on closed manifolds and for supported or extendible Sobolev spaces on manifolds with corners.

Lemma 5.17. (See [76, Corollary 3.2 and Proposition 3.4])
(1) Let $s_{0}>\frac{1}{2} n, s \geqslant 0$. For $u, v \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)$, we have

$$
\begin{align*}
& \|u v\|_{s} \leqslant C\|u\|_{\max \left(s_{0}, s\right)}\|v\|_{s},  \tag{5.41}\\
& \|u v\|_{s} \leqslant C\left(\|u\|_{s_{0}}\|v\|_{s}+\|u\|_{s}\|v\|_{s_{0}}\right) . \tag{5.42}
\end{align*}
$$

(2) Let $s, s_{0}>\frac{1}{2} n+1$ and let $K \Subset U \subset \mathbb{R}^{n}$, with $U$ open. Suppose that $u, w \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{n}\right)$, $\operatorname{supp} w \subset K$ and $|u| \geqslant 1$ on $U$. Then,

$$
\begin{equation*}
\left\|\frac{w}{u}\right\|_{s} \leqslant C\left(\|u\|_{s_{0}}\right)\left(\|w\|_{s}+\left(1+\|u\|_{s}\right)\|w\|_{s_{0}}\right) . \tag{5.43}
\end{equation*}
$$

(3) Let $\Lambda^{s}=\langle D\rangle^{s}$. Then, for $s_{0}>\frac{1}{2} n+1, s \geqslant 1$ and $u, v \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\left\|\left[\Lambda^{s}, u\right] v\right\|_{0} \leqslant C\left(\|u\|_{s_{0}}\|v\|_{s-1}+\|u\|_{s}\|v\|_{s_{0}-1}\right) \tag{5.44}
\end{equation*}
$$

Each estimate continues to hold for $u, v, w \in H^{-\infty}\left(\mathbb{R}^{n}\right)$ assuming only that the norms on its right-hand side are finite, with the additional assumption that $|u| \geqslant 1$ on $U$ for (5.43).

Proof. The estimates (5.41)-(5.43) are special cases of the cited statements. The commutator estimate (5.44) is contained in the proof of [76, Proposition 3.4]. $\left({ }^{6}\right)$

Proof of Proposition 5.16. The vector bundle $E$ is irrelevant for our arguments, and hence we drop it from the notation.

The last statement is an immediate consequence of the previous parts of the proposition. Indeed, for $w_{j} \in W$ and $\widetilde{w}_{j} \in \widetilde{W}^{s+1}$, and for $\left(f_{j}, u_{j, 0}, u_{j, 1}\right) \in D^{s+1}\left(\Omega_{T}\right)$, the solutions $u_{j}=S_{T}\left(w_{j}, \widetilde{w}_{j},\left(f_{j}, u_{j, 0}, u_{j, 1}\right)\right) \in \bar{H}^{s+2}\left(\Omega_{T}\right)$ satisfy the equation

$$
L_{w_{1}, \widetilde{w}_{1}}\left(u_{1}-u_{2}\right)=f_{1}-f_{2}-\left(L_{w_{1}, \widetilde{w}_{1}}-L_{w_{2}, \widetilde{w}_{2}}\right) u_{2} .
$$

Then, the estimate (5.39) with 4 replaced by $s$, together with the estimates (5.32) and (5.41), gives

$$
\left\|u_{1}-u_{2}\right\|_{s+1} \leqslant C\left(1+\left\|\widetilde{w}_{1}\right\|_{s, \alpha}\right)\left(\left\|f_{1}-f_{2}\right\|_{s}+\left(\left|w_{1}-w_{2}\right|+\left\|\widetilde{w}_{1}-\widetilde{w}_{2}\right\|_{s, \alpha}\right)\left\|u_{2}\right\|_{s+2}\right)
$$

This implies the continuity of $S_{T}$, as desired.
In order to prove the existence of solutions of (5.38) and the tame estimate (5.39), we follow the arguments presented in $[135, \S \S 16.1-16.3]$ and keep track of the dependence of the estimates on the coefficients of the operator. First, we will prove the existence of a solution $u \in \mathcal{C}^{0}\left([0, T], \bar{H}^{s+1}(Y)\right) \cap \mathcal{C}^{1}\left([0, T], \bar{H}^{s}(Y)\right)$ for $f \in \mathcal{C}^{0}\left([0, T], \bar{H}^{s}(Y)\right)$, together with a tame estimate; it suffices to do this for small $T$ independent of the parameters and the data, since one can then iterate the solution to obtain the result for any finite $T$. We let $x^{0}=t_{*}, x^{1}, x^{2}$ and $x^{3}$ be coordinates on $X$. We write

$$
\begin{equation*}
L_{w, \tilde{w}}=\tilde{a}^{00} D_{0}^{2}-\tilde{a}^{j k} D_{j} D_{k}-\tilde{b}^{j} D_{0} D_{j}+\tilde{c}^{\mu} D_{\mu}+\tilde{d} \tag{5.45}
\end{equation*}
$$

where the coefficients depend on $w$ and $\widetilde{w}$, are uniformly bounded in $\bar{H}^{4}$ and, in the space $\bar{H}^{s}$, they depend continuously on $w \in W$ and $\widetilde{w} \in \widetilde{W}^{s}$. Moreover, $\tilde{a}^{00} \neq 0$, since this is true for $L_{w_{0}, 0}$, by the construction of the Kerr-de Sitter metrics; see $\S 3.5$. (This is simply the statement that $\Sigma_{0}$ is non-characteristic.) When solving (5.38), we can thus divide both sides by $\tilde{a}^{00}$; by Lemma 5.17 , we have

$$
\left\|\frac{f}{\tilde{a}^{00}}\right\|_{s} \leqslant C_{s}\left(\|f\|_{s}+\left\|\tilde{a}^{00}\right\|_{s}\|f\|_{s_{0}}\right)
$$

$\left({ }^{6}\right)$ There is a typo in that reference: the correct estimate reads

$$
\left\|\left[\Lambda_{s^{\prime}}, u\right] v\right\|_{0} \leqslant C_{\mu \nu}\left(\|u\|_{\mu}\|v\|_{s^{\prime}-1}+\|u\|_{s}\|v\|_{\nu}\right) .
$$

for $s \geqslant s_{0}>3$. Similar estimates hold for the coefficients of $L_{w, \tilde{w}} / \tilde{a}^{00}$. We thus merely need to establish the solvability of the initial value problem for an operator

$$
\tilde{L}:=D_{0}^{2}-a^{j k} D_{j} D_{k}-a^{0 j} D_{0} D_{j}-a^{\mu} D_{\mu}-a
$$

$0 \leqslant \mu \leqslant 3,1 \leqslant j, k \leqslant 3,\left(a^{j k}\right)_{j, k}$ symmetric, with coefficients in $\bar{H}^{s}$, and prove a tame estimate

$$
\begin{equation*}
\|u\|_{\mathcal{C}^{0} \bar{H}^{s+1} \cap \mathcal{C}^{1} \bar{H}^{s}} \leqslant C\left(\left\|\left(f, u_{0}, u_{1}\right)\right\|_{s}+\left(1+\|\mathbf{a}\|_{s}\right)\left\|\left(f, u_{0}, u_{1}\right)\right\|_{4}\right) \tag{5.46}
\end{equation*}
$$

for the solution of

$$
\begin{equation*}
\tilde{L} u=f, \quad \gamma_{0}(u)=\left(u_{0}, u_{1}\right), \tag{5.47}
\end{equation*}
$$

where the constant $C=C(s)$ does not depend on the coefficients of $\tilde{L}$, in the sense that the same constant works if one perturbs the coefficients of $\tilde{L}$ in the (weak!) space $\bar{H}^{4}$; here, $\mathbf{a}=\left(a^{\mu \nu}, a^{\mu}, a\right)$ is the collection of coefficients of $\tilde{L}$. (Of course, there is a high-regularity norm $\|\mathbf{a}\|_{s}$ in (5.46)!)

In a neighborhood of any given point on $\Sigma_{0}$, we can perform a smooth coordinate change, replacing $x^{j}$ by $y^{j}\left(x^{\mu}\right)$ and letting $y^{0}=x^{0}$, so that $\partial_{y^{0}}$ is timelike. By redefining our coordinates, we may thus assume that this is already the case for the $x^{\mu}$ coordinates, in which case the matrix $\left(a^{j k}\right)_{j, k}$ is positive definite. (Note that the same, fixed, coordinate change accomplishes this for perturbations, in the sense of the previous paragraph, of $\tilde{L}$.) The equation (5.47) is equivalent to a system of equations for $u$ and $u_{\mu}:=D_{\mu} u$ :

$$
D_{0} u=u_{0}, \quad D_{0} u_{0}=a^{j k} D_{j} u_{k}+b^{j} D_{j} u_{0}+a^{0} u_{0}+a^{j} u_{j}+a u, \quad D_{0} u_{j}=D_{j} u_{0}
$$

Writing this in matrix form for $\left(u, u_{0}, \ldots, u_{3}\right)$ and multiplying from the left by the symmetric, positive block matrix

$$
A^{0}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & \left(a^{k j}\right)_{j, k=1,2,3}
\end{array}\right)
$$

we obtain the symmetrizable hyperbolic system

$$
\begin{equation*}
A^{0} \partial_{0} v=\sum_{j=1}^{3} A^{j}\left(x^{\mu}\right) \partial_{j} v+g, \quad v(0)=h \tag{5.48}
\end{equation*}
$$

where the coefficients of the symmetric matrices $A^{0}$ and $A^{j}$ are in $H^{s}$ and uniformly bounded in $H^{4}$, while $g \in H^{s}$, and $h \in H^{s}$ on $x^{0}=0$. We now solve this system and obtain a tame estimate for the solution $v$. Following [135, §16.1], we first do this assuming that $x^{1}, x^{2}$ and $x^{3}$ are global coordinates on the 3 -torus $\mathbb{T}^{3}$.

Defining the mollifier $J_{\varepsilon}=\phi(\varepsilon D)$ for $\phi \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{3}\right)$, identically 1 near 0 , we consider the mollified equation

$$
\begin{equation*}
A_{\varepsilon}^{0} \partial_{0} v_{\varepsilon}=J_{\varepsilon} A^{j} \partial_{j} J_{\varepsilon} v_{\varepsilon}+J_{\varepsilon} g, \quad v_{\varepsilon}(0)=J_{\varepsilon} h, \tag{5.49}
\end{equation*}
$$

where $A_{\varepsilon}^{0}:=J_{\varepsilon} A^{0}$. This is an ODE for the $H^{s}$-valued function $v_{\varepsilon}$, and we will prove uniform tame bounds for $v_{\varepsilon}$ as $\varepsilon \rightarrow 0$. To this end, define $\Lambda^{s}=\langle D\rangle^{s}$ for $s \in \mathbb{R}$; then, using the $L^{2}$ pairing $\langle\cdot, \cdot\rangle$, we write

$$
\begin{align*}
\partial_{0}\left\langle A_{\varepsilon}^{0} \Lambda^{s} v_{\varepsilon}, \Lambda^{s} v_{\varepsilon}\right\rangle=\langle( & \left.\left.\partial_{0} A_{\varepsilon}^{0}\right) \Lambda^{s} v_{\varepsilon}, \Lambda^{s} v_{\varepsilon}\right\rangle+2 \operatorname{Re}\left\langle\left[A_{\varepsilon}^{0}, \Lambda^{s}\right] \partial_{0} v_{\varepsilon}, \Lambda^{s} v_{\varepsilon}\right\rangle  \tag{5.50}\\
& +2 \operatorname{Re}\left\langle\Lambda^{s} J_{\varepsilon} A^{j} \partial_{j} J_{\varepsilon} v_{\varepsilon}, \Lambda^{s} v_{\varepsilon}\right\rangle+2 \operatorname{Re}\left\langle\Lambda^{s} J_{\varepsilon} g, \Lambda^{s} v_{\varepsilon}\right\rangle
\end{align*}
$$

In the bounds stated below, we write $x \lesssim y$ if $x \leqslant C_{s} y$ for a constant $C_{s}$ only depending on $s$ and the $H^{4}$ bounds on the coefficients $A^{\mu}$. The first term is then bounded by $\left\|\left(\partial_{0} A_{\varepsilon}^{0}\right) \Lambda^{s} v_{\varepsilon}\right\|_{0}\left\|v_{\varepsilon}\right\|_{s}$, which by (5.41) is bounded by $\left\|v_{\varepsilon}\right\|_{s}^{2}$, using the boundedness of $A_{\varepsilon}^{0}$ in $H^{4}$. In order to estimate the second term, we first note that (5.43) gives

$$
\left\|\partial_{0} v_{\varepsilon}\right\|_{s-1} \lesssim\left\|A_{\varepsilon}^{0} \partial_{0} v_{\varepsilon}\right\|_{s-1}+\left\|A_{\varepsilon}^{0} \partial_{0} v_{\varepsilon}\right\|_{s_{0}}\left(1+\left\|A_{\varepsilon}^{0}\right\|_{s-1}\right)
$$

for $s-1 \geqslant s_{0}>\frac{5}{2}$, which using (5.49) and setting $\mathbf{A}=\left(A^{0}, \ldots, A^{3}\right)$ gives

$$
\begin{aligned}
&\left\|\partial_{0} v_{\varepsilon}\right\|_{s-1} \lesssim \sum_{j}\left\|A^{j}\right\|_{s_{0}}\left\|v_{\varepsilon}\right\|_{s}+\left\|A^{j}\right\|_{s-1}\left\|v_{\varepsilon}\right\|_{s_{0}+1}+\|g\|_{s-1} \\
&+\left(\left\|A^{j}\right\|_{s_{0}}\left\|v_{\varepsilon}\right\|_{s_{0}+1}+\|g\|_{s_{0}-1}\right)\left(1+\left\|A^{0}\right\|_{s-1}\right) \\
& \lesssim\left\|v_{\varepsilon}\right\|_{s}+\|g\|_{s-1}+\|\mathbf{A}\|_{s-1}\left(\left\|v_{\varepsilon}\right\|_{s_{0}+1}+\|g\|_{s_{0}-1}\right)
\end{aligned}
$$

This plugs into the estimate of the second term in (5.50), which by (5.44) (using $s_{0}>\frac{3}{2}$ and $s \geqslant 1$ ) is bounded by

$$
\begin{aligned}
& \left(\left\|\partial_{0} v_{\varepsilon}\right\|_{s-1}+\left\|A_{\varepsilon}^{0}\right\|_{s}\left\|\partial_{0} v_{\varepsilon}\right\|_{s_{0}}\right)\left\|v_{\varepsilon}\right\|_{s} \\
& \quad \lesssim\left\|v_{\varepsilon}\right\|_{s}^{2}+\|g\|_{s-1}^{2}+\|\mathbf{A}\|_{s}^{2}\left(\left\|v_{\varepsilon}\right\|_{s_{0}+1}^{2}+\|g\|_{s_{0}}^{2}\right)
\end{aligned}
$$

The third term of (5.50) is

$$
\begin{gathered}
2 \operatorname{Re}\left\langle\left[\Lambda^{s}, J_{\varepsilon} A^{j} J_{\varepsilon}\right] \partial_{j} v_{\varepsilon}, \Lambda^{s} v_{\varepsilon}\right\rangle-\left\langle\left(\partial_{j} A^{j}\right) J_{\varepsilon} \Lambda^{s} v_{\varepsilon}, J_{\varepsilon} \Lambda^{s} v_{\varepsilon}\right\rangle \\
\leqslant\left(\left\|v_{\varepsilon}\right\|_{s}+\|\mathbf{A}\|_{s}\left\|v_{\varepsilon}\right\|_{s_{0}+1}\right)\left\|v_{\varepsilon}\right\|_{s}+\left\|v_{\varepsilon}\right\|_{s}^{2}
\end{gathered}
$$

for $s_{0}>\frac{3}{2}$ and $s \geqslant 1$; and the fourth term finally is bounded by $\|g\|_{s}^{2}+\left\|v_{\varepsilon}\right\|_{s}^{2}$. Combining these four estimates gives

$$
\partial_{0}\left\langle A_{\varepsilon}^{0} \Lambda^{s} v_{\varepsilon}, \Lambda^{s} v_{\varepsilon}\right\rangle \lesssim\left\|v_{\varepsilon}\right\|_{s}^{2}+\|g\|_{s}^{2}+\|\mathbf{A}\|_{s}^{2}\left(\left\|v_{\varepsilon}\right\|_{s_{0}}^{2}+\|g\|_{s_{0}-1}^{2}\right)
$$

for $s \geqslant s_{0}$ and $s_{0}>\frac{7}{2}$. If we apply this for $s=s_{0}$, the positive definiteness of $A^{0}$ and Gronwall's lemma yield a uniform bound on $\left\|v_{\varepsilon}\right\|_{s_{0}}$ by $\|g\|_{s_{0}}+\|h\|_{s_{0}}$. Hence,

$$
\partial_{0}\left\langle A_{\varepsilon}^{0} \Lambda^{s} v_{\varepsilon}, \Lambda^{s} v_{\varepsilon}\right\rangle_{s} \lesssim\left\|v_{\varepsilon}\right\|_{s}^{2}+\|g\|_{s}^{2}+\|\mathbf{A}\|_{s}^{2}\left(\|g\|_{s_{0}}^{2}+\|h\|_{s_{0}}^{2}\right),
$$

which implies that $v_{\varepsilon}$ is uniformly bounded in $\mathcal{C}^{0}\left([0, T] ; H^{s}\right) \cap \mathcal{C}^{1}\left([0, T] ; H^{s-1}\right)$ and satisfies the tame estimate

$$
\left\|v_{\varepsilon}\right\|_{\mathcal{C}^{0} H^{s} \cap \mathcal{C}^{1} H^{s-1}} \lesssim\|g\|_{\mathcal{C}^{0} H^{s}}+\|h\|_{H^{s}}+\|\mathbf{A}\|_{s}\left(\|g\|_{\mathcal{C}^{0} H^{s_{0}}}+\|h\|_{H^{s_{0}}}\right) .
$$

Simplifying the strongest assumptions on $s$ and $s_{0}$ in the argument yielding this estimate, we can take $s \geqslant s_{0}:=4$ here. A standard weak limit argument then proves the existence of a solution $v$ of (5.48) (see [135, Theorem 1.2 and Proposition 1.4 in $\S 16.1]$ ) satisfying the same estimate. One can moreover prove a finite speed of propagation result as in $[134, \S 5.6]$, and the argument there works in the present setting as well under our present regularity assumptions, since it relies only on energy estimates; thus, the local solutions of (5.47) can be patched together to give a solution in a small slab $0 \leqslant t_{*} \leqslant T$, and a simple iterative argument allows us to remove the smallness assumption on $T$.

Returning to the wave equation (5.47), we have now established the existence of a solution $u$ satisfying the tame estimate (5.46). A fortiori, we have

$$
u \in \bar{H}^{\gamma}\left([0, T], \bar{H}^{s+1-\gamma}(Y)\right)
$$

for $\gamma=0,1$ together with the tame estimate (5.46), and interpolation inequalities yield this for all $\gamma \in[0,1]$. Now, writing $s=\lfloor s\rfloor+\gamma, k \in \mathbb{Z}, \gamma \in[0,1)$, one can use $f \in \bar{H}^{s}\left(\Omega_{T}\right)$ and the equation $L u=f \in \bar{H}^{s}\left(\Omega_{T}\right)$, written in the form (5.45), to deduce that

$$
u \in \bar{H}^{k+\gamma}\left([0, T], \bar{H}^{s+1-k-\gamma}(Y)\right)
$$

for $k=0,1, \ldots,\lfloor s\rfloor+1$ inductively; to see that the norm of $u$ in this space satisfies a tame estimate with the same right-hand side as (5.46), one uses Lemma 5.17. We conclude that

$$
u \in \bar{H}^{0}\left([0, T], \bar{H}^{s+1}(Y)\right) \cap \bar{H}^{s+1}\left([0, T], \bar{H}^{0}(Y)\right)=\bar{H}^{s+1}\left(\Omega_{T}\right)
$$

satisfies the tame estimate (5.46), finishing the proof.

### 5.2.2. Global regularity and asymptotic expansions

We now assume that the assumptions of Theorem 5.14 are satisfied. In order to explain the main difficulty in the proof of this theorem, we briefly recall from [71, §7.2] and
[76, $\S 5.1]$ (see also [140, §3] for a version of this in the smooth category) the argument which establishes partial asymptotic expansions for exponentially decaying perturbations of stationary operators, like $L_{w, \widetilde{w}}$. We discuss the forward forcing problem and ignore issues of regularity for simplicity: thus, given a forcing term $f \in H_{\mathrm{b}}^{\infty, \alpha}$ vanishing near $\Sigma_{0}$, the forward solution $u$ satisfies $u \in H_{\mathrm{b}}^{\infty, r_{0}}$, with $r_{0}$ large, negative, and independent of $f$, and with $r_{0}<-\operatorname{Im} \sigma$ for all $\sigma \in \operatorname{Res}\left(L_{w}\right) .\left(^{7}\right)$ Then, we rewrite the equation for $u$ as

$$
\begin{equation*}
L_{w} u=f-\tilde{L}_{w, \widetilde{w}} u \in H_{\mathrm{b}}^{\infty, r_{0}+\alpha} . \tag{5.51}
\end{equation*}
$$

Using the Mellin transform, we can then shift the contour in the inverse Mellin transform

$$
u(\tau, x)=\frac{1}{2 \pi} \int_{\operatorname{Im} \sigma=-r_{0}} \tau^{i \sigma} \hat{L}_{w}(\sigma)^{-1}\left(f-\tilde{L}_{w, \widetilde{w}} u\right)^{\wedge}(\sigma) d \sigma
$$

from $\operatorname{Im} \sigma=-r_{0}$ to $\operatorname{Im} \sigma=-r_{1}$, with $r_{1} \in\left(r_{0}, r_{0}+\alpha\right]$ chosen so that no resonance of $L_{w}$ has imaginary part equal to $-r_{1}$; for instance, $r_{1}=r_{0}+(1-c) \alpha$ works for sufficiently small $c>0$. If $L_{w}$ has no resonances in the strip

$$
S_{1}:=\left\{\sigma \in \mathbb{C}:-r_{1}<\operatorname{Im} \sigma<-r_{0}\right\},
$$

i.e. if $\hat{L}_{w}(\sigma)^{-1}$ is regular in $S_{1}$, then we obtain $u \in H_{\mathrm{b}}^{\infty, r_{1}}$; see (A.11) for the properties of the Mellin transform on b-Sobolev spaces. This improves the weight from $r_{0}$ to $r_{1}$; we can then run the same argument again. If however $L_{w}$ does have resonances in $S_{1}$, we obtain a partial asymptotic expansion $u_{0}$ of $u$ corresponding to these, and a remainder term $\tilde{u} \in H_{\mathrm{b}}^{\infty, r_{1}}$, so $u=u_{0}+\tilde{u}$. If the partial expansion is trivial, i.e. $u_{0}=0$, then $u=\tilde{u} \in H_{\mathrm{b}}^{\infty, r_{1}}$, and we can repeat the argument as before. Generically, however, the partial expansion is non-trivial, i.e. $u_{0} \neq 0$; in this case, attempting to repeat this argument, equation (5.51) now reads

$$
L_{w} u=f-\tilde{L}_{w, \tilde{w}} u_{0}-\tilde{L}_{w, \tilde{w}} \tilde{u}
$$

The issue is that $\tilde{L}_{w, \widetilde{w}} u_{0}$ is merely an element of $H_{\mathrm{b}}^{\infty, r_{0}+\varepsilon+\alpha}$ (with $\varepsilon>0$ depending on the imaginary part of the resonances of $L_{w}$ in $S_{1}$ ), but in general with no (partial) asymptotic expansion, since the coefficients of $\tilde{L}_{w, \tilde{w}}$, lying in $H_{\mathrm{b}}^{\infty, \alpha}$, have no asymptotic expansion either. Thus, we cannot establish an asymptotic expansion of $u$ with an exponentially decaying remainder term in $H_{\mathrm{b}}^{\infty, \alpha}$ in this case.

Remark 5.18. If the coefficients of $\tilde{L}_{w, \tilde{w}}$ did have a partial asymptotic expansion, we could subtract off the corresponding terms of $\tilde{L}_{w, \widetilde{w}} u_{0}$ and continue the argument,

[^2]deducing an expansion of $u$ up to an error term with weight given by the sum of the weight of $u_{0}$ and the weight of the error term, i.e. the remainder of the partial expansion, of $\tilde{L}_{w, \tilde{w}}$. In the present setting, the lack of an expansion for $\tilde{L}_{w, w \widetilde{w}}$ means that we cannot proceed in this manner.

In particular, the solutions of the Cauchy problem

$$
\begin{equation*}
\left(L_{w, \tilde{w}}, \gamma_{0}\right) u_{w, \widetilde{w}}^{\mathbf{c}}=z_{w, \widetilde{w}}^{\mathbf{c}} \tag{5.52}
\end{equation*}
$$

cannot be expected to have asymptotic expansions up to exponentially decaying remainders, and therefore we cannot cancel all growing asymptotics of $u$ at once by matching them with the asymptotics of some $u_{w, \widetilde{w}}^{\mathbf{c}}$, as we did in the proof of Proposition 5.7. Instead, motivated by the above argument, we proceed in steps; the point is that canceling asymptotics within an interval of size $\leqslant \alpha$ can be accomplished directly using the framework of Proposition 5.7.

Preparing the proof of Theorem 5.14 , let us choose a weight $r_{0}<0$ with $-r_{0}>\operatorname{Im} \sigma$ for all $\sigma \in \operatorname{Res}\left(L_{w_{0}}\right)$; with $\alpha>0$ given in Theorem 5.4, fix an integer $N>\left(-r_{0}+\alpha\right) / \alpha+1$ and weights

$$
\begin{equation*}
r_{N}=\alpha>r_{N-1} \geqslant 0>r_{N-2}>\ldots>r_{0}, \quad 0<r_{j+1}-r_{j} \leqslant \alpha \tag{5.53}
\end{equation*}
$$

such that for all resonances $\sigma \in \operatorname{Res}\left(L_{w_{0}}\right)$, one has $\operatorname{Im} \sigma \neq-r_{j}, 0 \leqslant j \leqslant N$. By Proposition 5.11 and in view of the existence of a uniform essential spectral gap for the operators $L_{w}, w \in W$, as discussed at the beginning of $\S 5.1 .2$, we may assume that these conditions are also satisfied for $L_{w}, w \in W$.

We recall the regularity theory for $L_{w, \widetilde{w}}$ from [76, §5.1], which we extend to initial value problems using Proposition 5.16. For simplicity, we assume that $\alpha>0$ is so small that, say,

$$
\begin{equation*}
1+\alpha \sup (\beta)-\hat{\beta}<3 \tag{5.54}
\end{equation*}
$$

to simplify the regularity arithmetic in the sequel; this condition ensures that the threshold regularity at the radial sets for all operators $L_{w, \tilde{w}}$ is bounded from above by the small absolute constant 3 . This can certainly be arranged for $\hat{\beta} \geqslant-1$; in the case that $\hat{\beta}<-1$, all our arguments below go through if we increase the regularity assumptions and thresholds by the amount $-1-\hat{\beta}$. Since in our applications the assumption $\hat{\beta} \geqslant-1$ will always be satisfied, we leave this more general case to the reader.

Proposition 5.19. Let $s \geqslant 9$. Consider the initial value problem

$$
L_{w, \widetilde{w}} u=f, \quad \gamma_{0}(u)=\left(u_{0}, u_{1}\right)
$$

where $\widetilde{w} \in \widetilde{W}^{s}$ and $\left(f, u_{0}, u_{1}\right) \in D^{s-1, r}, r \in \mathbb{R}$.
(1) (See [76, Lemma 5.2].) Suppose that $r \leqslant r_{0}$, with $r_{0}$ as above. Then, there exists a unique solution $u \in \bar{H}_{\mathrm{b}}^{s, r}(\Omega ; E)$ of the initial value problem, and $u$ satisfies

$$
\begin{equation*}
\|u\|_{\bar{H}_{\mathrm{b}}^{s, r}} \leqslant C\left(\left\|\left(f, u_{0}, u_{1}\right)\right\|_{D^{s-1, r}}+\left(1+\|\widetilde{w}\|_{s}\right)\left\|\left(f, u_{0}, u_{1}\right)\right\|_{D^{5, r}}\right) \tag{5.55}
\end{equation*}
$$

(2) (See [76, Corollary 5.4].) Suppose that $r \leqslant r_{N-2}$, and let $u \in \bar{H}_{\mathrm{b}}^{5, r}(\Omega ; E)$. Then, in fact, $u \in \bar{H}_{\mathrm{b}}^{s, r}(\Omega ; E)$, and $u$ satisfies the tame estimate

$$
\|u\|_{\bar{H}_{\mathrm{b}}^{s, r}} \leqslant C\left(\|u\|_{\bar{H}_{\mathrm{b}}^{5, r}}+\left\|\left(f, u_{0}, u_{1}\right)\right\|_{D^{s-1, r}}+\left(1+\|\widetilde{w}\|_{s}\right)\left\|\left(f, u_{0}, u_{1}\right)\right\|_{D^{5, r}}\right)
$$

(3) (See [76, Theorem 5.6].) Suppose that $r \leqslant r_{N-2+j}, j=1,2$, and let $u \in \bar{H}_{\mathrm{b}}^{5, r}(\Omega ; E)$. Then, in fact, $u \in \bar{H}_{\mathrm{b}}^{s-2 j, r}(\Omega ; E)$, and $u$ satisfies the tame estimate

$$
\|u\|_{\bar{H}_{\mathrm{b}}^{s-2 j, r}} \leqslant C\left(\|u\|_{\bar{H}_{\mathrm{b}}^{5, r}}+\left\|\left(f, u_{0}, u_{1}\right)\right\|_{D^{s-1, r}}+\left(1+\|\widetilde{w}\|_{s}\right)\left(\left\|\left(f, u_{0}, u_{1}\right)\right\|_{D^{5, r}}\right)\right.
$$

In all three cases, $C$ is a uniform constant only depending on $s$.
Note that, for $\widetilde{w} \in \widetilde{W} \widetilde{s}$, the coefficients of the operator $L_{w, \widetilde{w}}$ have $H^{\widetilde{s}}$ regularity, hence $L_{w, \widetilde{w}}$ satisfies the assumption [76, equation (5.1)]. The regularity assumptions here are stronger than what is actually needed, but they will simplify the arithmetic below.

Proof. The estimates do not explicitly include a low-regularity norm of the coefficients of $L_{w, \widetilde{w}}$, due to the uniform boundedness assumption (5.30) of $\widetilde{w}$ in the norm of $\widetilde{W^{9}}$ (cf. the norm on $v$ in the line below [76, equation (5.3)]).

Using Proposition 5.16, we first find a local solution $u^{\prime} \in \bar{H}^{s}\left(\Omega_{T} ; E\right)$; we can then rewrite the Cauchy problem for $u$ as a forcing problem, like in (5.10), for which [76, Lemma 5.2] produces the solution, together with the stated tame estimate. The only slightly subtle point here is the radial point estimate, which however does apply at this weight and regularity level due to assumption (5.54); see, in particular, the proof of [76, Corollary 5.4].

For part (2), we proceed similarly, noting that we have $H^{s}$ regularity for $u$ near the Cauchy surface $\Sigma_{0}$ by Proposition 5.16, and b-microlocal estimates yield the global regularity as in [76]. Part (3) follows by first using part (2) with $r=r_{N-2}$, which gives $u \in \bar{H}_{\mathrm{b}}^{s, r_{N-2}}(\Omega ; E)$, and then using the contour-shifting argument explained above, together with Lemma 5.17 (1), for obtaining b-regularity of $\tilde{L}_{w, \tilde{w}} u$ : since we are assuming $u \in \bar{H}_{\mathrm{b}}^{5, r}(\Omega ; E)$, the partial asymptotic expansion of $u$ corresponding to resonances $\sigma$ with $\operatorname{Im} \sigma \geqslant \max \left(-r,-r_{N-1}\right)$ must be trivial; since the high-energy estimate (5.7) of $L_{w}$ loses two powers of $\sigma$ (see Remark 5.5), the contour-shifting argument gives $u \in \bar{H}_{\mathrm{b}}^{s-2, \min \left(r, r_{N-1}\right)}(\Omega ; E)$. If $r>r_{N-1}$, we repeat this argument once more, losing two additional derivatives.

In fact, the reference only gives these results in case the elliptic ps.d.o. $Q \in \Psi_{\mathrm{b}}^{0}(M ; E)$ in assumption (2) of $\S 5.1$, concerning the subprincipal operator at the trapped set, is equal to the identity, or more generally a smooth section of $\operatorname{End}(E) \rightarrow M$, which is equivalent to choosing a different inner product in (5.5). For general $Q$, we merely need to check that the proof of b-estimates at the normally hyperbolic trapping on growing function spaces presented in $[76, \S 4.3]$ goes through with $Q$ present. This in turn is a consequence of the observation that the form of $L_{w, \widetilde{w}}$ implies, for $\widetilde{w} \in \widetilde{W^{s}}$,

$$
Q L_{w, \widetilde{w}} Q^{-}=L_{w, \widetilde{w}}+L^{\prime}, \quad L^{\prime} \in \operatorname{Diff}_{\mathrm{b}}^{1}+H_{\mathrm{b}}^{s} \operatorname{Diff}_{\mathrm{b}}^{2}+H_{\mathrm{b}}^{s-1} \Psi_{\mathrm{b}}^{1}+\Psi_{\mathrm{b}}^{0 ; 0} H_{\mathrm{b}}^{s-2}
$$

with $Q^{-}$a parametrix of $Q$; see $[76, \S 3]$ for the definition of the space of operators $\Psi_{\mathrm{b}}^{0 ; 0} H_{\mathrm{b}}^{s-2}$. Indeed, this follows from the regularity of the symbols appearing in the partial expansion of the symbol of a composition of two operators, see [71, Theorem 3.12 (2)]; or more directly by analyzing a partial expansion of the commutator of $Q$ with a section of $E$ with (high) b-Sobolev regularity, the commutators of $Q$ with smooth differential operators being understood using the smooth b-calculus. Since the remainder term $\Psi_{\mathrm{b}}^{0 ; 0} H_{\mathrm{b}}^{s-2}$ is one order less regular relative to the leading order term than what is assumed in $[76, \S 5.1]$, we use the regularity assumption $s \geqslant 9$ here. In fact, much less would suffice, but we are assuming $H^{14}$ regularity of $\widetilde{w}$ already anyway.

Define the spaces of dual states in each strip

$$
\mathcal{I}_{k}=\left\{\sigma \in \mathbb{C}:-r_{k}<\operatorname{Im} \sigma<-r_{k-1}\right\}
$$

by

$$
R_{w ; k}^{*}:=\operatorname{Res}^{*}\left(L_{w}, \mathcal{I}_{k}\right)
$$

We have $R_{w ; k}^{*} \subset H_{\mathrm{b}}^{1 / 2+\inf (\alpha \operatorname{Im} \sigma)+\hat{\beta}-1 / 2,-r_{k-1}}(\Omega ; E)^{-}, \boldsymbol{\bullet}$, the inf taken over $\sigma \in \mathcal{I}_{k}$ and the radial set $\partial \mathcal{R}$ of $L_{w_{0}}$ (see the discussion at the beginning of §5.1.2); this makes use of the discussion following (5.20). We reduce however the regularity by $\frac{1}{2}$ to give ourselves some room to ensure the validity of the inclusion for small $w \in W$. A fortiori, in view of (5.54), we have

$$
R_{w ; k}^{*} \subset H_{\mathrm{b}}^{-2,-r_{k-1}}(\Omega ; E)^{-, \cdot}
$$

Set

$$
\begin{equation*}
D_{k}^{\prime}:=\operatorname{dim} R_{w ; k}^{*}, \quad D_{k}:=\sum_{j=1}^{k} D_{j}^{\prime}, \quad D_{0}:=0, \quad D:=D_{N} \tag{5.56}
\end{equation*}
$$

these are constants independent of $w$. See Figure 5.1. Note that

$$
D=\operatorname{dim} \operatorname{Res}\left(L_{w},\{\operatorname{Im} \sigma>-\alpha\}\right) \leqslant N_{\mathcal{Z}}
$$



Figure 5.1. Illustration of two strips $\mathcal{I}_{k} \subset \mathbb{C}$, with the associated spaces of dual resonant states $R_{w ; k}^{*}$ and their dimensions $D_{k}^{\prime}$. Crosses schematically indicate resonances.
with $N_{\mathcal{Z}}$ the number of parameters in the modification map $z$, due to the surjectivity assumption (5.33).

For $\mathbf{c} \in \mathbb{C}^{N z}$, we recall the notation $u_{w, \widetilde{w}}^{\mathbf{c}}$ from (5.52). For $w \in W$ and $\widetilde{w} \in \widetilde{W}^{14}$, and for $k=0, \ldots, N$, we then define

$$
C_{w, \widetilde{w} ; k}:=\left\{\mathbf{c} \in \mathbb{C}^{N z}: u_{w, \tilde{w}}^{\mathbf{c}} \in \bar{H}_{\mathrm{b}}^{14-s_{k}, r_{k}}(\Omega ; E)\right\}
$$

with $s_{k}$ given below. Thus, $C_{w, \widetilde{w} ; k}$ is the space of all $\mathbf{c} \in \mathbb{C}^{N_{\mathcal{Z}}}$ for which the asymptotic expansion of the solution $u_{w, \widetilde{w}}^{\mathbf{c}}$ of the corresponding initial value problem does not contain any terms corresponding to resonances in $\operatorname{Im} \sigma>-r_{k}$. By Proposition 5.19 (3), the regularity which we can obtain for $u_{w, \widetilde{w}}^{\mathbf{c}}$ under the assumption that it decays exponentially at rate $r_{k}$ is $14-s_{k}$ as stated, with

$$
s_{k}= \begin{cases}0, & \text { if } k \leqslant N-2,  \tag{5.57}\\ 2, & \text { if } k=N-1, \\ 4, & \text { if } k=N\end{cases}
$$

Clearly, $C_{w, \widetilde{w} ; k} \subseteq C_{w, \tilde{w} ; \ell}$ for $k \geqslant \ell$. For $\mathbf{c} \in C_{w, \widetilde{w} ; k-1}$, we have

$$
\tilde{L}_{w, \tilde{w}} u_{w, \widetilde{w}}^{\mathbf{c}} \in \bar{H}_{\mathrm{b}}^{12-s_{k-1}, r_{k}}(\Omega ; E) \subset \bar{H}_{\mathrm{b}}^{8, r_{k}}(\Omega ; E)
$$

and hence the map

$$
\begin{align*}
\lambda_{w, \widetilde{w} ; k}: C_{w, \widetilde{w} ; k-1} & \longrightarrow \mathcal{L}\left(R_{w ; k}^{*}, \overline{\mathbb{C}}\right),  \tag{5.58}\\
\mathbf{c} & \longmapsto \lambda_{\operatorname{IVP}}\left(z_{w, \widetilde{w}}^{\mathbf{c}}-\left(\tilde{L}_{w, \widetilde{w}}, \gamma_{0}\right)\left(u_{w, \tilde{w}}^{\mathbf{c}}\right)\right),
\end{align*}
$$

is well defined and linear; recall here the map $\lambda_{\text {IVP }}$ from (5.23). The argument of $\lambda_{\text {IVP }}$ in this definition is the analogue of (5.51) for $f=z_{w, \widetilde{w}}^{\mathbf{c}}$ and $u=u_{w, \widetilde{w}}^{\mathbf{c}}$, now also taking the initial data into account.


Figure 5.2. Illustration of the spaces $C_{w, \widetilde{w} ; k}$ and $C_{w, \widetilde{w} ; k}^{\prime}$ in Lemma 5.20; the crosses indicate resonances, the total rank of which in the displayed strip is equal to $D_{k}^{\prime}$.

Lemma 5.20. The spaces $C_{w, \tilde{w} ; k}$ have the following properties:
(1) We have $C_{w, \widetilde{w} ; 0}=\mathbb{C}^{N \mathcal{Z}}$, and inductively

$$
C_{w, \widetilde{w} ; k}=\left\{\mathbf{c} \in C_{w, \widetilde{w} ; k-1}: \lambda_{w, \widetilde{w} ; k}(\mathbf{c})=0\right\}
$$

for $k \geqslant 1$.
(2) The space $C_{w, \widetilde{w} ; k} \subset C_{w, \tilde{w} ; k-1}$ has codimension $D_{k}^{\prime}$.
(3) $C_{w, \widetilde{w} ; k} \subset \mathbb{C}^{N_{\mathcal{Z}}}$ depends continuously on $(w, \widetilde{w}) \in W \times \widetilde{W}^{14}$, in the sense that it has a basis with each basis vector depending continuously on $(w, \widetilde{w}) \in W \times \widetilde{W}^{14}$.
(4) There exist spaces

$$
\begin{equation*}
C_{w, \widetilde{w} ; k}^{\prime}:=\operatorname{span}\left\{\mathbf{c}_{w, \widetilde{w}}^{D_{k-1}+1}, \ldots, \mathbf{c}_{w, \widetilde{w}}^{D_{k}}\right\} \cong \mathbb{C}^{D_{k}^{\prime}} \tag{5.59}
\end{equation*}
$$

with each $\mathbf{c}_{w, \widetilde{w}}^{\ell} \in \mathbb{C}^{N \mathcal{Z}}$ depending continuously on $(w, \widetilde{w}) \in W \times \widetilde{W}{ }^{14}$, so that

$$
\begin{equation*}
C_{w, \widetilde{w} ; k-1}=C_{w, \widetilde{w} ; k} \oplus C_{w, \widetilde{w} ; k}^{\prime} . \tag{5.60}
\end{equation*}
$$

By property (1), $\lambda_{w, \widetilde{w} ; k}$ induces a map on the quotient $C_{w, \widetilde{w} ; k-1} / C_{w, \widetilde{w} ; k}$, and hence induces a map

$$
\left[\lambda_{w, \widetilde{w} ; k}\right]: \mathbb{C}^{D_{k}^{\prime}} \cong C_{w, \widetilde{w} ; k}^{\prime} \longrightarrow \mathcal{L}\left(R_{w ; k}^{*}, \overline{\mathbb{C}}\right) \cong \mathbb{C}^{D_{k}^{\prime}}
$$

on the fixed vector space $\mathbb{C}^{D_{k}^{\prime}}$, where for the second isomorphism, we use Proposition 5.11 to find a parametrization of $R_{w ; k}^{*}$ which depends continuously on $w \in W$. Then, the map

$$
W \times \widetilde{W}^{14} \ni(w, \widetilde{w}) \longmapsto\left[\lambda_{w, \widetilde{w} ; k}\right] \in \mathbb{C}^{D_{k}^{\prime} \times D_{k}^{\prime}}
$$

is continuous. See Figure 5.2.
(5) The map $\left[\lambda_{w, \widetilde{w} ; k}\right]$ is invertible for all $k=1, \ldots, N$.
(6) If $N_{\mathcal{Z}}=D$, then $C_{w, \widetilde{w} ; N}=0$.

Proof. (1) follows from the above discussion, and (6) follows from (2) and (5.56).
We first prove (2)-(5) in the special case $(w, \widetilde{w})=\left(w_{0}, 0\right)$, so $\tilde{L}_{w_{0}, 0} \equiv 0$. In this case, $\lambda_{w_{0}, 0 ; k}$ is well defined on the full space $\mathbb{C}^{N_{\mathcal{Z}}}$ for all $k=1, \ldots, N$; we denote the extended map by $\lambda_{k}$. Then, we have $C_{w_{0}, 0 ; k}=\bigcap_{j \leqslant k} \operatorname{ker} \lambda_{j}$. If we let

$$
R^{*}:=\bigoplus_{k=1}^{N} R_{0 ; k}^{*}=\operatorname{Res}^{*}\left(L_{w_{0}},\{\operatorname{Im} \sigma>-\alpha\}\right),
$$

then the map $\mathbb{C}^{N \mathcal{Z}} \ni \mathbf{c} \mapsto \lambda_{\text {IVP }}\left(z_{w_{0}, 0}^{\mathbf{c}}\right) \in \mathcal{L}\left(R^{*}, \overline{\mathbb{C}}\right)$, which we are assuming surjective, is equal to $\left(\lambda_{1}, \ldots, \lambda_{N}\right)$; its kernel equals $C_{w_{0}, 0 ; N}$ by definition. Therefore, each restriction $\left.\lambda_{k}\right|_{C_{w_{0}, 0 ; k-1}}$ is onto, hence its kernel $C_{w_{0}, 0 ; k}$ has codimension $D_{k}^{\prime}$, and $\lambda_{k}$ induces an isomorphism $C_{w_{0}, 0 ; k-1} / C_{w_{0}, 0 ; k} \rightarrow \mathcal{L}\left(R_{0 ; k}^{*}, \overline{\mathbb{C}}\right)$. We can then declare a set $\left\{\mathbf{c}_{w_{0}, 0}^{D_{k-1}+1}, \ldots, \mathbf{c}_{w_{0}, 0}^{D_{k}}\right\}$ of vectors in $C_{w_{0}, 0 ; k-1}$, whose equivalence classes in $C_{w_{0}, 0 ; k-1} / C_{w_{0}, 0 ; k}$ give a basis of the quotient, to be a basis of $C_{w_{0}, 0 ; k}^{\prime}$. Lastly, we pick a basis $\left\{\mathbf{c}_{w_{0}, 0}^{D+1}, \ldots, \mathbf{c}_{w_{0}, 0}^{N_{\mathcal{Z}}}\right\}$ of $C_{w_{0}, 0 ; N}$.

For general $(w, \widetilde{w})$, we can now establish (2)-(5) by induction on $k$. We will use subscripts to refer to claims (2)-(5) for any fixed $k$. We introduce the notation

$$
\left\{\psi_{w ; k}^{1}, \ldots, \psi_{w ; k}^{D_{k}^{\prime}}\right\} \subset R_{w ; k}^{*}
$$

for a basis of $R_{w ; k}^{*}$, with each $\psi_{w ; k}^{j}$ depending continuously on $w \in W$ in the topology of $\bar{H}_{\mathrm{b}}^{-2,-r_{k-1}}(\Omega ; E)^{-, \bullet}$.

Let us now assume that claim (2) $)_{m}$ holds for $m \leqslant k-1$, for some $1 \leqslant k \leqslant N$, and that the set $\left\{\mathbf{c}_{w, \widetilde{w}}^{1}, \ldots, \mathbf{c}_{w, \widetilde{w}}^{N_{\mathcal{Z}}}\right\}$, with each $\mathbf{c}_{w, \widetilde{w}}^{\ell}$ equal to the element of $\mathbb{C}^{N_{\mathcal{Z}}}$ for $(w, \widetilde{w})=\left(w_{0}, 0\right)$ chosen in the first part of the proof, is a basis of $\mathbb{C}^{N_{\mathcal{Z}}}$, with continuous dependence on $(w, \widetilde{w}) \in W \times \widetilde{W}^{14}$ as in (3), so that $(4)_{m}$ and (5) $m_{m}$ hold for $m \leqslant k-1$, and so that moreover $C_{w, \widetilde{w} ; m}=\operatorname{span}\left\{\mathbf{c}_{w, \widetilde{w}}^{D_{m}+1}, \ldots, \mathbf{c}_{w, \widetilde{w}}^{N_{\mathcal{Z}}}\right\}$ for $m \leqslant k-1$. (Note that, for $k=1$, these assumptions are satisfied for the choice $\mathbf{c}_{w, \widetilde{w}}^{\ell}=\mathbf{c}_{w_{0}, 0}^{\ell}, \ell=1, \ldots, N_{\mathcal{Z}}$.) We will show how to update the $\mathbf{c}_{w, \widetilde{w}}^{\ell}$, $\ell=D_{k}+1, \ldots, N_{\mathcal{Z}}$, so as to arrange $(2)_{k}-(5)_{k}$ to hold.

To this end, put $C_{w, \widetilde{w} ; k}^{\prime}=\operatorname{span}\left\{\mathbf{c}_{w, \widetilde{w}}^{D_{k-1}+1}, \ldots, \mathbf{c}_{w, \widetilde{w}}^{D_{k}}\right\}$. We contend that the restriction

$$
\lambda_{w, \tilde{w} ; k}: C_{w, \widetilde{w} ; k}^{\prime} \longrightarrow \mathcal{L}\left(R_{w ; k}^{*}, \overline{\mathbb{C}}\right)
$$

is injective, and hence (by dimension counting) an isomorphism; this implies (2) ${ }_{k}$ and $(5)_{k}$. Injectivity holds by construction for $(w, \widetilde{w})=\left(w_{0}, 0\right)$; the contention therefore follows once we prove the continuity of the map

$$
W \times \widetilde{W}^{14} \ni(w, \widetilde{w}) \longmapsto\left\langle z_{w, \widetilde{w}}^{\mathbf{c}_{w, \widetilde{w}}^{\ell}}-\left(\tilde{L}_{w, \widetilde{w}}, \gamma_{0}\right)\left(u_{w, \widetilde{w}}^{\mathbf{c}_{w, \widetilde{w}}^{\ell}}\right), \psi_{w ; k}^{j}\right\rangle
$$

for $\ell=D_{k-1}+1, \ldots, D_{k}$ and $j=1, \ldots, D_{k}^{\prime}$; we, in fact, establish this for $\ell=D_{k-1}+1, \ldots, N_{\mathcal{Z}}$. (Note that for such $\ell, j$, this map is indeed well-defined.) To show the latter, it suffices
to prove the continuous dependence of $u_{w, \widetilde{w}}^{\mathbf{c}_{w, \widetilde{w}}^{\ell}}$ on $(w, \widetilde{w}) \in W \times \widetilde{W}^{14}$ in the topology of $\bar{H}_{\mathrm{b}}^{4, r_{k-1}}(\Omega ; E)$. This, in turn, follows by an argument similar to the one used in the proof of the continuity part of Proposition 5.16: let $\left(w_{p}, \widetilde{w}_{p}\right) \in W \times \widetilde{W}^{14}, p=1,2$, and write $\mathbf{c}_{p}=\mathbf{c}_{w_{p}, \widetilde{w}_{p}}^{\ell}, z_{p}=z_{w_{p}, \widetilde{w}_{p}}^{\ell}$ and $u_{p}=u_{w_{p}, \widetilde{w}_{p}}^{\mathbf{c}_{p}} \in H_{\mathrm{b}}^{14-s_{k-1}, r_{k-1}}(\Omega ; E)$. Then, we have

$$
\left(L_{w_{1}, \widetilde{w}_{1}}, \gamma_{0}\right)\left(u_{1}-u_{2}\right)=z_{1}-z_{2}-\left(L_{w_{1}, \widetilde{w}_{1}}-L_{w_{2}, \widetilde{w}_{2}}, 0\right)\left(u_{2}\right) .
$$

Now, $z_{1}-z_{2}$ is small in $D^{14, \alpha}(\Omega ; E)$ for $\left(w_{1}, \widetilde{w}_{1}\right)$ close to $\left(w_{2}, \widetilde{w}_{2}\right)$, while the last term is small in $D^{12-s_{k-1}, r_{k-1}}(\Omega ; E)$; by claims (2) and (3) in Proposition 5.19, this implies that $u_{1}-u_{2}$ is small in $H_{\mathrm{b}}^{13-2 s_{k-1}, r_{k-1}}(\Omega ; E) \subset H_{\mathrm{b}}^{9, r_{k-1}}(\Omega ; E)$, as desired. Thus, statement $(4)_{k}$ is well defined now, and we just proved that it holds.

We also obtain $(3)_{k}$; indeed, the projection map

$$
\begin{aligned}
\pi_{w, \widetilde{w} ; k}: C_{w, \widetilde{w} ; k-1} & \longrightarrow \operatorname{ker} \lambda_{w, \widetilde{w} ; k}=C_{w, \widetilde{w} ; k}, \\
\mathbf{c} & \longmapsto \mathbf{c}-\left(\left.\lambda_{w, \widetilde{w} ; k}\right|_{C_{w, \widetilde{w} ; k}^{\prime}}\right)^{-1}\left(\lambda_{w, \widetilde{w} ; k}(\mathbf{c})\right),
\end{aligned}
$$

is surjective, and $\pi_{w_{0}, 0 ; k}$ is the identity map on $\operatorname{span}\left\{\mathbf{c}_{w_{0}, 0}^{D_{k}+1}, \ldots, \mathbf{c}_{w_{0}, 0}^{N_{\mathcal{Z}}}\right\}$. Thus,

$$
\left\{\pi_{w, \widetilde{w} ; k}\left(\mathbf{c}_{w, \widetilde{w}}^{\ell}\right): \ell=D_{k}+1, \ldots, N_{\mathcal{Z}}\right\}
$$

provides a basis of $C_{w, \widetilde{w} ; k}$ which depends continuously on $(w, \widetilde{w}) \in W \times \widetilde{W}^{14}$. By an abuse of notation, we may replace $\mathbf{c}_{w, \widetilde{w}}^{\ell}$ by $\pi_{w, \widetilde{w} ; k}\left(\mathbf{c}_{w, \widetilde{w}}^{\ell}\right)$ for $\ell=D_{k}+1, \ldots, N_{\mathcal{Z}}$. Then,

$$
C_{w, \widetilde{w} ; k}=\operatorname{span}\left\{\mathbf{c}_{w, \widetilde{w}}^{D_{k}+1}, \ldots, \mathbf{c}_{w, \widetilde{w}}^{D}\right\}
$$

Therefore, we have arranged $(2)_{k^{-}}-(5)_{k}$, and the proof is complete.
We now have all ingredients for establishing the main result of this section.
Proof of Theorem 5.14. We fix the basis $\left\{\mathbf{c}_{w, \widetilde{w}}^{\ell}: 1 \leqslant \ell \leqslant D\right\}$ of $\mathbb{C}^{N_{\mathcal{Z}}}$ constructed in the above lemma. Let $(w, \widetilde{w}) \in W \times \widetilde{W}^{14}$ and let $\left(f, u_{0}, u_{1}\right) \in D^{13, \alpha}(\Omega ; E)$. For $\mathbf{c} \in \mathbb{C}^{N_{\mathcal{Z}}}$, we denote by $u^{\mathbf{c}} \in \bar{H}_{\mathrm{b}}^{14, r_{0}}(\Omega ; E)$ the solution of the Cauchy problem (5.35). We first find $\mathbf{c} \in \mathbb{C}^{N \mathcal{Z}}$ for which $u^{\mathbf{c}} \in \bar{H}_{\mathrm{b}}^{10, \alpha}(\Omega ; E)$ is exponentially decaying; by part (6) of the previous lemma, this $\mathbf{c}$ is unique if the map (5.33) is bijective. In order to do so, we will inductively choose $\mathbf{c}_{k}^{\prime} \in C_{w, \widetilde{w} ; k}^{\prime}$ such that, for $\mathbf{c}_{k}:=\sum_{j=1}^{k} \mathbf{c}_{j}^{\prime}$, we have $u^{\mathbf{c}_{k}} \in \bar{H}_{\mathrm{b}}^{14-s_{k}, r_{k}}(\Omega ; E)$. Suppose we have already chosen $\mathbf{c}_{m}^{\prime}, m \leqslant k-1$ (with $1 \leqslant k \leqslant N$ ), with this property. Then, writing $z_{k-1}=z_{w, \tilde{w}}^{\mathbf{c}_{k-1}}$, the element $\mathbf{c}_{k}^{\prime}$ is determined by the equation

$$
\lambda_{\mathrm{IVP}}\left(\left(f, u_{0}, u_{1}\right)+z_{k-1}-\left(\tilde{L}_{w, \tilde{w}}, \gamma_{0}\right) u^{\mathbf{c}_{k-1}}+z_{w, \tilde{w}}^{\mathbf{c}_{k}^{\prime}}-\left(\tilde{L}_{w, \widetilde{w}}, \gamma_{0}\right) u_{w, \widetilde{w}}^{\mathbf{c}_{k}^{\prime}}\right)=0 \in \mathcal{L}\left(R_{w ; k}^{*}, \overline{\mathbb{C}}\right)
$$

The fact that $\lambda_{\text {IVP }}$ does map the argument into $\mathcal{L}\left(R_{w ; k}^{*}, \overline{\mathbb{C}}\right)$ uses the inductive assumption $u^{\mathbf{c}_{k-1}} \in H_{\mathrm{b}}^{14-s_{k-1}, r_{k-1}}(\Omega ; E)$. This equation, rewritten as

$$
\lambda_{w, \widetilde{w} ; k}\left(\mathbf{c}_{k}^{\prime}\right)=-\lambda_{\operatorname{IVP}}\left(\left(f, u_{0}, u_{1}\right)+z_{k-1}-\left(\tilde{L}_{w, \widetilde{w}}, \gamma_{0}\right) u^{z_{k-1}}\right) \in \mathcal{L}\left(R_{w ; k}^{*}, \overline{\mathbb{C}}\right)
$$

has a unique solution $\mathbf{c}_{k}^{\prime} \in \mathcal{Z}_{w, \widetilde{w} ; k}^{\prime}$, by part (5) of the previous lemma, finishing the inductive step and thus the construction of $\mathbf{c}:=\mathbf{c}_{N}$.

Since we are assuming that $\widetilde{w}$ is uniformly bounded in $\widetilde{W}^{14}$, an inspection of the argument implies that the norm of $\mathbf{c}$ in $\mathbb{C}^{N_{\mathcal{Z}}}$ is bounded by $\left\|\left(f, u_{0}, u_{1}\right)\right\|_{D^{13, \alpha}}$, proving the estimate (5.36), and the solution $u=u^{\mathbf{c}}$ of the Cauchy problem (5.35) satisfies the estimate

$$
\|u\|_{10, \alpha} \lesssim\left\|\left(f, u_{0}, u_{1}\right)\right\|_{13, \alpha}
$$

To obtain a tame estimate for higher Sobolev norms of $u$, we use Proposition 5.19 (3), which gives

$$
\|u\|_{s, \alpha} \lesssim\left\|\left(f, u_{0}, u_{1}\right)\right\|_{s+3, \alpha}+\left(1+\|\widetilde{w}\|_{s+4}\right)\left\|\left(f, u_{0}, u_{1}\right)\right\|_{13, \alpha}
$$

for $s \geqslant 10$, proving (5.37).
Lastly, we prove the continuity of the solution map $S$, defined in (5.34); this follows by the usual argument, noting that, for $d_{j}=\left(f_{j}, u_{j, 0}, u_{j, 1}\right),\left(w_{j}, \widetilde{w}_{j}\right) \in W \times \widetilde{W}^{\infty},\left(\mathbf{c}_{j}, u_{j}\right)=$ $S\left(w_{j}, \widetilde{w}_{j}, d_{j}\right)$ and $z_{j}=z_{w_{j}, \widetilde{w}_{j}}^{\mathbf{c}_{j}}$ for $j=1,2$, we have

$$
u_{1}-u_{2}=S\left(w_{1}, \widetilde{w}_{1}, d_{1}-d_{2}+z_{1}-z_{2}-\left(L_{w_{1}, \widetilde{w}_{1}}-L_{w_{2}, \widetilde{w}_{2}}, 0\right)\left(u_{2}\right)\right)
$$

which implies the continuity in view of our estimates on $S\left(w_{1}, \widetilde{w}_{1}, \cdot\right)$. This finishes the proof of Theorem 5.14.

## 6. Computation of the explicit form of geometric operators

In the following four sections of the paper, we will only consider natural linear operators related to the fixed Schwarzschild-de Sitter metric $g_{b_{0}}$; hence, we drop the subscript $b_{0}$ from now on, so

$$
\begin{gather*}
g \equiv g_{b_{0}}, \quad M_{\bullet} \equiv M_{\bullet 0}, \quad r_{ \pm} \equiv r_{b_{0}, \pm} \\
\mathcal{R} \equiv \mathcal{R}_{b_{0}}, \quad \mathcal{L} \equiv \mathcal{L}_{b_{0}}, \quad \beta_{ \pm, 0} \equiv \beta_{b_{0}, \pm, 0}, \quad \beta_{ \pm} \equiv \beta_{b_{0}, \pm} \tag{6.1}
\end{gather*}
$$

where we recall the radial point quantities (3.27).

### 6.1. Warped product metrics

We start by considering a general metric

$$
g=q^{2} d t^{2}-h, \quad q=q(x), \quad h=h(x, d x)
$$

on a manifold $\mathcal{M}=\mathbb{R}_{t} \times \mathcal{X}_{x}$ of arbitrary dimension $\geqslant 2$. It is natural to define

$$
e_{0}:=q^{-1} \partial_{t} \quad \text { and } \quad e^{0}:=q d t
$$

Setting $\Omega:=\log q$, we compute, for $v \in \mathcal{C}^{\infty}(\mathcal{M}, T \mathcal{X})$ and $w \in \mathcal{C}^{\infty}\left(\mathcal{M}, T^{*} \mathcal{X}\right)$,

$$
\begin{equation*}
\nabla_{e_{0}} e^{0}=-d \Omega, \quad \nabla_{e_{0}} w=e_{0} w-w\left(\nabla^{h} \Omega\right) e^{0}, \quad \nabla_{v} e^{0}=0, \quad \nabla_{v} w=\nabla_{v}^{h} w \tag{6.2}
\end{equation*}
$$

where $\nabla^{h}$ denotes the Levi-Civita connection of the metric $h$, so in particular $\nabla^{h} \Omega$ is the gradient of $\Omega$ with respect to $h$. We define decompositions of the bundles $T^{*} \mathcal{M}$ and $S^{2} T^{*} \mathcal{M}$ adapted to the form of the metric, separating the normal (' $N$ ') and the tangential (' $T$ ') components: we let

$$
\begin{equation*}
T^{*} \mathcal{M}=W_{N} \oplus W_{T} \quad \text { and } \quad S^{2} T^{*} \mathcal{M}=V_{N N} \oplus V_{N T} \oplus V_{T T} \tag{6.3}
\end{equation*}
$$

where

$$
\begin{gathered}
W_{N}=\left\langle e^{0}\right\rangle, \quad W_{T}=T^{*} \mathcal{X}, \\
V_{N N}=\left\langle e^{0} e^{0}\right\rangle, \quad V_{N T}=\left\{2 e^{0} w: w \in W_{T}\right\}, \quad V_{T T}=S^{2} T^{*} \mathcal{X}
\end{gathered}
$$

where we write $\xi \eta \equiv \xi \cdot \eta=\frac{1}{2}(\xi \otimes \eta+\eta \otimes \xi)$ for the symmetrized product. We trivialize $W_{N} \cong$ $\mathcal{M} \times \mathbb{R}$ via the section $e^{0}, V_{N N} \cong \mathcal{M} \times \mathbb{R}$ via $e^{0} e^{0}$, and we moreover identify $V_{N T} \cong W_{T}$ by means of $W_{T} \ni w \mapsto 2 e^{0} w \in V_{N T}$. One then easily computes the form of the operators $\delta_{g}$ (divergence), $\delta_{g}^{*}$ (symmetric gradient, formal adjoint of $\delta_{g}$ ), and $\mathrm{G}_{g}$; see (2.4).

Lemma 6.1. In the bundle splittings (6.3), we have

$$
\delta_{g}^{*}=\left(\begin{array}{cc}
e_{0} & -\nabla^{h} \Omega \\
\frac{1}{2} q d_{\mathcal{X}} q^{-1} & \frac{1}{2} e_{0} \\
0 & \delta_{h}^{*}
\end{array}\right), \quad \delta_{g}=\left(\begin{array}{ccc}
-e_{0} & -q^{-2} \delta_{h} q^{2} & 0 \\
\left(d_{\mathcal{X}} \Omega\right) & -e_{0} & -q^{-1} \delta_{h} q
\end{array}\right)
$$

and

$$
\mathrm{G}_{g}=\left(\begin{array}{ccc}
\frac{1}{2} & 0 & \frac{1}{2} \operatorname{tr}_{h} \\
0 & 1 & 0 \\
\frac{1}{2} h & 0 & 1-\frac{1}{2} h \operatorname{tr}_{h}
\end{array}\right)
$$

Since we need it for computations of gauge modifications, we also note that

$$
2 \delta_{g} \mathrm{G}_{g}=\left(\begin{array}{ccc}
-e_{0} & -2 q^{-2} \delta_{h} q^{2} & -e_{0} \operatorname{tr}_{h}  \tag{6.4}\\
q^{-2} d_{\mathcal{X}} q^{2} & -2 e_{0} & -2 q^{-1} \delta_{h} q-d_{\mathcal{X}} \operatorname{tr}_{h}
\end{array}\right)
$$

### 6.2. Spatial warped product metrics

Next, we specialize to the case $\mathcal{X}=I_{r} \times S$, where $I \subset \mathbb{R}$ is an open interval, $S$ is an $\not \subset$ dimensional Riemannian manifold, $\not \subset \in \mathbb{N}_{0}$, and the spatial metric $h$ is of the form

$$
h=q^{-2} d r^{2}+r^{2} \not g, \quad q=q(r)
$$

where $\phi g=\phi(y, d y)$ is a Riemannian metric on $S$. All operators with a slash are those induced by $\phi$ and its Levi-Civita connection $\not \subset$. We write

$$
e_{1}:=q \partial_{r} \quad \text { and } \quad e^{1}:=q^{-1} d r
$$

Then, for $v \in \mathcal{C}^{\infty}(\mathcal{X}, T S)$ and $w \in \mathcal{C}^{\infty}\left(\mathcal{X}, T^{*} S\right)$, we compute

$$
\begin{equation*}
\nabla_{e_{1}}^{h} e^{1}=0, \quad \nabla_{e_{1}}^{h} w=e_{1} w-q r^{-1} w, \quad \nabla_{v}^{h} e^{1}=r q i_{v} \phi, \quad \nabla_{v}^{h} w=\nabla_{v} w-q r^{-1} w(v) e^{1} \tag{6.5}
\end{equation*}
$$

where we extend $\phi$ to a bilinear form on $T \mathcal{X}$ by declaring $\phi\left(v, e_{1}\right)=0$ for all $v \in T \mathcal{X}$. If we let

$$
\begin{equation*}
T^{*} \mathcal{X}=W_{T N} \oplus W_{T T} \quad \text { and } \quad S^{2} T^{*} \mathcal{X}=V_{T N N} \oplus V_{T N T} \oplus V_{T T T} \tag{6.6}
\end{equation*}
$$

where

$$
\begin{gathered}
W_{T N}=\left\langle e^{1}\right\rangle, \quad W_{T T}=T^{*} S, \\
V_{T N N}=\left\langle e^{1} e^{1}\right\rangle, \quad V_{T N T}=\left\{2 e^{1} w: w \in W_{T T}\right\}, \quad V_{T T T}=S^{2} T^{*} S
\end{gathered}
$$

As before, we trivialize $W_{T N}$ (resp. $V_{T T N}$ ) via $e^{1}$ (resp. $e^{1} e^{1}$ ), and identify $W_{T T} \cong V_{T N T}$ via $w \mapsto 2 e^{1} w$. (If $\operatorname{dim} S=0$, then $W_{T T}, V_{T N T}$ and $V_{T T T}$ are trivial, i.e. have rank zero.) Then one easily checks the following.

Lemma 6.2. In the bundle splittings (6.6), we have

$$
\left.d_{\mathcal{X}}=\binom{e_{1}}{\not \not \subset}, \quad \delta_{h}=\left(-r^{-h} e_{1} r^{\not h} \quad r^{-2} \not\right)^{2}\right),
$$

with $\phi$ here being the co-differential $\mathcal{C}^{\infty}\left(\mathcal{X}, T^{*} \mathcal{X}\right) \rightarrow \mathcal{C}^{\infty}(\mathcal{X})$, and hence

$$
d_{\mathcal{X}} \Omega=\binom{q^{\prime}}{0}, \quad \nabla^{h} \Omega=\left(\begin{array}{ll}
q^{\prime} & 0
\end{array}\right) \in \operatorname{Hom}\left(T^{*} \mathcal{X}, \mathbb{R}\right) .
$$

Moreover,

$$
h=\left(\begin{array}{c}
1 \\
0 \\
r^{2} \not g
\end{array}\right), \quad \operatorname{tr}_{h}=\left(\begin{array}{lll}
1 & 0 & r^{-2} \mathrm{t} / r
\end{array}\right) \in \operatorname{Hom}\left(S^{2} T^{*} \mathcal{X}, \mathbb{R}\right),
$$

and

$$
\delta_{h}^{*}=\left(\begin{array}{cc}
e_{1} & 0  \tag{6.7}\\
\frac{1}{2} \not d & \frac{1}{2} r^{2} e_{1} r^{-2} \\
r q \phi & \phi^{*}
\end{array}\right), \quad \delta_{h}=\left(\begin{array}{ccc}
-r^{-\not h} e_{1} r^{\not h} & r^{-2} \phi & r^{-3} q t / r \\
0 & -r^{-\not h} e_{1} r^{\not h} & r^{-2} \not{ }^{2}
\end{array}\right) .
$$

Putting the two decompositions (6.3) and (6.6) together, we have

$$
\begin{align*}
T^{*} \mathcal{M} & =W_{N} \oplus W_{T N} \oplus W_{T T},  \tag{6.8}\\
S^{2} T^{*} \mathcal{M} & =V_{N N} \oplus\left(V_{N T N} \oplus V_{N T T}\right) \oplus\left(V_{T N N} \oplus V_{T N T} \oplus V_{T T T}\right),
\end{align*}
$$

where we wrote

$$
V_{N T}=V_{N T N} \oplus V_{N T T},
$$

by means of the identification $V_{N T} \cong W_{T}=W_{T N} \oplus W_{T T}$, i.e. $V_{N T N}$ and $V_{N T T}$ are the preimages of $W_{T N}$ and $W_{T T}$, respectively, under this isomorphism. Thus, we trivialize $W_{N}$ via $e^{0}$ and $W_{T N}$ via $e^{1}$, further $V_{N N}$ via $e^{0} e^{0}$ and $V_{N T N}$ via $2 e^{0} e^{1}$, as well as $V_{T N N}$ via $e^{1} e^{1}$, and identify

$$
\begin{aligned}
& T^{*} S \xrightarrow{\cong} V_{N T T}, \quad T^{*} S \xrightarrow{\cong} V_{T N T}, \quad S^{2} T^{*} S \cong V_{T T T} . \\
& w \longmapsto 2 e^{0} w, \quad w \longmapsto 2 e^{1} w,
\end{aligned}
$$

### 6.3. Specialization to the Schwarzschild-de Sitter metric

Now, we specialize to the Schwarzschild-de Sitter metric, for which $S=\mathbb{S}^{2}$ is equipped with the round metric, and

$$
q^{2}=1-\frac{2 M}{r}-\frac{\Lambda r^{2}}{3}=\mu
$$

where $\mu=\mu_{b_{0}}$ was defined in (3.4). We compute the subprincipal operator

$$
S_{\mathrm{sub}}\left(\square_{g}\right)=-i \nabla_{H_{G}}^{\pi^{*} T^{*} \mathcal{M}}
$$

at the trapped set $\Gamma$ defined in (3.30), where $\pi: T^{*} \mathcal{M} \rightarrow \mathcal{M}$ is the projection and $\nabla^{\pi^{*} T^{*} \mathcal{M}}$ is the pull-back connection induced by the Levi-Civita connection on $\mathcal{M}$; see $[72, \S 3.3$ and $\S 4]$ for details. We can compute the form of this in the (partial) trivialization (6.8) of the bundle $T^{*} \mathcal{M}$ using (3.32), (6.2) and (6.5), with the coordinates on $T^{*} \mathcal{M}$ given by

$$
\begin{equation*}
-\sigma d t+\xi d r+\eta, \quad \eta \in T^{*} \mathbb{S}^{2} \tag{6.9}
\end{equation*}
$$

as in (3.29); so we have $\sigma_{1}\left(2 q^{\prime} e_{0}\right)=-2 i r^{-1} \sigma$ at $r=r_{P}$, and hence

$$
\begin{array}{r}
S_{\text {sub }}\left(\square_{g}\right)=-2 \mu^{-1} \sigma D_{t}+i r^{-2}\left(\begin{array}{ccc}
H_{|\eta|^{2}} & 0 & 0 \\
0 & H_{|\eta|^{2}} & 0 \\
0 & 0 & \nabla_{H_{|\eta|^{2}}}^{\pi_{\mathrm{s}}^{*} T^{*} \mathbb{S}^{2}}
\end{array}\right)  \tag{6.10}\\
+i\left(\begin{array}{ccc}
0 & -2 r^{-1} \sigma & 0 \\
-2 r^{-1} \sigma & 0 & -2 q r^{-3} i_{\eta} \\
0 & 2 q r^{-1} \eta & 0
\end{array}\right)
\end{array}
$$

at $\Gamma$, where $\pi_{\mathbb{S}^{2}}: \mathcal{M} \rightarrow \mathbb{S}^{2}$ is the projection map $(t, r, \omega) \mapsto \omega$, and $\nabla^{\pi_{\mathbb{S}^{2}}^{*} T^{*} \mathbb{S}^{2}}$ is the pull-back connection on $\pi_{\mathbb{S}^{2}}^{*} T^{*} \mathbb{S}^{2}$ induced by the Levi-Civita connection on $\mathbb{S}^{2}$. For the details of this calculation, we refer the reader to [72, Proposition 4.7]. $\left(^{8}\right)$

In order to compute regularity thresholds at the radial set $\mathcal{R}$, we will also need to compute the subprincipal operator of $\square_{g}$, acting on symmetric 2-tensors, at $\mathcal{R}$; up to a
 To simplify our calculations, we use the change of coordinates

$$
t_{0}:=t-F, \quad F^{\prime}= \pm \mu^{-1}
$$

near $r=r_{ \pm}$, so $\partial_{t}=\partial_{t_{0}}$ and $d t_{0}=q^{-1} e^{0} \mp q^{-1} e^{1}$; this change of coordinates amounts to taking $c_{b_{0}, \pm} \equiv 0$ in (3.6); see also the related discussion in §3.4. Furthermore, writing covectors as

$$
\begin{equation*}
-\sigma d t_{0}+\xi d r+\eta, \quad \eta \in T^{*} \mathbb{S}^{2} \tag{6.11}
\end{equation*}
$$

the dual metric function is $G=\mp 2 \sigma \xi-\mu \xi^{2}-r^{-2}|\eta|^{2}$. Hence, at the conormal bundle of the horizon at $r=r_{ \pm}$, given in coordinates by

$$
\begin{equation*}
\mathcal{L}_{ \pm}=\left\{\left(t_{0}, r_{ \pm}, \omega ; 0, \xi, 0\right) \in \Sigma\right\} \tag{6.12}
\end{equation*}
$$

the Hamilton vector field is $H_{G}= \pm 2 \xi \partial_{t_{0}}+\mu^{\prime} \xi^{2} \partial_{\xi}-2 \mu \xi \partial_{r}$. Here we kept only those terms which are not the product of a smooth function vanishing at $\mathcal{L}_{ \pm}$with a vector field tangent to $\mathcal{L}_{ \pm}$. Now, $\partial_{t_{0}}=\partial_{t}=q e_{0}$; using (6.2), (6.5) and Lemma 6.2, we find

$$
\begin{aligned}
\nabla_{e_{0}}^{\pi^{*} T^{*} M^{\circ}}\left(u e^{0}\right) & =\left(e_{0} u\right) e^{0}-q^{\prime} u e^{1} \\
\nabla_{e_{0}}^{\pi^{*} T^{*} M^{\circ}}\left(u e^{1}\right) & =\left(e_{0} u\right) e^{1}-q^{\prime} u e^{0} \\
\nabla_{e_{0}}^{\pi^{*} T^{*} M^{\circ}}(w) & =e_{0} w
\end{aligned}
$$

where $w \in \mathcal{C}^{\infty}\left(T^{*} M^{\circ}, \pi^{*} T^{*} \mathbb{S}^{2}\right)$ in the last line; therefore, in the static splitting (6.8) of $T^{*} M^{\circ}$, we have

$$
\nabla_{\partial_{t_{0}}}^{\pi^{*} T^{*} M^{\circ}}=\left(\begin{array}{ccc}
\partial_{t} & -\frac{1}{2} \mu^{\prime} & 0 \\
-\frac{1}{2} \mu^{\prime} & \partial_{t} & 0 \\
0 & 0 & \partial_{t}
\end{array}\right)
$$

Since the partial frame used to define the splitting (6.8) ceases to be smooth at $r=r_{ \pm}$, we use, near $r=r_{ \pm}$, the smooth splitting

$$
\begin{equation*}
u=\tilde{u}_{N} d t_{0}+\tilde{u}_{T N} d r+\tilde{u}_{T T} \tag{6.13}
\end{equation*}
$$

$\left({ }^{8}\right)$ Our $\sigma$ differs from the $\sigma$ in [72] by a sign.
for smooth sections $u$ of the bundle $\pi^{*} T^{*} M^{\circ} \rightarrow T^{*} M^{\circ}$ near $r=r_{ \pm}$, with $\tilde{u}_{N}$ and $\tilde{u}_{T N}$ being smooth functions on $T^{*} M^{\circ}$ near $r_{ \pm}$, and $\tilde{u}_{T T}$ a smooth section of $\pi^{*} T^{*} \mathbb{S}^{2} \rightarrow T^{*} M^{\circ}$. We have

$$
u=u_{N} e^{0}+u_{T N} e^{1}+u_{T T}
$$

with

$$
\left(\begin{array}{c}
u_{N} \\
u_{T N} \\
u_{T T}
\end{array}\right)=\mathscr{C}_{ \pm}^{[1]}\left(\begin{array}{c}
\tilde{u}_{N} \\
\tilde{u}_{T N} \\
\tilde{u}_{T T}
\end{array}\right), \quad \mathscr{C}_{ \pm}^{[1]}=\left(\begin{array}{ccc}
q^{-1} & 0 & 0 \\
\mp q^{-1} & q & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

 is given by

$$
\nabla_{\partial_{t_{0}}}^{\pi^{*} T^{*} M^{\circ}}=\left(\mathscr{C}_{ \pm}^{[1]}\right)^{-1}\left(\begin{array}{ccc}
\partial_{t} & -\frac{1}{2} \mu^{\prime} & 0  \tag{6.14}\\
-\frac{1}{2} \mu^{\prime} & \partial_{t} & 0 \\
0 & 0 & \partial_{t}
\end{array}\right) \mathscr{C}_{ \pm}^{[1]}=\left(\begin{array}{ccc}
\partial_{t_{0}} \pm \frac{1}{2} \mu^{\prime} & 0 & 0 \\
0 & \partial_{t_{0}} \mp \frac{1}{2} \mu^{\prime} & 0 \\
0 & 0 & \partial_{t_{0}}
\end{array}\right)
$$

We therefore have

$$
\nabla_{H_{G}}^{\pi^{*} T^{*} M^{\circ}}= \pm 2 \xi \partial_{t_{0}} \mp 2 \varkappa_{ \pm} \xi^{2} \partial_{\xi}-2 \mu \xi \partial_{r} \pm 2 \varkappa_{ \pm} \xi\left(\begin{array}{ccc}
-1 & 0 & 0  \tag{6.15}\\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

at $\mathcal{L}_{ \pm}$, where we use the surface gravities

$$
\varkappa_{ \pm}=\mp \frac{1}{2} \mu^{\prime}\left(r_{ \pm}\right)>0
$$

of the horizons, $\varkappa_{ \pm}=\beta_{ \pm}^{-1}$ with $\beta_{ \pm}$as in (6.1). Note that the order-zero terms of $\nabla_{\partial r}^{\pi^{*} T^{*} M^{\circ}}$ do not contribute at $\mathcal{L}_{ \pm}$, due to the extra factor of $\mu$; the $\partial_{r}$-derivative is needed to calculate the skew-adjoint part of $\nabla_{H_{G}}^{\pi^{*} T^{*} M^{\circ}}$ in $\S 9.1$.

The smooth splitting of sections $u$ of $\pi^{*} S^{2} T^{*} M^{\circ} \rightarrow T^{*} M^{\circ}$ induced by (6.13) is, analogously to (6.8),

$$
\begin{equation*}
u=\tilde{u}_{N N} d t_{0}^{2}+2 \tilde{u}_{N T N} d t_{0} d r+2 d t_{0} \tilde{u}_{N T T}+\tilde{u}_{T N N} d r^{2}+2 d r \tilde{u}_{T N T}+\tilde{u}_{T T T} \tag{6.16}
\end{equation*}
$$

where $\tilde{u}_{N N}, \tilde{u}_{N T N}$ and $\tilde{u}_{T N N}$ are functions on $T^{*} M^{\circ}, \tilde{u}_{N T T}$ and $\tilde{u}_{T N T}$ are sections of $\pi^{*} T^{*} \mathbb{S}^{2} \rightarrow T^{*} M^{\circ}$, and $\tilde{u}_{T T T}$ is a section of $\pi^{*} S^{2} T^{*} \mathbb{S}^{2} \rightarrow T^{*} M^{\circ}$. The change of frame from this partial frame to the partial frame used in (6.8) is given by $\mathscr{C}_{ \pm}^{[1]}$ lifted to symmetric 2-tensors, i.e. by

$$
\left(\begin{array}{c}
u_{N N} \\
u_{N T N} \\
u_{N T T} \\
u_{T N N} \\
u_{T N T} \\
u_{T T T}
\end{array}\right)=\mathscr{C}_{ \pm}^{(2)}\left(\begin{array}{c}
\tilde{u}_{N N} \\
\tilde{u}_{N T N} \\
\tilde{u}_{N T T} \\
\tilde{u}_{T N N} \\
\tilde{u}_{T N T} \\
\tilde{u}_{T T T}
\end{array}\right), \quad \mathscr{C}_{ \pm}^{(2)}=\left(\begin{array}{cccccc}
q^{-2} & 0 & 0 & 0 & 0 & 0 \\
\mp q^{-2} & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & q^{-1} & 0 & 0 & 0 \\
q^{-2} & \mp 2 & 0 & q^{2} & 0 & 0 \\
0 & 0 & \mp q^{-1} & 0 & q & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right) ;
$$

changing the frame in the other direction uses the inverse matrix

$$
\left(\mathscr{C}_{ \pm}^{(2)}\right)^{-1}=\left(\begin{array}{cccccc}
q^{2} & 0 & 0 & 0 & 0 & 0  \tag{6.17}\\
\pm 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & q & 0 & 0 & 0 \\
q^{-2} & \pm 2 q^{-2} & 0 & q^{-2} & 0 & 0 \\
0 & 0 & \pm q^{-1} & 0 & q^{-1} & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

Computing the second symmetric tensor power of the operator (6.15) in the splitting (6.16), we find
at $\mathcal{L}_{ \pm}$, and thus at $\mathcal{R}_{ \pm}$as a b-differential operator, writing $\partial_{t_{0}}=-\tau_{0} \partial_{\tau_{0}}$ for the boundary defining function $\tau_{0}=e^{-t_{0}}$ of $M$.

## 7. Mode stability for the Einstein equation (UEMS)

In this section, we prove Theorem 4.1. $\left({ }^{9}\right)$ We recall the mode stability results on Schwarzschild-de Sitter space from previous physics works by Ishibashi, Kodama and Seto [93], [92], [86]. These are not stated in the form we need them, but it is easy to put them into the required form.

These works rely on a decomposition of tensors into scalar and vector parts, as discussed in [93]; we restrict our discussion here to the case of interest in the present paper, namely we work in three spatial dimensions, so the spherical metric is the round metric on $\mathbb{S}^{2}$, corresponding to taking $n=2$ in [92]. (For higher-dimensional spheres there would be a tensor part as well.) In brief, if $h$ is a (generalized) mode solution of the linearized Einstein equation (4.3), we shall expand $h$ into spherical harmonics; since $h$ is a symmetric 2 -tensor, this can be accomplished by means of the formulas (7.2)

[^3]and (7.5) (for scalar perturbations), and (7.4) (for vector perturbations) below. Now, the Schwarzschild-de Sitter metric is rotationally invariant, hence so is the linearized Einstein equation; therefore, each spherical harmonic component by itself solves the linearized Einstein equation. The calculations in the rest of the section analyze each of these components and show that each is a sum of a pure gauge term and a linearized Kerr-de Sitter metric.

Let us describe this in more detail. First, one considers a decomposition of tensors into aspherical $(d r, d t)$, mixed and spherical parts. Then scalar perturbations arise from non-constant scalar eigenfunctions of the (negative) spherical Laplacian $\Delta$ on $\mathbb{S}^{2}$,

$$
\begin{equation*}
\left(\Delta+k^{2}\right) \mathbf{S}=0, \quad k>0 \tag{7.1}
\end{equation*}
$$

via considering $\not\left\langle\mathbf{S}\right.$ as well as $\phi^{*} \phi \mathbf{S}$ and $\mathbf{S} \nmid g$, namely

$$
\begin{equation*}
h=\tilde{f} \mathbf{S}-\frac{2 r}{k}\left(f \otimes_{s} \phi \mathbf{S}\right)+2 r^{2}\left(H_{L} \mathbf{S} g \phi+H_{T}\left(\frac{1}{k^{2}} \phi^{*} d t+\frac{1}{2} g\right) \mathbf{S}\right) \tag{7.2}
\end{equation*}
$$

where $\tilde{f}$ is valued in aspherical 2-tensors, $f$ in aspherical 1-forms, and $H_{L}$ and $H_{T}$ are functions, all independent of the spherical variables; see [92, equation (2•4)], or [93, §3] in a more general setting.

On the other hand, vector perturbations arise from eigen-1-forms of the (negative) tensor Laplacian $\Delta$,

$$
\begin{equation*}
\left(\Delta+k^{2}\right) \mathbf{V}=0, \quad \phi \mathbf{V}=0 \tag{7.3}
\end{equation*}
$$

via considering $\phi^{*} \mathbf{V}$, namely

$$
\begin{equation*}
h=2 r\left(f \otimes_{s} \mathbf{V}\right)-\frac{2}{k} r^{2} H_{T} \phi^{*} \mathbf{V} \tag{7.4}
\end{equation*}
$$

where $f$ is an aspherical 1-form and $H_{T}$ is a function, all independent of the spherical variables; see $[92, \S 5.2]$ or [93, equation (29)].

Together with the rotationally invariant $(k=0)$ scalar case, when there is only

$$
\begin{equation*}
h=\tilde{f} \mathbf{S}+2 r^{2} H_{L} \mathbf{S} \not g, \quad \mathbf{S} \equiv 1 \tag{7.5}
\end{equation*}
$$

(7.2) and (7.4) give a Hilbert basis of the $L^{2}$ space of 2-tensors on Schwarzschild-de Sitter space. Indeed, this decomposition is a consequence of the well-known scalar-vector-tensor decomposition on $\mathbb{S}^{2}$, after tensoring the latter with the $L^{2}$ space in the non-spherical variables $\left(t_{*}, r\right)$. We briefly recall the decomposition on $\mathbb{S}^{2}$ : aspherical 2-tensors are captured by $\tilde{f} \mathbf{S}$ in (7.2) and (7.5); next, the Helmholtz decomposition of 1-forms on $\mathbb{S}^{2}$, together with the fact that $\left(\Delta+k^{2}\right)$ preserves the divergence-free condition in (7.3), show
that the $f \otimes_{s} d \mathbf{S}$ and $f \otimes_{s} \mathbf{V}$ terms in (7.2) and (7.4) capture all symmetric products of aspherical 1-forms with spherical 1-forms. Spherical pure trace tensors are described by $H_{L} \mathbf{S} \not g$ in (7.2) and (7.5). Lastly, the space of traceless tensors on $\mathbb{S}^{2}$ can be decomposed into an orthogonal sum of the space of traceless and divergence-free tensors, and the space of tensors of the form $\left(\phi^{*}+\frac{1}{2} \phi \phi\right) W$ (the operator here is the adjoint of $\phi$ acting on tracefree symmetric 2-tensors), with $W$ a 1 -form on $\mathbb{S}^{2}$. Now on $\mathbb{S}^{2}$, there are no non-trivial traceless and divergence-free 2-tensors (see for example [69, §III] for a proof), and the Helmholtz decomposition for $W$ then yields the last terms in (7.2) and (7.4), respectively.

One also considers possible gauge changes. In the scalar case, these correspond to 1-forms

$$
\begin{equation*}
\xi=T \mathbf{S}+r L \not d \mathbf{S} \tag{7.6}
\end{equation*}
$$

where $T$ is an aspherical 1-form, $L$ is a function, both independent of the spherical variables, and $\mathbf{S}$ is as in (7.1); see [93, equation (47)]. In the vector case, they are

$$
\xi=r L \mathbf{V}
$$

where $L$ is a function, independent of the spherical variables, with $\mathbf{V}$ as in (7.3); see [93, equation (31)].

It is convenient to also introduce the angular momentum variable, which is related to $k$ by

$$
k^{2}=l(l+1), \quad l \in \mathbb{N}_{0}
$$

in the scalar case, and

$$
k^{2}=l(l+1)-1, \quad l \in \mathbb{N}_{+},
$$

in the vector case.

### 7.1. Perturbations with $l \geqslant 2$

There are special cases corresponding to $l=0,1$ in the scalar case and $l=1$ in the vector case, which we discuss below, so we first consider $l \geqslant 2$. Then [92] and [86] show that certain gauge-invariant quantities constructed in [93] necessarily vanish for any (temporal, i.e. with fixed frequency $\sigma$ in $t$ ) mode solution of the linearized ungauged Einstein equation (linearized at Schwarzschild-de Sitter) with $\operatorname{Im} \sigma \geqslant 0$ (in our notation). In the scalar case, for $h$ as in (7.2), introducing

$$
\mathbf{X}=\frac{r}{k}\left(f+\frac{r}{k} d H_{T}\right)
$$

these quantities are

$$
\begin{equation*}
F=H_{L}+\frac{1}{2} H_{T}+\frac{1}{r} G(d r, \mathbf{X}), \quad \tilde{f}=\tilde{f}+2 \delta_{g_{\mathrm{AS}}}^{*} \mathbf{X} \tag{7.7}
\end{equation*}
$$

where

$$
g_{\mathrm{AS}}=q^{2} d t^{2}-q^{-2} d r^{2}
$$

is the aspherical part of the metric; see [92, equations (2.7a)-(2.8)] or [93, equations (57)(59)]. By (6.7), we have $\delta_{g_{\mathrm{AS}}}^{*} \mathbf{X}=\delta_{g}^{*} \mathbf{X}-r G(\mathbf{X}, d r) g$. Now, if $F=0$ and $\tilde{f}=0$, then $h$ can be written as

$$
h=\delta_{g}^{*}\left(-2 \mathbf{X S}+2 \frac{r^{2}}{k^{2}} H_{T} \phi \mathbf{S}\right),
$$

where we use Lemma 6.2 to compute $\delta_{g}^{*}\left(r^{2} \not \mathbf{S} \mathbf{S}\right)=r^{2} \ddot{\phi}^{*} \not d \mathbf{S}$; therefore, the mode $h$ is a pure gauge mode.

In the vector case, with $h$ given by (7.4), the gauge invariant quantity is

$$
\begin{equation*}
F=f+\frac{r}{k} d H_{T} \tag{7.8}
\end{equation*}
$$

see [92, equation (5•10)] or [93, equation (33)], and if it vanishes, then

$$
h=-\frac{2}{k} \delta_{g}^{*}\left(r^{2} H_{T} \mathbf{V}\right)
$$

so again the mode is a pure gauge mode.
We remark that both in the scalar and the vector cases, the gauge 1-form is also a temporal mode 1-form, with the same frequency $\sigma$ as $h$.

Note that one in fact has a more precise result here: the gauge 1-forms are well behaved even on the extension of the spacetime across the horizons. This is due to the fact that the vanishing of the gauge invariant quantities, constructed from a scalar or vector perturbation satisfying the linearized Einstein equation, follows by reducing to a 'master equation' satisfied by a 'master variable' $\Phi$. For the precise definition of $\Phi$, we refer the reader to $[92, \S 3]$ (and $[92, \S 4]$ for the discussion of stationary perturbations, i.e. $\sigma=0$ ); here, we merely remark that $\Phi$ is a suitable linear combination (with $r$-dependent coefficients) of components of $F$ and $\tilde{f}$ in the scalar case, and $F$ is the vector case. This master equation is a (time-harmonic, i.e. stationary) Schrödinger equation with a positive potential: the corresponding Schrödinger operator is of the form

$$
\begin{equation*}
\left(\mu D_{r}\right)^{2}+V_{S} \tag{7.9}
\end{equation*}
$$

see [92, equation (3•5)]. A simple coordinate change $x=x(r)$ transforms this into the Schrödinger operator $D_{x}^{2}+V_{S}, x \in \mathbb{R}$, on the real line with $V_{S}(x)$ exponentially decaying
as $|x| \rightarrow \infty ;\left({ }^{10}\right)$ thus, this operator is essentially self-adjoint. The vanishing of the master variable for mode solutions then follows from the following facts:

- the non-negativity of the spectrum of this Schrödinger operator: this fact excludes $\operatorname{Im} \sigma>0$;
- the absence of embedded eigenvalues and, more generally, of real non-zero resonance: this is proved via a boundary pairing formula (see [112, $\S 2.3$ and $\S 2.5]$ for the case of embedded eigenvalues) and a unique continuation at infinity for Schrödinger operators on the real line with exponentially decaying potentials; $\left({ }^{11}\right)$
- the absence of a zero-eigenvalue and, more generally, of a zero-resonance, due to the positivity of the potential.

Moreover, the Schrödinger operator (7.9) is well-behaved even on the extended space; the resonances of the extended problem (corresponding to these modes) correspond to resonances of the asymptotically hyperbolic problem described by this Schrödinger operator; see, for instance, [78, Lemma 2.1] and [140, footnote 58]. Thus, the vanishing of $\Phi$ at first in the exterior of the event and cosmological horizons in fact guarantees its vanishing globally (across the horizons); then the gauge invariant quantities are reconstructed from this and thus vanish; and finally the above arguments then show that the metric perturbations under consideration are all pure gauge modes. This completes the proof of UEMS for modes, if $l \geqslant 2$; see Lemma 7.1 for the case of generalized modes.

### 7.2. Spherically symmetric perturbations

Next, the case $l=0$ exists only in the scalar case, and it corresponds to spherical symmetry. In this case, we do not need to assume the metric perturbation $h$ to be a generalized mode; we shall show that any spherically symmetric perturbation arises by an infinitesimal change of the black hole mass.

The extension of Birkhoff's theorem on the classification of solutions of Einstein's equations with spherical symmetry-namely, the fact that the only such solutions are Schwarzschild spacetimes-to positive cosmological constants was done in a particularly simple manner by Schleich and Witt [126]. One needs to check that their arguments work already at the linear level-a priori there may be solutions of the linearized equation that do not correspond to solutions of the non-linear equation-but this is straightforward, as we show in the remainder of this section.

[^4]The proof in [126] proceeds by writing the Lorentzian metric, with the negative of our sign convention, in the form

$$
\begin{equation*}
g=F d u^{2}+2 X d u \otimes_{s} d v+Y^{2} g, \tag{7.10}
\end{equation*}
$$

with $F, X$ and $Y$ independent of the spherical variables, which one may always do by a diffeomorphism; on the linearized level, one can similarly bring a metric perturbation into this form by adding a $\delta_{g}^{*}$ term. Note in particular that the Schwarzschild-de Sitter metric is locally in $r$, but globally otherwise, in this form for an appropriate choice of $t_{*}$ (in terms of the definition (3.6) of $t_{*}$, with $c_{b_{0}, \pm} \equiv 0$ ) with $u=t_{*}, v=r$, and then $X= \pm 1$, $Y=v, F=\frac{1}{3} \Lambda v^{2}+2 M / v-1$. Notice that, by spherical symmetry, a priori $g$ is of the form

$$
g=\tilde{f} d \tilde{u}^{2}+2 \tilde{X} d \tilde{u} \otimes_{s} d \tilde{v}+\widetilde{Z} d \tilde{v}^{2}+\widetilde{Y}^{2} \not q
$$

with coefficients independent of the spherical variables, i.e. $g$ simply has an additional $\widetilde{Z} d \tilde{v}^{2}$ term; in our near-Schwarzschild-de Sitter regime one may even assume (for convenience only) that $\widetilde{Z}$ is small; then, the coordinate change is $v=\tilde{v}, u=U(\tilde{u}, \tilde{v})$, and conversely $\tilde{v}=v, \tilde{u}=\widetilde{U}(u, v)$, which gives the $d v^{2}$ component $\tilde{f}\left(\partial_{v} \widetilde{U}\right)^{2}+2 \widetilde{X} \partial_{v} \widetilde{U}+\widetilde{Z}$, which is easily solvable for $\partial_{v} \widetilde{U}$ whether $\tilde{f}$ vanishes (since $\widetilde{X}$ is near 1 ) or not (since $\widetilde{Z}$ is assumed small, so the discriminant of the quadratic equation is positive). Note that, if $\delta \widetilde{U}$ denotes the linearized change in $\widetilde{U}$ (relative to $\widetilde{U}=u$, corresponding to the trivial coordinate change $\tilde{v}=v, \tilde{u}=u$ needed in the case of the Schwarzschild-de Sitter metric with $\widetilde{Z}=0$ ) and $\delta \widetilde{Z}$ denotes the linearized change in $\widetilde{Z}$ (relative to $\widetilde{Z}=0$ ), then, at $\widetilde{X}=1$, we get the equation $2 \partial_{v} \delta \widetilde{U}+\delta \widetilde{Z}=0$ for the linearized gauge change; this in particular preserves the property of being a $u$-mode.

The gauge term for the linearized equation around Schwarzschild-de Sitter can be seen even more clearly by considering $\delta_{g_{0, \pm}}^{*}$, where $g_{0, \pm}$, is the Schwarzschild-de Sitter metric in the above form (7.10), thus with $v=r, u=t_{*}$ with an appropriate choice of $t_{*}$, corresponding to taking $c_{b_{0}, \pm} \equiv 0$ in (3.6). See Figure 7.1.

Then, acting on aspherical 1-forms (the only ones for $l=0$; see (7.6)), written in the basis $d u$ and $d r$, and with output written in the basis $d u \otimes d u, 2 d u \otimes_{s} d r, d r \otimes d r, \not q$, and moreover writing $\mu=\mu(r)$ for the $d u^{2}$ component of Schwarzschild-de Sitter, we compute

$$
\delta_{g_{0, \pm}}^{*}=\left(\begin{array}{cc}
\partial_{u}+\frac{1}{2} \mu^{\prime} & -\frac{1}{2} \mu \mu^{\prime} \\
\frac{1}{2} \partial_{r} & \frac{1}{2} \partial_{u}-\frac{1}{2} \mu^{\prime} \\
0 & \partial_{r} \\
r & -r \mu
\end{array}\right)
$$



Figure 7.1. Level sets of $u$ for which $(u, v=r)$ gives coordinates near the event horizon, away from the cosmological horizon, in which the Schwarzschild-de Sitter metric takes the form (7.10). Analogous coordinates can be chosen near the cosmological horizon, away from the even horizon.
and thus, with tangent vectors written in terms of the basis $\partial_{u}, \partial_{r}$,

$$
\delta_{g_{0, \pm}}^{*} g_{0, \pm}=\left(\begin{array}{cc}
\mu \partial_{u} & \partial_{u}+\frac{1}{2} \mu^{\prime} \\
\frac{1}{2} \mu \partial_{r}+\frac{1}{2} \partial_{u} & \frac{1}{2} \partial_{r} \\
\partial_{r} & 0 \\
0 & r
\end{array}\right)
$$

where the second $g_{0, \pm}$ on the left is the isomorphism from the tangent to the cotangent bundle. This shows that, given an $l=0$ symmetric 2 -tensor, its $d r^{2}$ component, say $\dot{Z} d r^{2}$, can be removed by subtracting $\delta_{g_{0, \pm}}^{*} g_{0, \pm}$ applied to an appropriate multiple $f \partial_{u}$ of $\partial_{u}$; one simply solves $\dot{Z}=\partial_{r} f$. Notice that this gauge change preserves mode expansions.

Einstein's equations $\left({ }^{12}\right) \operatorname{Ric}(g)-\Lambda g=0$ for the metric (7.10) are stated in [126, equations (6)-(9)]; for us the important ones are

$$
\begin{align*}
&-\partial_{v} X \partial_{v} Y+X \partial_{v}^{2} Y=0  \tag{7.11}\\
& X^{2}+Y \partial_{v} F \partial_{v} Y+F\left(\partial_{v} Y\right)^{2}-2 X \partial_{u} Y \partial_{v} Y-2 X Y \partial_{u} \partial_{v} Y=-\Lambda X^{2} Y^{2}  \tag{7.12}\\
& X \partial_{u} F \partial_{v} Y+2 X F \partial_{u} \partial_{v} Y-2 F \partial_{u} X \partial_{v} Y \\
&-X \partial_{v} F \partial_{u} Y+2 X \partial_{u} X \partial_{u} Y-2 X^{2} \partial_{u}^{2} Y=0 \tag{7.13}
\end{align*}
$$

(Equation (7.11) is the $d v^{2}$ component of the Einstein equation, equation (7.12) is the spherical part, simplified using (7.11), and lastly $\left({ }^{13}\right)(7.13)$ is the $d u^{2}$ component, simplified by plugging in the expression for $\Lambda$ from (7.12).)

Now, the linearized version of (7.11), linearized around Schwarzschild-de Sitter, so $X=1, Y=v$, with dotted variables denoting the linearization, is

$$
\begin{equation*}
-\partial_{v} \dot{X}+\partial_{v}^{2} \dot{Y}=0 \tag{7.14}
\end{equation*}
$$

[^5]SO

$$
\dot{X}-\partial_{v} \dot{Y}=\xi(u)
$$

with $\xi$ independent of $v$. With this in mind, it is convenient to further arrange that in $g$ one has $Y=v$, as one always may do by a diffeomorphism, and thus infinitesimally at Schwarzschild-de Sitter by a $\delta_{g_{0, \pm}}^{*}$ term. Indeed, we are assuming that $Y$ is near $v$ by virtue of considering deformations of Schwarzschild-de Sitter, so $Y$ can be used as a coordinate in place of $v$, and thus the inverse function theorem is applicable at least locally. Thus $v=V(u, Y)$ and the form of the metric (with no $d v^{2}$ term) is preserved. Arranging this directly on the linearized level can in fact be done globally (except in $r$, since our Schwarzschild-de Sitter metric is only local in $r$ ): one can remove the $\dot{Y}$ component (appearing as a coefficient of $g$ in the linearized metric) by subtracting $\delta_{g_{0, \pm}}^{*} g_{0, \pm}\left(2 r^{-1} \dot{Y} \partial_{r}\right)$, which preserves mode expansions. Having arranged $\dot{Y}=0$, we conclude that $\dot{X}=\xi(u)$.

In fact, we can use this additional information to further simplify the metric by a simple change of variables to fix the coefficient of $d u \otimes_{s} d v$ as 2 . Indeed, the $d u \otimes_{s} d v$ term is $2 X d u \otimes_{s} d v=2 \xi(u) d u \otimes_{s} d v$, so changing $u$ appropriately, namely by doing a change of variables $\tilde{u}=\widetilde{U}(u)$ with $\widetilde{U}^{\prime}=\xi$, arranges this. In the linearized version, we note that solving $\partial_{u} f=2 \dot{X}$ with $f$ independent of $r$, and subtracting $\delta_{g_{0, \pm}}^{*} g_{0, \pm}\left(f \partial_{u}\right)$ from the symmetric 2 -tensor removes its $d u \otimes_{s} d r$ component as well. Note that this uses strongly that $\dot{X}=\xi(u)$ : this is what ensures that the $\partial_{r}$ derivative in $\delta_{g_{0, \pm}}^{*} g_{0, \pm}$ does not give a $d r^{2}$ component. Again, notice that this gauge change keeps the $u$-modes unchanged except the 0-mode, in which case a linear in $u$ term is generated.

But now, with $\dot{X}=0$ and $\dot{Y}=0$, the linearization of (7.12) is

$$
\begin{equation*}
v \partial_{v} \dot{F}+\dot{F}=0 \tag{7.15}
\end{equation*}
$$

This says $\partial_{v}(v \dot{F})=0$, and hence

$$
\dot{F}=M(u) v^{-1}
$$

Finally, (7.13) becomes

$$
\begin{equation*}
\partial_{u} \dot{F}=0 \tag{7.16}
\end{equation*}
$$

and thus $M(u)=M$ is independent of $u$. Comparing with (3.4), this is exactly the infinitesimal Schwarzschild-de Sitter deformation corresponding to changing the mass. Thus, one concludes that locally in $r$, but globally in $t_{*}$, the only solution, without fixing a frequency $\sigma$ in $t_{*}$, i.e. not working on the Fourier-transformed (in $t_{*}$ ) picture, is linearized Schwarzschild-de Sitter-which is a zero-mode - up to gauge terms, which are mode gauge terms, with possibly linear growth in $t_{*}$, as described above.

Now, this argument applies separately in two regions of the form $r_{-}-\delta<r<r_{2}$ and $r_{1}<r<r_{+}+\delta$, with $r_{ \pm}$as in (6.1), where $r_{-}<r_{1}<r_{2}<r_{+}$. Thus, in the overlap $r_{1}<r<r_{2}$, we can write the linearized solution as

$$
\dot{g}=\delta_{g}^{*} \dot{\theta}_{1}+\dot{g}_{0,-}=\delta_{g}^{*} \dot{\theta}_{2}+\dot{g}_{0,+}
$$

where $\dot{g}_{0, \pm}$ are the linearized Schwarzschild-de Sitter solutions in the two regions, and where we are using the global Schwarzschild-de Sitter metric $g$, so the $\theta_{ \pm}$differ, from the ones constructed above by pull-back, by the diffeomorphism that puts $g$ into the form considered above, with vanishing $d r^{2}$ term; notice that this again preserves the $u$-mode expansions. This, in particular, implies that the $\dot{g}_{0, \pm}$ have the same mass parameter $M$, thus they are equal, that is, $\dot{g}_{0, \pm}=\dot{g}_{0}$. Then one concludes that $\delta_{g}^{*}\left(\dot{\theta}_{-}-\dot{\theta}_{+}\right)=0$, i.e. $\dot{\theta}_{-}-\dot{\theta}_{+}$is the 1 -form corresponding to a local Killing vector field which is spherically symmetric. This is necessarily a constant multiple of $\partial_{t}=\partial_{t_{*}}=\partial_{u}$, and is thus globally defined. Adding this multiple of the 1-form $g\left(\partial_{t}\right)$ to $\dot{\theta}_{+}$to get $\dot{\theta}_{+}^{\prime}$ we then have $\dot{\theta}_{-}=\dot{\theta}_{+}^{\prime}$ in the overlap, and thus the 1-form $\dot{\theta}$, equal to $\dot{\theta}_{-}$and $\dot{\theta}_{+}^{\prime}$ in the domains of definition of these two 1-forms, is a well-defined global 1-form. This proves the $l=0$ case of UEMS.

### 7.3. Scalar perturbations with $l=1$

In the scalar $l=1$ case, one proceeds differently. Namely in this case the quantities (7.7) discussed for $l \geqslant 2$ are not gauge-invariant anymore as $\phi^{*} \phi \mathbf{S}=-\mathbf{S} \not q$ for $\mathbf{S}$ as in (7.1), i.e.

$$
\left(\frac{1}{k^{2}} \phi^{*} \phi+\frac{1}{2} \phi\right) \mathbf{S} \equiv 0
$$

(recalling $k^{2}=l(l+1)=2$ ), so the $H_{T}$ component in (7.2) is no longer defined; one simply puts $H_{T}:=0$. Moreover, they do not solve the full set of equations from $l \geqslant 2$ a priori, but it is shown in [92] that the additional equations can be regarded as gauge conditions. The extra gauge equations one gets are linear wave equations, thus solvable, with remaining gauge freedom given by the corresponding initial data, and thus these extra gauge equations can be assumed to hold. In fact, since we are working in $2+1$ spatial dimensions, the extra gauge equation is exactly the scalar wave equation, see [92, equation (B•3)],

$$
\begin{equation*}
\square_{g}\left(\frac{L}{r}\right) \equiv r^{-2} \delta_{g_{\mathrm{AS}}} r^{2} d_{\mathrm{AS}}\left(\frac{L}{r}\right)=-\frac{1}{k} \dot{E}_{T} \tag{7.17}
\end{equation*}
$$

where $L$ is the coefficient of the gauge 1-form $r L \not \subset \mathbf{S}$ (i.e. the special case $T=0$ of the expression (7.6)), ( ${ }^{14}$ ) and where $\dot{E}_{T}$ is the (non-existing) component of the linearized

[^6]Einstein tensor that would correspond to $H_{T}$ in (7.2) if $l \geqslant 2$ were the case; $\left({ }^{15}\right)$ here it is directly defined in terms of $F$ and $\tilde{f}$ from (7.7) as

$$
\frac{2 r^{2}}{k^{2}} \dot{E}_{T}=-\operatorname{tr} \tilde{f}
$$

see [92, equation (A•1d)]. Now, for fixed temporal frequency $\sigma$ one still has an ODE system, [92, equation $(2 \cdot 24)]$, which has a 2-dimensional space of solutions as a linear ODE in the exterior of the black hole/cosmological horizon, without imposing any conditions at the horizons. On the other hand, for fixed temporal frequency, again without imposing any conditions at the horizon, the ODE corresponding to the gauge wave equation (7.17) also has a 2 -dimensional space of solutions $\hat{L}$. Now the map from $\hat{L}$ to changes in the scalar quantities $(X, Y, \widetilde{Z})$ of [92, equation (2•24)] can be thought of, via lowering an index by the metric and multiplying by $k$ (recall $k^{2}=2$ ), as the map

$$
\begin{equation*}
\hat{L} \longmapsto-2 \widehat{\delta}_{g_{\mathrm{AS}}}^{*} r^{2} \hat{d}_{\mathrm{AS}}\left(\frac{\hat{L}}{r}\right)+2 r G\left(d r, d\left(\frac{\hat{L}}{r}\right)\right) g_{\mathrm{AS}}+\frac{k^{2}}{r} \hat{L} g_{\mathrm{AS}} \tag{7.18}
\end{equation*}
$$

 in terms of $Z$ by [92, equation (2•23)], as the components of the aspherical tensor $\tilde{f}-$ $2 F g_{\text {AS }}$; see [92, equation $\left.(2 \cdot 20)\right]$.) We thus need that, on the 2 -dimensional space of time-harmonic solutions of the aspherical $\square_{g_{\mathrm{AS}}}$, i.e. on the space of $\hat{L}$ satisfying

$$
\begin{equation*}
\left(\partial_{r} q^{2} r^{2} \partial_{r}+\sigma^{2} q^{-2} r^{2}\right)\left(\frac{\hat{L}}{r}\right)=0 \tag{7.19}
\end{equation*}
$$

this map is injective. This is straightforward to check: on the kernel of the Fouriertransformed version of the map (7.17) (with right-hand side $\dot{E}_{T}=0$ ), the trace of the first term in (7.18) vanishes, so the pure trace component of the map (7.18), with $\tilde{L}=\hat{L} / r$, is $2 g_{\text {AS }}$ times

$$
\tilde{L} \mapsto r q^{2} \partial_{r} \tilde{L}+\frac{1}{2} k^{2} \tilde{L}
$$

Assuming $\tilde{L}$ is in the kernel of this map and solves (7.19), we can rewrite $\partial_{r} \tilde{L}$ in terms of $\tilde{L}$ itself and obtain

$$
\partial_{r} r\left(-\frac{1}{2} k^{2} \tilde{L}\right)+\sigma^{2} q^{-2} r^{2} \tilde{L}=0
$$

expanding the derivative and substituting again, we get (using $k^{2}=2$ )

$$
\left(-q^{2}+1+\sigma^{2} r^{2}\right) \tilde{L}=\left(\frac{2 M \cdot}{r}+\frac{\Lambda r^{2}}{3}+\sigma^{2} r^{2}\right) \tilde{L}=0
$$

[^7]For any value of $\sigma \in \mathbb{C}$, the factor here does not vanish for all but at most three values of $r$, so we obtain $\tilde{L}=0$, hence $\hat{L}=0$, as desired.

Since such a gauge change by $\hat{L}$ still gives a solution of the ODE system satisfied by $(X, Y, \widetilde{Z})$, we conclude that all solutions of the ODE system are given by a gauge change from the zero solution; see the related discussion in [93, Appendix E]. Thus, one may assume that the no-longer gauge invariant quantities constructed in fact vanish. In this case, with $\left({ }^{16}\right)$

$$
\mathbf{X}=\frac{r}{k} f
$$

these quantities take the form

$$
F=H_{L}+\frac{1}{r} G(d r, \mathbf{X}), \quad \tilde{f}=\tilde{f}+2 \delta_{g_{\mathrm{AS}}}^{*} \mathbf{X}
$$

and the vanishing of $F$ and $\tilde{f}$ (which as we said can be assumed up to gauge terms) implies

$$
\delta_{g}^{*}(-2 \mathbf{X S})=\tilde{f} \mathbf{S}-2 \frac{r}{k} f \otimes_{s} \not \mathbf{d}+2 r^{2} H_{L} \mathbf{S} \phi g=h
$$

as desired. Note that, as the ODE analysis in [92] is done in the exterior of the black hole/cosmological horizon, this is not quite yet the statement we want: we want to express the metric perturbation as a Lie derivative also beyond the horizons. The only potential problem is that the gauge transformation $\hat{L}$ above could be non-smooth at the horizons. But note that the mode (which we set out to show is pure gauge) is smooth at the horizons, and the result of adding to it the pure gauge solution according to (7.18) is identically zero between the horizons. However, by direct substitution, one can check that the non-smooth asymptotics which could a priori be present for the solution of (7.17) are not annihilated by the map (7.18), and therefore $\hat{L}$ cannot have non-smooth asymptotics, as desired. This establishes UEMS in this case for mode solutions; for the case of generalized modes; see Lemma 7.1 below.

### 7.4. Vector perturbations with $l=1$

We now consider the $l=1$ vector case, i.e. $k=1$ in (7.3). One can again proceed as in the scalar $l=1$ case; now the $H_{T}$ component in (7.4) does not exist, since for $k=1$, we have $\phi^{*} \mathbf{V}=0$, i.e. $\mathbf{V}$ is the 1-form corresponding to a Killing vector field on $\mathbf{S}^{2}$. If one sets $H_{T}=0$ in the formula (7.8), one gets the non-gauge invariant quantity $F=f$. However,

[^8]$r d_{\mathrm{AS}}(f / r)$ becomes a gauge-invariant quantity in this case; see [93, equation (34)]. The linearized Einstein equation, with $g_{\mathrm{AS}}$ the aspherical part of the metric, then becomes
$$
r^{-3} \delta_{g_{\mathrm{AS}}} r^{3}\left(r d_{\mathrm{AS}}\left(\frac{f}{r}\right)\right)=0
$$
see [93, equation (37)], which gives (as $d_{\mathrm{AS}}(f / r)$ is a top-degree, i.e. degree-2, aspherical form) that
\[

$$
\begin{equation*}
r d_{\mathrm{AS}}\left(\frac{f}{r}\right)=C r^{-3}\left(\star_{g_{\mathrm{AS}}} 1\right) \tag{7.20}
\end{equation*}
$$

\]

for a constant $C$, where $\star_{g_{\mathrm{AS}}}$ is the Hodge-star operator. (Note that this does not require the actual solution to be a mode solution, just like in the $l=0$ case there was no such requirement in our argument!) In particular, this gauge-invariant quantity is static, and in fact is the image of an infinitesimal Kerr-de Sitter solution: indeed, recall from (7.4) that the actual solution is $h=2 r f \otimes_{s} \mathbf{V}$, which for a rotation vector field $\mathbf{V}$ on $\mathbb{S}^{2}$ gives an infinitesimal Kerr-de Sitter solution rotating around the same axis as $\mathbf{V}$ if we take

$$
f=\left(\frac{\Lambda r}{3}+\frac{2 M .}{r^{2}}\right) d t
$$

(which indeed satisfies (7.20) with $C=6 M$ •); this follows from differentiating the metric (3.12) in the parameter $a$ at $a=0$.

Therefore, subtracting the corresponding infinitesimal Kerr-de Sitter solution, we may assume that $r d_{\mathrm{AS}}(f / r)=0$. Now, $\delta_{g}^{*}\left(r^{2} \psi \mathbf{V}\right)=r^{2} d_{\mathrm{AS}} \psi \otimes_{s} \mathbf{V}$; thus we want to have $2 r f=r^{2} d_{\mathrm{AS}} \psi$, i.e. $d_{\mathrm{AS}} \psi=f / 2 r$. But this can be arranged as $d_{\mathrm{AS}}(f / r)=0$ and the cohomology of the $(t, r)$ region is trivial; indeed, it is easy to write down such a $\psi$ explicitly, simply integrating $f / r$. Notice that this gives, if $f$ had an expansion in powers of $t_{*}$, one higher power in terms of $t_{*}$. This establishes UEMS, and completes the proof of Theorem 4.1.

### 7.5. Generalized modes

We finally bridge the gap between the modes considered in Theorem 4.1 (1), which do not contain powers of $t_{*}$, and the modes appearing in the expansion (4.6).

Lemma 7.1. Let $\sigma \in \mathbb{C}, \operatorname{Im} \sigma \geqslant 0, \sigma \neq 0$, and let

$$
\begin{equation*}
h\left(t_{*}, x\right)=\sum_{j=0}^{k} e^{-i \sigma t_{*}} t_{*}^{j} h_{j}(x) \tag{7.21}
\end{equation*}
$$

with $h_{j} \in \mathcal{C}^{\infty}\left(Y, S^{2} T_{Y}^{*} \Omega^{\circ}\right)$, be a generalized mode solution of $D_{g_{b_{0}}}(\operatorname{Ric}+\Lambda)(h)=0$. Then, there exists a 1-form $\omega \in \mathcal{C}^{\infty}\left(\Omega^{\circ}, S^{2} T^{*} \Omega^{\circ}\right)$ such that $h=\delta_{g_{b_{0}}}^{*} \omega$. In fact, $\omega$ is a generalized mode as well,

$$
\omega\left(t_{*}, x\right)=\sum_{j=0}^{k} e^{-i \sigma t_{*}} t_{*}^{j} \omega_{j}(x),
$$

with the same $k$, and with $\omega_{j} \in \mathcal{C}^{\infty}\left(Y, S^{2} T_{Y}^{*} \Omega^{\circ}\right)$.
Proof. For $k=0$ and $l=0$ scalar or $l=1$ vector perturbations, this was already shown above. In the remaining cases, we have already shown this result for $k=0$. Let us now assume that the lemma holds for $k-1 \geqslant 0$ in place of $k$, and let $h$, of the form (7.21), be a solution of $D_{g_{b_{0}}}(\operatorname{Ric}+\Lambda)(h)=0$. Since $g_{b_{0}}$ is a stationary metric, the operator $D_{g_{b_{0}}}(\operatorname{Ric}+\Lambda)$ has $t_{*}$-independent coefficients; therefore $D_{g_{b_{0}}}(\operatorname{Ric}+\Lambda)(h)=0$ implies that

$$
0=t_{*}^{k} D_{g_{b_{0}}}(\operatorname{Ric}+\Lambda)\left(e^{-i \sigma t_{*}} h_{k}\right)+\mathcal{O}\left(e^{(\operatorname{Im} \sigma) t_{*}} t_{*}^{k-1}\right)
$$

hence $D_{g_{b_{0}}}(\operatorname{Ric}+\Lambda)\left(e^{-i \sigma t_{*}} h_{k}\right)=0$, and UEMS gives $h_{k}=\delta_{g_{0}}^{*} \omega$ with $\omega\left(t_{*}, x\right)=e^{-i \sigma t_{*}} \omega_{0}(x)$, where $\omega_{0} \in \mathcal{C}^{\infty}\left(Y, T_{Y}^{*} \Omega^{\circ}\right)$. Let now $h^{\prime}=h-\delta_{g_{b_{0}}}^{*}\left(t_{*}^{k} \omega\right)$. Then, we have

$$
h^{\prime}=\sum_{j=0}^{k-1} e^{-i \sigma t_{*}} t_{*}^{j} h_{j}^{\prime}(x),
$$

i.e. the leading term of $h$ involving $t_{*}^{k}$ is eliminated, and moreover $D_{g_{b_{0}}}(\operatorname{Ric}+\Lambda)\left(h^{\prime}\right)=0$; by the inductive hypothesis, $h^{\prime}=\delta_{g_{0}}^{*} \omega^{\prime}$, with $\omega^{\prime}$ being a generalized mode only including powers of $t_{*}$ up to $t_{*}^{k-1}$, and we conclude that

$$
h=\delta_{g_{b_{0}}}\left(t_{*}^{k} \omega+\omega^{\prime}\right),
$$

as claimed.

## 8. Stable constraint propagation (SCP)

In this section, we still drop the subscript $b_{0}$ as in (6.1), and work only with the fixed Schwarzschild-de Sitter metric $g=g_{b_{0}}$.

We now aim to modify $\delta_{g}^{*}$ by suitable stationary order-zero terms, producing the operator $\tilde{\delta}^{*}$, so as to move the resonances of $\delta_{g} \mathrm{G}_{g} \tilde{\delta}^{*}$ into the lower half-plane, thus establishing SCP. (Note that the principal symbol of $\delta_{g}^{*}, \sigma_{1}\left(\delta_{g}^{*}\right)(\zeta)=i \zeta \otimes_{s}(\cdot)$, is independent of the metric; we will later on use the same modification $\tilde{\delta}^{*}$, irrespective of the metrics we will be dealing with when solving linearized or non-linear gauged Einstein-type equations.)

Using the stationary structure of the spacetime, two natural modifications of $\delta_{g}^{*}$ that leave the principal symbol unchanged are the conjugated version $e^{-\gamma t_{*}} \delta_{g}^{*} e^{\gamma t_{*}}$ and the conformally weighted version $\delta_{e^{-2 \gamma t_{*} g}}^{*}$, where $\gamma$ is a real parameter. The general form of a linear combination of these two for which the principal symbol is $i \zeta \otimes_{s}(\cdot)$ takes the form

$$
\begin{equation*}
\tilde{\delta}^{*} u:=\delta_{g}^{*} u+\gamma_{1} d t_{*} \cdot u-\gamma_{2}\left(i_{\nabla t_{*}} u\right) g, \quad \gamma_{1}, \gamma_{2} \in \mathbb{R} \tag{8.1}
\end{equation*}
$$

We will prove the following result.
Theorem 8.1. Let $t_{*}$ be the timelike function on Schwarzschild-de Sitter space ( $M, g_{b_{0}}$ ) constructed in Lemma 3.1, and define $\tilde{\delta}^{*}$ by (8.1). Then, there exist parameters $\gamma_{1}, \gamma_{2}>0$ and a constant $\alpha>0$ such that all resonances $\sigma$ of the constraint propagation operator $\widetilde{\square}_{g}^{\mathrm{CP}}=2 \delta_{g} G_{g} \tilde{\delta}^{*}$ satisfy $\operatorname{Im} \sigma<-\alpha$.

Rather than excluding the presence of resonances in $\operatorname{Im} \sigma \geqslant-\alpha$ by direct means, for example integration by parts and boundary pairings as in [78], we will take $\gamma_{1}, \gamma_{2} \sim \hbar^{-1}$, with the semiclassical parameter $\hbar>0$ small, and study $\hbar^{2} \widetilde{\square}_{g}^{\mathrm{CP}}$ as a semiclassical bdifferential operator on the spacetime domain $\Omega$. In principle, a direct computation in the spirit of $\S 7$ would show this directly and provide concrete values of $\gamma_{1}$ and $\gamma_{2}$ for which the conclusion holds; we proceed in a more systematic (and less computational) manner, at the marginal cost of not obtaining such concrete bounds. In the simpler setting of de Sitter space, however, we can exactly compute the values of $\gamma_{1}$ and $\gamma_{2}$ for which SCP holds; see §C.3.

In $\S 8.1$, we discuss the semiclassical reformulation in some detail, preparing the high-frequency analysis of $\S 8.2$ and the low-frequency analysis of $\S 8.3$. For simplicity, we use standard energy estimates beyond the horizons, proved in $\S 8.4$, to cap off the global estimates; we will obtain the latter in $\S 8.5$, and use them to finish the proof of Theorem 8.1.

We give a brief overview of the proof of Theorem 8.1. A good model operator to think about (in place of the more complicated operator of interest, $\hbar^{2} \widetilde{\square}_{g}^{\mathrm{CP}}$, which is discussed in $\S 8.1)$ is the scalar operator $P_{\hbar}=\hbar^{2} \square_{g}-i L_{\hbar}$, where $g$ is a Schwarzschild-de Sitter metric and $-i L_{\hbar}=-\hbar i_{\nabla t_{*}} d u$ is a first-order semiclassical differential operator.

- For (semiclassical) microlocal propagation estimates (away from artificial boundaries beyond the horizons), we need to determine the semiclassical characteristic set. Lemma 8.5 shows that this is the union of the zero section and the intersection of fiber infinity with the light cone.
- $\S 8.2$ deals with fiber infinity. The analysis there is similar to that of [140]; the operator $-i L_{\hbar}$ has a favorable sign and can thus be treated as a complex absorbing operator. (While $L_{\hbar}$ is lower order in the sense of differential orders, it is a principal term in the
semiclassical sense, i.e. it does affect the overall principal symbol at finite semiclassical frequencies.) Concretely, Proposition 8.9 gives real-principal-type propagation of singularities, Proposition 8.11 provides the radial point estimate, and Proposition 8.12 gives the estimate at the trapped set. Because of the extra damping $-i L_{\hbar}$, these estimates (in particular the one at the trapping) work in all weighted b-Sobolev spaces, including those with very fast exponential decay. This is different from the operator $\hbar^{2} \square_{g}$, where estimates only work on spaces with exponential decay rate $\varrho<\alpha$, with $\alpha>0$ being the size of the essential spectral gap.
- $\S 8.3$ deals with the zero section of the b-cotangent bundle. Here, we use the operator $i P_{\hbar}$ to deduce propagation estimates: $L_{\hbar}$ is its real part, and $i \hbar^{2} \square_{g}$ becomes the complex absorption. The Hamiltonian flow of the principal symbol of $L_{\hbar}$ is the symplectic lift of the gradient flow of $t_{*}$. There is a critical set for this flow at the zero section intersected with the boundary at future infinity, located at $r=r_{c}=\sqrt[3]{3 M_{\cdot} / \Lambda}$ (see Lemma 3.1), and thus between the two horizons. All Hamiltonian trajectories either tend to this critical set or escape to $t_{*}=0$ in the backward direction. This is used to set up the propagation of singularities: by Proposition 8.19 , one can reduce to a neighborhood of the critical set; in this neighborhood then, we use a radial-point-type estimate, Proposition 8.21. The latter is the only part of the proof which restricts the amount of exponential decay to $\varrho<\alpha$, where $\alpha>0$ is explicitly given in Remark 8.22.
- Beyond the horizons, we use standard energy estimates, proved in $\S 8.4$, which allow us to propagate our estimates all the way up to the artificial hypersurfaces located there.
- In $\S 8.5$, we show how to combine the results of the preceding sections to obtain global semiclassical estimates on $P_{\hbar}$ on spaces of exponentially decaying functions. This implies the invertibility of $P_{\hbar}$ on such spaces when one fixes $\hbar>0$ to be small enough; thus, $P_{\hbar}$ has no resonances in $\operatorname{Im} \sigma>-\alpha$.

The actual operator is a tensorial operator acting on 1-forms. A considerable technical complication in $\S 8.3$ is then that the principal symbol of $L_{\hbar}$, defined below, is not a scalar matrix.

Remark 8.2. Using definition (8.1), the form of $\widetilde{\square}_{g}^{\mathrm{CP}}$ is the same as [66, equation (13)]. (See also the paper by Pretorius [117] for impressive numerical results obtained using such techniques.) Thus, Theorem 8.1 rigorously proves that (8.1) leads to constraint damping, justifying in the setting of Schwarzschild-de Sitter spacetimes and its (asymptotically) stationary perturbations the heuristic analysis of [66, §III]. Moreover, we point out the connection of the discussion of $\tilde{\delta}^{*}$ vs. $\delta_{g}^{*}$ around (1.8) to numerical investigations of Einstein's equations: introducing the modification $\tilde{\delta}^{*}$ removes the otherwise very sensitive dependence of the solution of the gauged Einstein equation (1.8) on
the constraint equations being satisfied.

### 8.1. Semiclassical reformulation

With $\tilde{\delta}^{*}$ defined in (8.1), we now let $e>0$ and take

$$
\begin{equation*}
\gamma_{1}=\gamma \quad \text { and } \quad \gamma_{2}=\frac{1}{2} e \gamma \tag{8.2}
\end{equation*}
$$

The constraint propagation operator is thus

$$
\begin{equation*}
\widetilde{\square}_{g}^{\mathrm{CP}}=2 \delta_{g} \mathrm{G}_{g} \delta_{g}^{*}+\gamma\left(-i_{\nabla t_{*}} d u+\left(d t_{*}\right) \delta_{g} u+\left(\square_{g} t_{*}\right) u-e d\left(i_{\nabla t_{*}} u\right)\right) \tag{8.3}
\end{equation*}
$$

We view $\hbar=\gamma^{-1}$ as a semiclassical parameter; then,

$$
\begin{equation*}
\mathcal{P}_{\hbar}:=\hbar^{2} \widetilde{\square}_{g}^{\mathrm{CP}} \tag{8.4}
\end{equation*}
$$

is a semiclassical b-differential operator. Occasionally, we will indicate the parameter $e$ by writing $\mathcal{P}_{e, \hbar}$. We will show that Theorem 8.1 follows from purely symbolic microlocal arguments; the energy estimates we use for propagation in the $r$-direction beyond the horizons are rather crude, and also symbolic (albeit for differential operators) in character. (We will sketch an alternative, completely microlocal symbolic argument using complex absorption in Remark 8.29.) The relevant operator algebra is the semiclassical b-algebra, which is described in Appendix A.3.

In order to analyze $\mathcal{P}_{\hbar} \in \operatorname{Diff}_{\mathrm{b}, \hbar}^{2}(M)$, we first calculate the form of the second term in (8.3). We now work with the coordinate $t_{*}$ of Lemma 3.1, which simplifies computations significantly: the metric $g$ and the dual metric $G$ take the form

$$
\begin{align*}
g & =\mu d t_{*}^{2}-2 \nu d t_{*} d r-c^{2} d r^{2}-r^{2} \not g, \\
G & =c^{2} \partial_{t_{*}}^{2}-2 \nu \partial_{t_{*}} \partial_{r}-\mu \partial_{r}^{2}-r^{-2} \notin, \tag{8.5}
\end{align*}
$$

where $c=c_{t_{*}}$ in the notation of Lemma 3.1, and

$$
\begin{equation*}
\nu=\mp \sqrt{1-c^{2} \mu}, \quad \pm\left(r-r_{c}\right)>0 \tag{8.6}
\end{equation*}
$$

with $r_{c}=\sqrt[3]{3 M \cdot / \Lambda}$ given in Lemma 3.1. See Figure 8.1.
We will also make use of the boundary defining function $\tau=e^{-t_{*}}$ of $M$.
Using the identities

$$
\nu^{2}+c^{2} \mu=1 \quad \text { and } \quad 2 \nu \nu^{\prime}+c^{2} \mu^{\prime}=0
$$

one can then compute the connection coefficients and verify the following result.


Figure 8.1. The graph of the function $\nu$ defined in (8.6).
Lemma 8.3. For $w \in \mathcal{C}^{\infty}\left(M^{\circ}, T^{*} \mathbb{S}^{2}\right)$ and $v \in \mathcal{C}^{\infty}\left(M^{\circ}, T \mathbb{S}^{2}\right)$, we have

$$
\begin{gathered}
\nabla_{\partial_{t_{*}}} d t_{*}=-\frac{1}{2} \nu \mu^{\prime} d t_{*}-\frac{1}{2} c^{2} \mu^{\prime} d r, \quad \nabla_{\partial_{t_{*}}} d r=-\frac{1}{2} \mu \mu^{\prime} d t_{*}+\frac{1}{2} \nu \mu^{\prime} d r, \quad \nabla_{\partial_{t_{*}}} w=\partial_{t_{*}} w, \\
\nabla_{\partial_{r}} d t_{*}=-\frac{1}{2} c^{2} \mu^{\prime} d t_{*}+c^{2} \nu^{\prime} d r, \quad \nabla_{\partial_{r}} d r=\frac{1}{2} \nu \mu^{\prime} d t_{*}-\nu \nu^{\prime} d r, \quad \nabla_{\partial_{r}} w=\partial_{r} w-r^{-1} w, \\
\nabla_{v} d t_{*}=r \nu i_{v} g, \quad \nabla_{v} d r=r \mu i_{v} g, \quad \nabla_{v} w=\nabla_{v} w-r^{-1} w(v) d r .
\end{gathered}
$$

Splitting the bundle

$$
\begin{equation*}
T^{*} M^{\circ}=\left\langle d t_{*}\right\rangle \oplus\langle d r\rangle \oplus T^{*} \mathbb{S}^{2} \tag{8.7}
\end{equation*}
$$

and using $\nabla t_{*}=c^{2} \partial_{t_{*}}-\nu \partial_{r}$, we then make the following calculations.
Lemma 8.4. In the bundle decomposition (8.7), we have

$$
-i_{\nabla t_{*}} d=\left(\begin{array}{ccc}
\nu \partial_{r} & -\nu \partial_{t_{*}} & 0 \\
c^{2} \partial_{r} & -c^{2} \partial_{t_{*}} & 0 \\
c^{2} \not d & -\nu \not d & -c^{2} \partial_{t_{*}}+\nu \partial_{r}
\end{array}\right) .
$$

Further,

$$
\left(d t_{*}\right) \delta_{g}=\left(\begin{array}{ccc}
-c^{2} \partial_{t_{*}}+\nu \partial_{r} & \nu \partial_{t_{*}}+\mu \partial_{r} & -r^{-2} \phi \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)+\left(\begin{array}{ccc}
\nu^{\prime}+2 r^{-1} \nu & \mu^{\prime}+2 r^{-1} \mu & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

and

$$
d\left(i_{\nabla t_{*}}(\cdot)\right)=\left(\begin{array}{ccc}
c^{2} \partial_{t_{*}} & -\nu \partial_{t_{*}} & 0 \\
c^{2} \partial_{r} & -\nu \partial_{r}-\nu^{\prime} & 0 \\
c^{2} \not d & -\nu \not d & 0
\end{array}\right)
$$

Lastly, we have

$$
\square_{g} t_{*}=\nu^{\prime}+2 r^{-1} \nu
$$

The part of $\mathcal{P}_{\hbar}$ corresponding to the second term in (8.3) is given by

$$
\begin{aligned}
-i L_{\hbar} u:= & -i_{\nabla t_{*}} \hbar d u+\left(d t_{*}\right) \hbar \delta_{g} u+\hbar\left(\square_{g} t_{*}\right) u-e \hbar d\left(i_{\nabla t_{*}} u\right) \\
= & \hbar\left(\begin{array}{ccc}
-(1+e) c^{2} \partial_{t_{*}}+2 \nu \partial_{r} & e \nu \partial_{t_{*}}+\mu \partial_{r} & -r^{-2} \not \emptyset \\
(1-e) c^{2} \partial_{r} & -c^{2} \partial_{t_{*}}+e \nu \partial_{r} & 0 \\
(1-e) c^{2} \not d & (e-1) \nu \not d & -c^{2} \partial_{t_{*}}+\nu \partial_{r}
\end{array}\right) \\
& +\hbar\left(\begin{array}{ccc}
2 \nu^{\prime}+4 r^{-1} \nu & \mu^{\prime}+2 r^{-1} \mu & 0 \\
0 & (1+e) \nu^{\prime}+2 r^{-1} \nu & 0 \\
0 & 0 & \nu^{\prime}+2 r^{-1} \nu
\end{array}\right)
\end{aligned}
$$

Thus, $L_{\hbar} \in \operatorname{Diff}_{\mathrm{b}, \hbar}^{1}\left(M ;{ }^{\mathrm{b}} T^{*} M\right)$; the first term here is semiclassically principal, the second one subprincipal, due to the extra factor of $\hbar$. We will sometimes indicate the parameter $e$ by writing $L_{e, \hbar}$. We denote the principal symbol of $L_{e, \hbar}$ by

$$
\ell_{e}=\sigma_{\mathrm{b}, \hbar}\left(L_{e, \hbar}\right)
$$

We decompose $L_{\hbar}$ in the coordinates $\left(t_{*}, r, \omega\right)$ as

$$
\begin{equation*}
L_{\hbar}=M_{t_{*}} \hbar D_{t_{*}}+M_{r} \hbar D_{r}+M_{\omega}+i \hbar S \tag{8.8}
\end{equation*}
$$

with $M_{\omega}$ capturing the $\not d$ and $\phi$ components, and $S$ the subprincipal term (not containing differentiations); the bundle endomorphisms $M_{t_{*}}, M_{r}$ and $S$ of ${ }^{\mathrm{b}} T^{*} M$ have real coefficients.

Since

$$
\mathcal{P}_{\hbar}=\square_{g, \hbar}^{\mathrm{CP}}-i L_{\hbar} \quad \text { and } \quad \square_{g, \hbar}^{\mathrm{CP}}:=\hbar^{2} \square_{g}^{\mathrm{CP}}=\hbar^{2} \delta_{g} \mathrm{G}_{g} \delta_{g}^{*}
$$

(see (2.13)), we see directly that $\mathcal{P}_{\hbar}$ is not principally scalar, due to the non-scalar nature of $L_{\hbar}$; of course, the principal part in the sense of differentiable order is scalar and equal to $G$ Id, where $G$ is the dual metric function.

Lemma 8.5. For $e \leqslant 1$ sufficiently close to 1 , the semiclassical principal symbol of $\mathcal{P}_{e, \hbar}$ is elliptic in $\overline{{ }^{\mathrm{b}} T^{*}} M \backslash\left(o \cup\left(\Sigma \cap^{\mathrm{b}} S^{*} M\right)\right)$, where $\Sigma=G^{-1}(0) \subset^{\overline{\mathrm{b}} T^{*}} M$ is the characteristic set, and ${ }^{\mathrm{b}} S^{*} M$ is the boundary of $\overline{{ }^{\mathrm{b}} T^{*}} M$ at fiber infinity.

Proof. At a point $\zeta \in^{\mathrm{b}} S^{*} M$, the ellipticity of $\mathcal{P}_{\hbar}$ is equivalent to $G(\zeta) \neq 0$, proving that $\mathrm{Ell}_{\mathrm{b}, \hbar}\left(\mathcal{P}_{\hbar}\right) \cap{ }^{\mathrm{b}} S^{*} M={ }^{\mathrm{b}} S^{*} M \backslash \Sigma$.

Next, working away from fiber infinity, we note that $\sigma_{\mathrm{b}, \hbar}\left(\square_{g, \hbar}^{\mathrm{CP}}\right)=G$ is real, while $\sigma_{\mathrm{b}, \hbar}\left(i L_{\hbar}\right)$ has purely imaginary eigenvalues; this follows from (8.10) below for $e=1$, and either by direct computation or from Lemma 8.13 below for $0<e<1$. We thus only need to show that $\sigma_{\mathrm{b}, \hbar}\left(L_{\hbar}\right)$ is elliptic on the part of the light cone $\Sigma \cap\left({ }^{\mathrm{b}} T^{*} M \backslash o\right)$ away from
fiber infinity and the zero section. Moreover $\ell_{e}$, as a smooth section of $\pi^{*} \operatorname{End}\left({ }^{\mathrm{b}} T^{*} M\right)$ over ${ }^{\mathrm{b}} T^{*} M$ (with $\pi$ : ${ }^{\mathrm{b}} T^{*} M \rightarrow M$ ), is homogeneous of degree 1 in the fibers of ${ }^{\mathrm{b}} T^{*} M$; since $\Sigma \cap^{\mathrm{b}} S^{*} M$ is precompact (the non-compactness only being due to the boundaries $r=r_{ \pm} \pm 3 \varepsilon_{M}$ being excluded in the definition of $M$ ), the set of $e$ for which $\ell_{e}$ is elliptic on $\Sigma \cap\left({ }^{\mathrm{b}} T^{*} M \backslash o\right)$ is therefore open. Thus, it suffices to prove the lemma for $e=1$. Writing b-covectors as

$$
\begin{equation*}
\zeta=-\sigma d t_{*}+\xi d r+\eta, \quad \eta \in T^{*} \mathbb{S}^{2} \tag{8.9}
\end{equation*}
$$

we have

$$
\ell_{1}=\left(\begin{array}{ccc}
-2\left(c^{2} \sigma+\nu \xi\right) & \nu \sigma-\mu \xi & -r^{-2} i_{\eta}  \tag{8.10}\\
0 & -\left(c^{2} \sigma+\nu \xi\right) & 0 \\
0 & 0 & -\left(c^{2} \sigma+\nu \xi\right)
\end{array}\right)
$$

But $-\left(c^{2} \sigma+\nu \xi\right)=G\left(d t_{*}, \zeta\right)$, which, by the timelike nature of $d t_{*}$, is non-zero for

$$
\zeta \in \Sigma \cap\left({ }^{\mathrm{b}} T^{*} M \backslash o\right) .
$$

The last part of the proof has the following consequence.
Corollary 8.6. For e close to 1 , the symbol $\sigma_{\mathrm{b}, \hbar}\left(L_{e, \hbar}\right)$ is elliptic in the causal double cone $\left\{\zeta \in{ }^{\mathrm{b}} T^{*} M \backslash o: G(\zeta) \geqslant 0\right\}$.

Schematically, the principal symbol of $\mathcal{P}_{1, \hbar}$ is

$$
G-i\left(\begin{array}{ccc}
2 \nabla t_{*} & * & * \\
0 & \nabla t_{*} & 0 \\
0 & 0 & \nabla t_{*}
\end{array}\right)
$$

viewing $\nabla t_{*}$ as a linear function on the fibers of ${ }^{\mathrm{b}} T^{*} M$. Since in a conical neighborhood of the two components $\Sigma^{ \pm}$of the light cone (see (3.21)) we have $\pm \nabla t_{*}>0$, the imaginary part has the required sign for real-principal-type propagation of regularity along the (rescaled) null-geodesic flow generated by $\mathrm{H}_{G}$ in the forward (resp. backward) direction within $\Sigma^{+} \cap^{\mathrm{b}} S^{*} M$ (resp. $\Sigma^{-} \cap^{\mathrm{b}} S^{*} M$ ); see $\S 8.2$ for details.

Near the zero section, one would like to think of $L_{1, \hbar}$ as a coupled system of firstorder ordinary differential operators, transporting energy along the orbits of the vector field $\nabla t_{*}$. See Figure 8.2.

Remark 8.7. We explain the structure of $L_{e, \hbar}$ in a bit more detail. We first note that one can check that the conclusion of Lemma 8.5 in fact holds for all $e>0$, but fails for $e=0$. Indeed, for $e=0$, one can easily compute the eigenvalues of $\ell_{0}(\zeta), \zeta \in{ }^{\mathrm{b}} T^{*} M \backslash o$ as in (8.9), to be $-\left(c^{2} \sigma+\xi \nu\right)$ with 2-dimensional eigenspace, $\left.{ }^{17}\right)$ and $c^{2} \sigma+\xi \nu \pm \sqrt{\xi^{2}+c^{2} r^{-2}|\eta|^{2}}$

[^9]

Figure 8.2. The flow of the vector field $\nabla t_{*}$, including at the boundary at infinity.
with 1-dimensional eigenspaces, respectively; the vanishing of any one of the latter two eigenvalues implies $G=0$. Thus, for $e=0, L_{\hbar}$ can roughly be thought of as transporting energy in phase space along the flow of $\nabla t_{*}$ for a corank-2 part of $L_{\hbar}$, and along the flows of two other vector fields, whose projections to $M$ are null, on two rank-1 parts. As soon as $0<e<1$, however, the projections to $M$ of these two vector fields become future timelike, as we will discuss in Lemma 8.15 and Remark 8.14 below, and $\ell_{e}$ is still diagonalizable, due to Lemma 8.13 below; for $e=1$, on the other hand, all three vector fields coincide (up to positive scalars), with projection to $M$ equal to a positive multiple of $\nabla t_{*}$, but $\ell_{1}$ is no longer diagonalizable, as it is nilpotent with non-trivial Jordan block structure when evaluated on $\left(d t_{*}\right)^{\perp} \backslash o \subset^{\mathrm{b}} T^{*} M \backslash o$.

In summary, ellipticity considerations force us to use $e>0$, while the structure of $L_{e, \hbar}$ is simplest for $e=1$, with the technical caveat of non-diagonalizability, which disappears for $e<1$; this is the reason for us to work with $e<1$ close to 1 .

### 8.2. High-frequency analysis

We now analyze $\mathcal{P}_{\hbar}$ near fiber infinity $\partial^{\overline{\mathrm{b}} T^{*}} M$. By Lemma 8.5 , we only need to study the propagation of regularity within $\partial \Sigma=G^{-1}(0) \cap^{\mathrm{b}} S^{*} M$ along the flow of the rescaled Hamilton vector field

$$
\mathrm{H}_{G}=\hat{\varrho} H_{G} \in \mathcal{V}_{\mathrm{b}}\left({ }^{\mathrm{b}} S^{*} M\right),
$$

see (3.26); here $\hat{\varrho}$ is a boundary defining function of fiber infinity ${ }^{\mathrm{b}} S^{*} M \subset \overline{{ }^{\mathrm{b}}} T^{*} M$. Note that $H_{G}$ is equal to the Hamilton vector field of the real part of $\sigma_{\mathrm{b}, \hbar}\left(\mathcal{P}_{\hbar}\right)$.

Let $\ell=\sigma_{\mathrm{b}, \hbar}\left(L_{1, \hbar}\right)$, so the eigenvalues of $\pm \hat{\varrho} \ell$ are positive near $\partial \Sigma^{ \pm}$. In order to prove the propagation of regularity (i.e. of estimates) in the future direction, as explained after the proof of Lemma 8.5, we need to choose a positive definite inner product on $\pi^{* \mathrm{~b}} T^{*} M$ (with $\pi: \partial \Sigma \rightarrow M$ being the projection), so that $\pm \frac{1}{2} \hat{\varrho}\left(\ell+\ell^{*}\right)$ is positive at (and hence near) $\partial \Sigma^{ \pm}$in the sense of self-adjoint endomorphisms; see also [72, Proposition 3.12]. We phrase this in a more direct way in Lemma 8.8 below. For real-principal-type propagation
estimates, we only need to arrange this locally in $\partial \Sigma$, but we can in fact arrange it globally, which will make the estimates at radial points and at the trapped set straightforward.

Lemma 8.8. Fix the positive definite inner product

$$
\begin{equation*}
g_{R}=d t_{*}^{2}+d r^{2}+\not g \tag{8.11}
\end{equation*}
$$

on ${ }^{\mathrm{b}} T^{*} M$, used to define adjoints below. Then, there exists a pseudodifferential operator $Q \in \Psi_{\mathrm{b}, \hbar}^{0}\left(M ;{ }^{\mathrm{b}} T^{*} M\right)$ which is elliptic near $\partial \Sigma$, with microlocal inverse $Q^{-}$, so that

$$
\begin{equation*}
\pm \hat{\varrho} \sigma_{\mathrm{b}, \hbar}\left(\frac{1}{2 i}\left(Q \mathcal{P}_{e, \hbar} Q^{-}-\left(Q \mathcal{P}_{e, \hbar} Q^{-}\right)^{*}\right)\right)>0 \tag{8.12}
\end{equation*}
$$

holds near $\partial \Sigma^{ \pm}$for all e close to 1 .
Proof. Since $\square_{g, \hbar}^{\mathrm{CP}}$ has a real scalar principal symbol, it does not contribute to (8.12); thus, we need to arrange (8.12) for $-i L_{e, \hbar}$ in place of $\mathcal{P}_{e, \hbar}$. Moreover, if (8.12) holds for $e=1$ for some choice of $Q$, then one can take the same $Q$ for $e$ close to 1 by compactness considerations. Explicitly, then, we may diagonalize the symbol of $L_{1, \hbar}$, given in (8.10), near $\partial \Sigma^{ \pm}$by conjugating it by an endomorphism-valued order-zero symbol $q$; quantizing $q$ gives an operator $Q$ with the desired properties. Concretely, near $\partial \Sigma$, we may take $\hat{\varrho}=\left|c^{2} \sigma+\nu \xi\right|^{-1}$, and then

$$
q=\left(\begin{array}{ccc}
1 & \mp \hat{\varrho}(\nu \sigma-\mu \xi) & \pm \hat{\varrho} r^{-2} i_{\eta} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

The proof is complete.
This immediately gives the propagation of regularity/estimates.
Proposition 8.9. Let $B_{1}, B_{2}, S \in \Psi_{\mathrm{b}, \hbar}^{0}\left(M ;{ }^{\mathrm{b}} T^{*} M\right)$ be operators with wave front set disjoint from $\partial \Sigma^{-}\left(\right.$resp. $\left.\partial \Sigma^{+}\right)$, as well as from the zero section $o \subset^{\overline{\mathrm{b}} T^{*}}$. Suppose that all backward (resp. forward) null-bicharacteristics of $\mathrm{H}_{G}$ from $\mathrm{WF}_{\mathrm{b}, \hbar}^{\prime}\left(B_{2}\right) \cap^{\mathrm{b}} S^{*} M$ reach $\mathrm{Ell}_{\mathrm{b}, \hbar}\left(B_{1}\right)$ in finite time while remaining in $\mathrm{Ell}_{\mathrm{b}, \hbar}(S)$, and with $S$ elliptic on $\mathrm{WF}_{\mathrm{b}, \hbar}^{\prime}\left(B_{2}\right)$. Then for all $s, \varrho \in \mathbb{R}$ and $N \in \mathbb{R}$, there exists $\hbar_{0}>0$ such that one has

$$
\begin{equation*}
\left\|B_{2} u\right\|_{H_{\mathrm{b}, \hbar}^{s, \rho}} \lesssim\left\|B_{1} u\right\|_{H_{\mathrm{b}, \hbar}^{s, \varrho}}+\hbar^{-1}\left\|S \mathcal{P}_{\hbar} u\right\|_{H_{\mathrm{b}, \hbar}^{s-1, e}}+\hbar^{N}\|u\|_{H_{\mathrm{b}, \hbar}^{-, N, e}}, \quad 0<\hbar<\hbar_{0} \tag{8.13}
\end{equation*}
$$

in the strong sense that if the norms on the right are finite, then so is the norm on the left, and the estimate holds. The same holds if one replaces $\mathcal{P}_{\hbar}$ by its adjoint $\mathcal{P}_{\hbar}^{*}$ (with respect to any non-degenerate fiber inner product) and interchanges 'backward' and 'forward'. See Figure 8.3.


Figure 8.3. Propagation of regularity in the future direction within $\partial \Sigma^{+}$: we can propagate microlocal control from $\mathrm{Ell}_{\mathrm{b}, \hbar}\left(B_{1}\right)$ to $\mathrm{Ell}_{\mathrm{b}, \hbar}\left(B_{2}\right)$. In $\partial \Sigma^{-}$, the arrows are reversed, corresponding to propagation in the backwards direction along $\mathrm{H}_{G}$ (which is still the future direction in $\partial \Sigma$ ).

This propagates $H_{\mathrm{b}, \hbar}^{s, \varrho}$-control of $u$ in the forward (resp. backwards) direction along the $\mathrm{H}_{G}$-flow in $\partial \Sigma^{+}$(resp. $\partial \Sigma^{-}$).

Proof. First of all, with $Q$ as in Lemma 8.8, we can write

$$
Q \mathcal{P}_{\hbar} u=Q \mathcal{P}_{\hbar} Q^{-}(Q u)+R u
$$

with $\mathrm{WF}_{\mathrm{b}, \hbar}^{\prime}(R) \cap \mathrm{WF}_{\mathrm{b}, \hbar}^{\prime}(S)=\varnothing$; from this, one easily sees that it suffices to prove the proposition for

$$
\begin{equation*}
\mathcal{P}_{\hbar}^{\prime}:=Q \mathcal{P}_{\hbar} Q^{-} \tag{8.14}
\end{equation*}
$$

in place of $\mathcal{P}_{\hbar}$. This then follows from a standard positive commutator argument, considering that

$$
\begin{equation*}
i \hbar^{-1}\left(\left\langle A u, A \mathcal{P}_{\hbar}^{\prime} u\right\rangle-\left\langle A \mathcal{P}_{\hbar}^{\prime} u, A u\right\rangle\right)=\left\langle i \hbar^{-1}\left[\mathcal{P}_{\hbar}^{\prime}, A^{2}\right] u, u\right\rangle-\left\langle(i \hbar)^{-1}\left(\mathcal{P}_{\hbar}^{\prime}-\left(\mathcal{P}_{\hbar}^{\prime}\right)^{*}\right) A^{2} u, u\right\rangle \tag{8.15}
\end{equation*}
$$

for a suitable principally scalar commutant $A=A^{*} \in \tau^{-2 r} \Psi_{\mathrm{b}, \hbar}^{s-1 / 2}\left(M ;{ }^{\mathrm{b}} T^{*} M\right)$ with wave front set contained in a small neighborhood of $\partial \Sigma^{ \pm}$, quantizing a non-negative symbol $a$ whose $H_{G}$-derivative has a sign on $\mathrm{Ell}_{\mathrm{b}, \hbar}\left(B_{2}\right)$, with an error term with the opposite sign on $\mathrm{Ell}_{\mathrm{b}, \hbar}\left(B_{1}\right)$. For example, in the case of $\partial \Sigma^{+}$, the term coming from the commutator can be written $\sigma_{\mathrm{b}, \hbar}\left(i \hbar^{-1}\left[\mathcal{P}_{\hbar}^{\prime}, A^{2}\right]\right)=H_{G} a^{2}=-b_{2}^{2}+b_{1}^{2}$, while by the previous lemma, the skew-adjoint part gives a contribution (in fact of order $\hbar^{-1}$, rather than 1 , due to the strict positivity in (8.12)) with the same sign as the term $-b_{2}^{2}$; thus, this contribution can be dropped from the estimate.

More concretely, quantizing $b_{1}$ and $b_{2}$, one can evaluate the right-hand side of (8.15); the a-priori control term $\left\|B_{1} u\right\|_{H_{\mathrm{b}, \hbar}^{s, \frac{O}{\hbar}}}$ (resp. conclusion term $\left\|B_{2} u\right\|_{H_{\mathrm{b}, \hbar}^{s, o}}$ ) in the estimate (8.13) arises from the quantization of $b_{1}^{2}$ (resp. $b_{2}^{2}$ ). The left-hand of (8.15) is estimated by $\|A u\|^{2}+\hbar^{-2}\left\|A \mathcal{P}_{\hbar}^{\prime} u\right\|$, and the first term can be absorbed into the $\left\|B_{2} u\right\|_{H_{b}^{s, \frac{o}{\hbar}}}$ if one chooses $a$ carefully. We refer the reader to $[80, \S 2]$ and $[140, \S 2.5]$ for a more detailed discussion and further references.


Figure 8.4. Propagation of singularities near a component $\partial \mathcal{R}_{ \pm}^{+}$of the radial set within $\partial \Sigma^{+}$: we can propagate microlocal control from $\mathrm{Ell}_{\mathrm{b}, \hbar}\left(B_{1}\right)$ to $\mathrm{Ell}_{\mathrm{b}, \hbar}\left(B_{2}\right)$, in particular into the boundary, along the forward direction of the $\mathrm{H}_{G}$-flow. In $\partial \Sigma^{-}$, we can propagate into the boundary as well by propagating backwards along the $\mathrm{H}_{G}$-flow.

Remark 8.10. Using the strict positivity of the contribution of the skew-adjoint part in (8.15), the estimate (8.13) can be improved, to wit

$$
\begin{equation*}
\left\|B_{2} u\right\|_{H_{\mathrm{b}, \hbar}^{s, \rho} \hbar} \lesssim \hbar^{1 / 2}\left\|B_{1} u\right\|_{H_{\mathrm{b}, \hbar}^{s, \rho}}+\left\|S \mathcal{P}_{\hbar} u\right\|_{H_{\mathrm{b}, \hbar}^{s-1, e}}+\hbar^{N}\|u\|_{H_{\mathrm{b}, \hbar}^{-N, e}}, \quad 0<\hbar<\hbar_{0} \tag{8.16}
\end{equation*}
$$

Indeed, the right-hand side of (8.15) controls $\hbar^{-1}\|A u\|^{2}$ (rather than merely $\left\|B_{2} u\right\|^{2}$ ), due to the presence of the second term, provided one has a-priori control of $\left\|B_{1} u\right\|^{2}$; the left-hand side on the other hand can be estimated by $\varepsilon \hbar^{-1}\|A u\|^{2}+C_{\varepsilon} \hbar^{-1}\left\|A \mathcal{P}_{\hbar}^{\prime} u\right\|^{2}$, the first term of which can be absorbed, giving (8.16). The same improvement can be made in the statements of Propositions 8.11 and 8.12 below.

Likewise, we have microlocal estimates for the propagation near the radial set $\partial \mathcal{R}$.
Proposition 8.11. Suppose the wave front sets of $B_{1}, B_{2}, S \in \Psi_{\mathrm{b}, \hbar}^{0}\left(M ;{ }^{\mathrm{b}} T^{*} M\right)$ are contained in a small neighborhood of $\partial \Sigma^{+}$(resp. $\partial \Sigma^{-}$), with $B_{2}$ elliptic at $\partial \mathcal{R}_{ \pm}^{+}$, resp. $\partial \mathcal{R}_{ \pm}^{-}$(see §3.4), and so that all backward (resp. forward) null-bicharacteristics from $\mathrm{WF}_{\mathrm{b}, \hbar}^{\prime}\left(B_{2}\right) \cap^{\mathrm{b}} S^{*} M$ either tend to $\partial \mathcal{R}_{ \pm}^{+}\left(\right.$resp. $\left.\partial \mathcal{R}_{ \pm}^{-}\right)$, or enter $\mathrm{Ell}_{\mathrm{b}, \hbar}\left(B_{1}\right)$ in finite time, while remaining in $\mathrm{Ell}_{\mathrm{b}, \hbar}(S)$; assume further that $S$ is elliptic on $\mathrm{WF}_{\mathrm{b}, \hbar}^{\prime}\left(B_{2}\right)$. Then, for all $s, \varrho \in \mathbb{R}$ and $N \in \mathbb{R}$, there exists $\hbar_{0}>0$ such that the estimate (8.13) holds for $0<\hbar<\hbar_{0}$. See Figure 8.4.

The same estimate holds if one replaces $\mathcal{P}_{\hbar}$ by its adjoint and interchanges 'backward' and 'forward'.

Proof. This follows again from a positive commutator argument; see [75, Proposition 2.1]. We may replace $\mathcal{P}_{\hbar}$ by $\mathcal{P}_{\hbar}^{\prime}$ defined in (8.14). Using the non-negativity of $(i \hbar)^{-1}\left(\mathcal{P}_{\hbar}^{\prime}-\left(\mathcal{P}_{\hbar}^{\prime}\right)^{*}\right)$ near $\partial \Sigma^{+}$, we get an estimate under a threshold condition on the regularity $s$ relative to the weight $\varrho$ of the form $s-\beta \varrho-\frac{1}{2}>0$, with $\beta=\beta_{ \pm}$; but the strict positivity of $(i \hbar)^{-1}\left(\mathcal{P}_{\hbar}^{\prime}-\left(\mathcal{P}_{\hbar}^{\prime}\right)^{*}\right)$ gives an extra contribution of size $\hbar^{-1}$, so the main term


Figure 8.5. Propagation of singularities near the trapped set $\partial \Gamma^{+}$: we can propagate microlocal control from $\mathrm{Ell}_{\mathrm{b}, \hbar}\left(B_{1}\right)$ to $\mathrm{Ell}_{\mathrm{b}, \hbar}\left(B_{2}\right)$, and hence from the forward trapped set $\partial \Gamma_{\mathrm{fw}}^{+}$into the trapped set $\partial \Gamma^{+}$(and from there into the backward trapped set $\partial \Gamma_{\mathrm{bw}}^{+}$), along the forward direction of the $\mathrm{H}_{G}$-flow. For the corresponding propagation result in $\partial \Gamma^{-}$, the subscripts 'bw' and 'fw' are interchanged.
in the positive commutator argument is (up to an overall sign) $\geqslant s-\beta \varrho-\frac{1}{2}+\delta \hbar^{-1}$ for some (small) $\delta>0$, which is $\geqslant \frac{1}{2} \delta$ for small $\hbar$. This explains why the radial point estimate does not require any above-threshold assumptions which appear in the estimate given in the reference.

Finally, at the trapping, we have the following result.
Proposition 8.12. There exist operators $B_{1}, B_{2}, S \in \Psi_{\mathrm{b}, \hbar}^{0}\left(M ;{ }^{\mathrm{b}} T^{*} M\right)$, with $B_{2}$ and $S$ elliptic near $\partial \Gamma^{+}\left(\right.$resp. $\left.\partial \Gamma^{-}\right)$and $\mathrm{WF}_{\mathrm{b}, \hbar}^{\prime}\left(B_{1}\right) \cap \partial \Gamma_{\mathrm{bw}}^{+}=\varnothing\left(\right.$ resp. $\left.\mathrm{WF}_{\mathrm{b}, \hbar}^{\prime}\left(B_{1}\right) \cap \partial \Gamma_{\mathrm{fw}}^{-}=\varnothing\right)$, where $\Gamma_{\mathrm{bw}}^{+} \vee^{\mathrm{b}} T_{X}^{*} M$ is the backward trapped set (with respect to the $H_{G}$ flow) in $\Sigma^{+}$and $\Gamma_{\mathrm{fw}}^{-} \subset{ }^{\mathrm{b}} T_{X}^{*} M$ is the forward trapped set in $\Sigma^{-}$, so that, for all $s, \varrho \in \mathbb{R}$ and $N \in \mathbb{R}$, there exists $\hbar_{0}>0$ such that the estimate (8.13) holds for $0<\hbar<\hbar_{0}$. See Figure 8.5.

The same estimate holds if one replaces $\mathcal{P}_{\hbar}$ by its adjoint, now with $\mathrm{WF}_{\mathrm{b}, \hbar}^{\prime}\left(B_{1}\right) \cap$ $\partial \Gamma_{\mathrm{fw}}^{+}=\varnothing\left(\right.$ resp. $\left.\mathrm{WF}_{\mathrm{b}, \hbar}^{\prime}\left(B_{1}\right) \cap \partial \Gamma_{\mathrm{bw}}^{-}=\varnothing\right)$, where $\Gamma_{\mathrm{fw}}^{+} \subset^{\mathrm{b}} T^{*} M$ is the forward trapped set in $\Sigma^{+}$and $\Gamma_{\mathrm{bw}}^{-} \in^{\mathrm{b}} T^{*} M$ the backward trapped set in $\Sigma^{-}$.

Proof. This follows from a straightforward adaption of the proof of the last part of [74, Theorem 3.2]; again, the strict positivity of $(i \hbar)^{-1}\left(\mathcal{P}_{\hbar}^{\prime}-\left(\mathcal{P}_{\hbar}^{\prime}\right)^{*}\right)$, and the fact that it has size $\hbar^{-1}$ rather than $\mathcal{O}(1)$ (which is the size of the main term of the commutator argument, where the main term of the commutant is $\tau^{-2 r}$, whose $\mathrm{H}_{G}$-derivative has a sign near $\Gamma^{ \pm}$), shifts the threshold weight ( $r=0$ in the reference) to $C$ for any fixed $C>0$, provided $\hbar>0$ is sufficiently small. This is the reason for the trapping estimate holding for all weighted spaces, unlike in the reference.

Combining these propagation results with elliptic regularity in ${ }^{\mathrm{b}} S^{*} M \backslash \partial \Sigma$ and using the global structure of the null-geodesic flow (see [140, §6] or [77, §2]), we can thus control $u$ microlocally near fiber infinity ${ }^{\mathrm{b}} S_{U}^{*} M$ over any open set $U \Subset \Omega$, provided we have apriori control of $u$ at $\partial \Sigma$ near the Cauchy surface $\Sigma_{0}$ and the two spacelike hypersurfaces $[0,1]_{\tau} \times \partial Y$. (That is, $U$ is disjoint from $\Sigma_{0}$ and $[0,1]_{\tau} \times \partial Y$.)

### 8.3. Low frequency analysis

We next study the operator $\mathcal{P}_{\hbar}$ microlocally near the zero section $o \subset \overline{{ }^{\mathrm{b}} T^{*}} M$. Since $\sigma_{\mathrm{b}, \hbar}\left(\square_{g, \hbar}^{\mathrm{CP}}\right)$ vanishes quadratically at the zero section, the propagation of semiclassical regularity for solutions of $\mathcal{P}_{\hbar} u=f$ there is driven by $L_{\hbar}$. Let us consider the situation on the symbolic level in a model case first: namely, if $L$ is $i^{-1}$ times a future timelike vector field, then the principal symbol of the scalar operator $i\left(\square_{g}-i L\right)$ is given by $\ell+i G$, with $\ell=\sigma(L)$. Propagation in the forward direction along $H_{\ell}$ requires a sign condition on $G$ which is not met here. The key is to rewrite

$$
\begin{equation*}
\ell+i G=\ell+i C \ell^{2}-i\left(C \ell^{2}-G\right) \tag{8.17}
\end{equation*}
$$

for a constant $C$; by the timelike nature of $i L$, we have $\ell>0$ in the future causal cone $\{\zeta \in$ $\left.{ }^{\mathrm{b}} T_{p}^{*} M: G(\zeta) \geqslant 0, G\left(\zeta, d t_{*}\right)>0\right\}$, and therefore, for large $C$, we have $\sigma_{2}\left(C \ell^{2}-G\right)(\zeta) \geqslant 0, \zeta \in$ ${ }^{\mathrm{b}} T_{p}^{*} M$. (In fact, for large $C$, the left-hand side is a sum of squares, with positive definite Hessian at $\zeta=0$.) Then, we can factor out $1+i C \ell$ from (8.17), giving $\ell-i\left(C \ell^{2}-G\right)$ up to terms which vanish cubically at the zero section. Algebraically more simply, we can multiply $\sigma_{2}\left(L+i \square_{g}\right)$ by $(1-i C \ell)$, obtaining

$$
\begin{equation*}
(1-i C \ell)(\ell+i G)=(\ell+C \ell G)-i\left(C \ell^{2}-G\right) \tag{8.18}
\end{equation*}
$$

for which we have propagation of singularities in the zero section along the flow of $i L$.
The key lemma allowing us to make this work in a conceptually straightforward manner for the operator at hand, $\mathcal{P}_{\hbar}$, is the following.

Lemma 8.13. Denoting by $g_{R}$ the inner product (8.11), the principal symbol

$$
\ell_{e}=\sigma_{\mathrm{b}, \hbar}\left(L_{e, \hbar}\right)
$$

is symmetric with respect to the inner product

$$
b_{e}:=g_{R}\left(B_{e} \cdot, \cdot\right), \quad B_{e}=\left(\begin{array}{ccc}
c^{2} & -\nu & 0 \\
-\nu & c^{-2}\left(\nu^{2}+\frac{1}{1-e}\right) & 0 \\
0 & 0 & \frac{1}{(1-e) r^{2}}
\end{array}\right)
$$

As before, we shall often drop the subscript ' $e$ ' from the notation, thus simply writing $B \equiv B_{e}$.

Proof. First of all, $B$ is symmetric and positive definite with respect to $g_{R}$ for $e \in$ $(0,1)$. Next, and also to prepare subsequent arguments, we simply compute the precise form of $B L_{\hbar}$. Namely, in the decomposition (8.8), we find

$$
\begin{equation*}
B L_{\hbar}=\widetilde{M}_{t_{*}} \hbar D_{t_{*}}+\widetilde{M}_{r} \hbar D_{r}+\widetilde{M}_{\omega}+i \hbar \widetilde{S} \tag{8.19}
\end{equation*}
$$

where $\widetilde{M}_{t_{*}}=B M_{t_{*}}, \widetilde{M}_{r}=B M_{r}, \widetilde{M}_{\omega}=B M_{\omega}$ and $\widetilde{S}=B S$. Concretely,

$$
\begin{gathered}
\tilde{M}_{t_{*}}=\left(\begin{array}{ccc}
(1+e) c^{4} & -(1+e) c^{2} \nu & 0 \\
-(1+e) c^{2} \nu & (1+e) \nu^{2}+\frac{1}{1-e} & 0 \\
0 & 0 & \frac{c^{2}}{(1-e) r^{2}}
\end{array}\right) \\
\tilde{M}_{r}=\left(\begin{array}{ccc}
-(1+e) c^{2} \nu & -1+(1+e) \nu^{2} & 0 \\
-1+(1+e) \nu^{2} & -c^{-2} \nu\left(\frac{2 e-1}{1-e}+(1+e) \nu^{2}\right. \\
0 & 0 & 0 \\
0 & -\frac{\nu}{(1-e) r^{2}}
\end{array}\right)
\end{gathered}
$$

and

$$
\widetilde{M}_{\omega}=i \hbar r^{-2}\left(\begin{array}{ccc}
0 & 0 & -c^{2} \phi \\
0 & 0 & \nu \nless \\
c^{2} \not d & -\nu \not d & 0
\end{array}\right)
$$

The lemma is now obvious.
We occasionally indicate ' $e$ ' explicitly as a subscript for the operators appearing in (8.19).

Remark 8.14. While we choose a slightly different route below, the conceptually cleanest and most precise way to proceed would be to use second microlocalization at the zero section in semiclassical b-phase space $\overline{{ }^{\mathrm{b}} T^{*}} M$. For $0<e<1$, one can smoothly diagonalize $\ell_{e}$ on the front face ff of the blow-up [ $\overline{{ }^{\mathrm{b}} T^{*}} M$; o] near the 2-microlocal characteristic set of $L_{e, \hbar}$ (which due to the homogeneity of $\ell_{e}$ is equivalent to the smooth diagonalizability of $\ell_{e}$ in a conic neighborhood of the characteristic set of $L_{e, \hbar}$ in ${ }^{\mathrm{b}} T^{*} M \backslash o$ ). Indeed, the pointwise diagonalizability follows directly from Lemma 8.13; the condition $0<e<1$ then ensures that in ${ }^{\mathrm{b}} T^{*} M \backslash o$, the eigenvalue $-\left(c^{2} \sigma+\nu \xi\right)$ of $\ell_{e}$ discussed in Remark 8.7 is always different from the two remaining eigenvalues (which must then themselves be distinct, as their average is equal to $-\left(c^{2} \sigma+\nu \xi\right)$ by trace considerations), and the smooth diagonalizability follows easily. Moreover, for $e>0$, one has $G<0$ in the second microlocal
characteristic set of $L_{\hbar}$; this is just the statement that $\ell_{e}$ is elliptic in the causal double cone, away from the zero section. Therefore, one has 2-microlocal propagation of regularity in the future direction along ff, giving semiclassical Lagrangian regularity for solutions of $\mathcal{P}_{\hbar} u \in \dot{\mathcal{C}}^{\infty}$; the propagation into the boundary $X$ at future infinity uses a 2 -microlocal radial point estimate at the critical points of the 2-microlocal null-bicharacteristics of $L_{\hbar}$, which places a restriction on the weight of the function space at $X$. Finally, to deal with the Lagrangian error, one would use a direct microlocal energy estimate, which we explain below, near the zero section.

Following the observation in Lemma 8.13, we obtain the following sharpening of Corollary 8.6.

Lemma 8.15. For $e<1$ close to 1 , the first-order differential operator $L_{e, \hbar}$ is future timelike in the sense that $\sigma_{\mathrm{b}, \hbar}\left(L_{e, \hbar}\right)(\zeta)$ is positive definite with respect to the inner product $b_{e}$ for all $\zeta \in{ }^{\mathrm{b}} T^{*} M \backslash o$ which are future causal, i.e. $G(\zeta) \geqslant 0, G\left(\zeta, d t_{*}\right)>0$.

Proof. The eigenvalues of $\sigma_{\mathrm{b}, \hbar}\left(L_{1, \hbar}\right)(\zeta)$ are positive for such $\zeta$, and the claim follows by continuity.

For the rest of this section, symmetry and positivity will always be understood with respect to $b_{e}$.

Corollary 8.16. There exists a constant $C>0$ such that $C \ell_{e}^{2}-G$ Id is positive definite on ${ }^{\mathrm{b}} T^{*} M \backslash o$; in other words, $\left(C \ell_{e}^{2}-G \mathrm{Id}\right)(\zeta) \in \operatorname{End}\left({ }^{\mathrm{b}} T_{z}^{*} M\right)$ is positive definite for $\zeta \in{ }^{\mathrm{b}} T_{z}^{*} M \backslash o, z \in M$.

Proof. Note that $\ell_{e}^{2} \geqslant 0$, and indeed by Lemma 8.15 and using a continuity and compactness argument, there exists $\delta>0$ such that $\ell_{e}(\zeta)^{2} \geqslant \delta>0$ holds for all $\zeta$ with $|\zeta|_{g_{R}}=1$ and $G(\zeta) \geqslant-\delta$, while on the other hand $G(\zeta) \leqslant \delta^{-1}$ for all $\zeta$ with $|\zeta|_{g_{R}}=1$. But then $C \ell_{e}(\zeta)^{2}-G(\zeta) \mathrm{Id} \geqslant \min \left(C \delta-\delta^{-1}, \delta\right)$ is bounded away from zero for sufficiently large $C>0$.

The principally symmetric nature of $L_{e, \hbar}$ will give rise to a (microlocal) energy estimate with respect to the inner product

$$
\langle u, v\rangle=\int b_{e}(u, v)\left|d g_{R}\right|
$$

Denoting formal adjoints with respect to this inner product by a superscript ' $b$ ' (suppressing the dependence on $e$ here), so $Q^{* b}=B^{-1} Q^{*} B$ for an operator $Q$ on $\dot{\mathcal{C}}_{\mathrm{c}}^{\infty}\left(M ;{ }^{\mathrm{b}} T^{*} M\right)$, where $Q^{*}$ is the adjoint with respect to $g_{R}$. From now on, all adjoints are taken with respect to the fiber inner product $b$. The energy estimate is then based on the commutator

$$
\frac{i}{\hbar}\left(\left\langle A u, A L_{\hbar} u\right\rangle-\left\langle A L_{\hbar} u, A u\right\rangle\right)=\left\langle\frac{i}{\hbar}\left[L_{\hbar}, A^{2}\right] u, u\right\rangle+\left\langle\frac{1}{i \hbar}\left(L_{\hbar}-L_{\hbar}^{*}\right) A^{2} u, u\right\rangle
$$

with a principally scalar commutant $A=A^{*} \in \Psi_{\mathrm{b}, \hbar}\left(M ;{ }^{\mathrm{b}} T^{*} M\right)$, microlocalized near $o \subset$ ${ }^{\mathrm{b}} T^{*} M$, which we construct below. Roughly, near the critical set $\left\{\tau=0, r=r_{c}\right\}$ of the vector field $\nabla t_{*}$, we will take $A=\psi_{0}\left(t_{*}\right) \psi_{1}(r)$, composed with pseudodifferential cutoffs localizing near the zero section; the contribution of the main term, which is the commutator, then has a sign according to the following lemma.

Lemma 8.17. For $e \in(0,1)$, we have $M_{t_{*}, e}>0$. Moreover, given $\delta_{r}>0$, there exists $\delta>0$ such that $\pm M_{r, e}>\delta$ Id in $\pm\left(r-r_{c}\right) \geqslant \delta_{r}$ for all $e \in(1-\delta, 1)$.

This, together with Lemma 8.15, is consistent with the idea of $L_{\hbar}$ being roughly differentiation along $\nabla t_{*}$. Indeed, $\nabla t_{*}\left(d t_{*}\right)=c^{2}>0$, and

$$
\pm\left(\nabla t_{*}\right)(d r)=\mp \nu>0 \quad \text { for } \pm\left(r-r_{c}\right)>0
$$

Proof. We obtain equivalent statements by replacing $M_{t_{*}, e}$ and $M_{r, e}$ by $\widetilde{M}_{t_{*}, e}$ and $\widetilde{M}_{r, e}$, respectively, and proving the corresponding estimates in the sense of symmetric operators with respect to $g_{R}$.

The first claim then follows immediately from the observation that the $(3,3)$ entry of $\widetilde{M}_{t_{*}}$ (acting on $T^{*} \mathbb{S}^{2}$ ) is positive, and the $2 \times 2$ minor of $\widetilde{M}_{t_{*}}$ has positive trace and determinant for $e \in(0,1)$. For the second claim, we must show that $-\nu \widetilde{M}_{r, e}>0$ in $\nu \neq 0$. The $(3,3)$ entry of $-\nu \widetilde{M}_{r, e}$ is scalar multiplication by $r^{-2} \nu^{2} /(1-e)>0$, and for the $2 \times 2$ minor of $-\nu \widetilde{M}_{r, e}$, one easily checks that its trace is positive for $e \in\left(\frac{1}{2}, 1\right)$, while its determinant is

$$
\nu^{2}\left(\frac{1+e}{1-e} \nu^{2}-1\right)
$$

Given $\delta_{r}>0, \nu^{2}$ has a positive lower bound on $\left|r-r_{c}\right| \geqslant \delta_{r}$, and thus this determinant is positive for $e \in(1-\delta, 1)$ if $\delta>0$ is sufficiently small.

The skew-adjoint part of $L_{\hbar}$ is

$$
\begin{equation*}
\ell^{\prime}:=\frac{1}{2 i \hbar}\left(L_{\hbar}-L_{\hbar}^{*}\right)=\frac{1}{2}\left(B^{-1}\left[\partial_{r}, B M_{r}\right]+S+S^{*}\right) \tag{8.20}
\end{equation*}
$$

which is an element of $\mathcal{C}^{\infty}\left(M ; \operatorname{End}\left({ }^{\mathrm{b}} T^{*} M\right)\right)$ and pointwise self-adjoint with respect to the fiber inner product $b$. Again, we shall display the parameter $e$ as a subscript of $\ell^{\prime}$ whenever necessary. Near the critical set of $\nabla t_{*}$, it will be crucial that $\ell^{\prime}$ is negative definite in order to show propagation into $o_{Y} \subset^{\overline{\mathrm{b}}} T_{Y}^{*} M$ on decaying function spaces (see below for details).

Lemma 8.18. There exist $\delta_{r}, \delta>0$ such that, for all $e \in(1-\delta, 1)$, we have $\ell_{e}^{\prime} \leqslant-\delta \mathrm{Id}$ in the neighborhood $\left|r-r_{c}\right|<\delta_{r}$ of the critical point of $\nabla t_{*}$.

Proof. A simple calculation shows that $\ell_{e}^{\prime}$ depends smoothly on $e$ in a full neighborhood of $e=1$, and at $e=1$ one computes

$$
\ell_{1}^{\prime}:=\lim _{e \rightarrow 1} \ell_{e}^{\prime}=\frac{1}{2}\left(\begin{array}{ccc}
2 \nu^{\prime}+8 r^{-1} \nu & c^{-2} r^{-1}\left(2-4 \nu^{2}+r \nu \nu^{\prime}\right) & 0 \\
0 & 3 \nu^{\prime}+4 r^{-1} \nu & 0 \\
0 & 0 & \nu^{\prime}+6 r^{-1} \nu
\end{array}\right)
$$

Since $\nu=0$ and $\nu^{\prime}<0$ at $r=r_{c}$, this shows that all eigenvalues of $\ell_{1}^{\prime}$, and hence of $\ell_{e}^{\prime}$ for $e$ near 1 , are indeed negative in a neighborhood of $r=r_{c}$.

Choose $\delta_{r}$ according to Lemma 8.18, and then take $\delta>0$ to be equal to the smaller value among the ones provided by Lemmas 8.17, with $\frac{1}{2} \delta_{r}$ in place of $\delta_{r}$, and Lemma 8.18; then, rescaling $\delta_{r}$, we have, for $e \in(1-\delta, 1)$,

$$
\begin{equation*}
\ell_{e}^{\prime} \leqslant-\delta \mathrm{Id} \text { for }\left|r-r_{c}\right|<16 \delta_{r} \quad \text { and } \quad \pm M_{r, e}>\delta \mathrm{Id} \text { for } \pm\left(r-r_{c}\right) \geqslant 8 \delta_{r} \tag{8.21}
\end{equation*}
$$

Let us fix such an $e$ and the corresponding inner product $b \equiv b_{e}$. We also pick $C>0$ according to Corollary 8.16 and define an elliptic (near the zero section) multiple of $\mathcal{P}_{\hbar}$, in analogy to (8.18), by

$$
\begin{equation*}
\mathcal{P}_{\hbar}^{\prime}:=\left(1-i C L_{\hbar}^{*}\right) i \mathcal{P}_{\hbar}=\left(L_{\hbar}+J_{\hbar}\right)-i Q_{\hbar}, \tag{8.22}
\end{equation*}
$$

where

$$
\begin{align*}
J_{\hbar} & =C \operatorname{Re}\left(L_{\hbar}^{*} \square_{g, \hbar}^{\mathrm{CP}}\right)-\operatorname{Im}\left(\square_{g, \hbar}^{\mathrm{CP}}\right),  \tag{8.23}\\
Q_{\hbar} & =C L_{\hbar}^{*} L_{\hbar}-\operatorname{Re}\left(\square_{g, \hbar}^{\mathrm{CP}}\right)-C \operatorname{Im}\left(L_{\hbar}^{*} \square_{g, \hbar}^{\mathrm{CP}}\right)
\end{align*}
$$

here we use the inner product $b$ to compute adjoints, as well as symmetric (Re) and skewsymmetric (Im) parts. Note that $J_{\hbar}$ and $Q_{\hbar}$ are semiclassical b-differential operators, and $J_{\hbar}=J_{\hbar}^{*}, Q_{\hbar}=Q_{\hbar}^{*}$. Denoting by $\mathcal{O}\left(\zeta^{k}\right)$ a symbol vanishing at least to order $k$ at the zero section, their full symbols satisfy

$$
\begin{align*}
\sigma_{\mathrm{b}, \hbar}^{\text {full }}\left(J_{\hbar}\right) & =\mathcal{O}\left(\zeta^{3}\right)+\hbar \mathcal{O}(1)  \tag{8.24}\\
\sigma_{\mathrm{b}, \hbar}^{\text {full }}\left(Q_{\hbar}\right) & =\left(C \ell^{2}-G \operatorname{Id}\right)+\hbar \mathcal{O}(\zeta)+\hbar^{2} \mathcal{O}(1)
\end{align*}
$$

We now prove the propagation of regularity (with estimates) away from the critical set.

Proposition 8.19. Suppose that $r_{c}+14 \delta_{r}<r_{1}<r_{2}<r_{+}+3 \varepsilon_{M}$ (see (6.1) and (3.9) for the definitions of $r_{+}$and $\left.\varepsilon_{M}\right)$. Moreover, fix $0<\tau_{0}<\tau_{1}$. Let $\mathcal{V} \subset{ }^{\mathrm{b}} T^{*} M$ be a fixed neighborhood of the zero section $o \subset^{\mathrm{b}} T^{*} M$, in particular $\mathcal{V}$ is disjoint from ${ }^{\mathrm{b}} S^{*} M$. Let


Figure 8.6. Propagation near the zero section away from the critical set of $\nabla t_{*}$ : control on the elliptic set of $B_{1}$ propagates to the elliptic set of $B_{2}$.
$B_{1}, B_{2}, S \in \Psi_{\mathrm{b}, \hbar}\left(M ;{ }^{\mathrm{b}} T^{*} M\right)$ be operators such that $B_{1}$ is elliptic near the zero section over the set

$$
\left(\left[0, \tau_{1}\right)_{\tau} \times\left(r_{c}+10 \delta_{r}, r_{c}+14 \delta_{r}\right)_{r} \cup\left(\tau_{0}, \tau_{1}\right)_{\tau} \times\left(r_{c}+10 \delta_{r}, r_{2}\right)_{r}\right) \times \mathbb{S}^{2}
$$

while $\mathrm{WF}_{\mathrm{b}, \hbar}^{\prime}\left(B_{2}\right) \subset \mathcal{V} \cap\left\{\tau \in\left[0, \tau_{0}\right), r \in\left(r_{1}, r_{2}\right)\right\}$, and $S$ is elliptic in $\mathcal{V} \cap\left\{\tau \in\left[0, \tau_{1}\right), r \in\left(r_{c}+\right.\right.$ $\left.\left.10 \delta_{r}, r_{2}\right)\right\}$. Then for all $\varrho \in \mathbb{R}$ and $N \in \mathbb{R}$, the estimate

$$
\begin{equation*}
\left\|B_{2} u\right\|_{H_{\mathrm{b}, \hbar}^{0, \rho}} \lesssim\left\|B_{1} u\right\|_{H_{\mathrm{b}, \hbar}^{0, \rho}}+\hbar^{-1}\left\|S \mathcal{P}_{\hbar} u\right\|_{H_{\mathrm{b}, \hbar}^{0, \varrho}}+\hbar^{N}\|u\|_{H_{\mathrm{b}, \hbar}^{0, \rho}} \tag{8.25}
\end{equation*}
$$

holds for sufficiently small $\hbar>0$. See Figure 8.6.
The same holds if instead $r_{-}-3 \varepsilon_{M}<r_{1}<r_{2}<r_{c}-14 \delta_{r}$, now with $B_{1}$ elliptic near the zero section over

$$
\left(\left[0, \tau_{0}\right)_{\tau} \times\left(r_{c}-14 \delta_{r}, r_{c}-10 \delta_{r}\right) \cup\left(\tau_{0}, \tau_{1}\right)_{\tau} \times\left(r_{1}, r_{c}-10 \delta_{r}\right)_{r}\right) \times \mathbb{S}^{2}
$$

and $S$ elliptic in $\mathcal{V} \cap\left\{\tau \in\left[0, \tau_{1}\right), r \in\left(r_{1}, r_{c}-10 \delta_{r}\right)\right\}$.
Remark 8.20. Continuing Remark 8.14, there is a cleaner and more precise 2microlocal statement. Namely, 2-microlocal regularity propagates along the Hamilton vector fields of the eigenvalues of $\ell$.

Proof of Proposition 8.19. Since we are working near the zero section, the differentiability order is irrelevant. Furthermore, by Lemma 8.5, we may localize as close to the zero section as we wish, and by conjugating microlocally near $o \subset^{\mathrm{b}} T^{*} M$ by the elliptic operator $1-i C L_{\hbar}^{*}$, it suffices to prove the estimate (8.25) for $\mathcal{P}_{\hbar}^{\prime}$ in place of $\mathcal{P}_{\hbar}$. We then consider the scalar commutant

$$
a(z, \zeta)=e^{\varrho t_{*}} \chi_{0}\left(t_{*}\right) \chi_{1}(r) \chi_{*}(\zeta),
$$



Figure 8.7. Graph of the function $\chi_{1}$, with the negative derivative between $r_{c}+14 \delta_{r}$ and $r_{2}$ giving positivity in the positive commutator argument, and the region $r_{c}+10 \delta_{r} \leqslant r \leqslant r_{c}+14 \delta_{r}$ being the a priori control region.
with $z=\left(t_{*}, r, \omega\right) \in M$ and $\zeta \in{ }^{\mathrm{b}} T_{z}^{*} M$, where we suppress a factor of Id, the identity map on $\left(\pi^{* \mathrm{~b}} T^{*} M\right)_{(z, \zeta)}, \pi$ : ${ }^{\mathrm{b}} T^{*} M \rightarrow M$ being the projection. Here, writing $t_{*, j}=-\log \tau_{j}$, we take $\chi_{0}$ with $\chi_{0} \equiv 0$ for $t_{*} \leqslant t_{*, 1}+\frac{1}{3}\left(t_{*, 0}-t_{*, 1}\right)$ and $\chi_{0} \equiv 1$ for $t_{*} \geqslant t_{*, 1}+\frac{2}{3}\left(t_{*, 0}-t_{*, 1}\right)$, while

$$
\chi_{1}(r)=\psi_{1}(r) \psi_{2}\left(\boldsymbol{\digamma}^{-1}\left(r_{2}-r\right)\right), \quad \psi_{2}(x)=H(x) e^{-1 / x}
$$

and $\psi_{1} \equiv 0$ for $r \leqslant r_{c}+11 \delta_{r}$ and $\psi_{1} \equiv 1$ for $r \geqslant r_{c}+13 \delta_{r}$; see Figure 8.7. Moreover,

$$
\chi_{*}(\zeta)=\chi_{*, 0}\left(\digamma_{*} \zeta\right),
$$

with $\chi_{*, 0} \in \mathcal{C}_{\mathrm{c}}^{\infty}\left({ }^{\mathrm{b}} T^{*} M\right)$ identically 1 for $|\zeta| \leqslant \frac{1}{2}$ and identically 0 for $|\zeta| \geqslant 1$. Further, we assume that $\sqrt{\chi_{0}}, \sqrt{\chi_{1}}$ and $\sqrt{\chi_{*}}$ are smooth; finally, $\digamma^{\prime}, \digamma_{*}>0$ are large, to be chosen later.

Let $\ell$ and $j$ denote the principal symbols of $L_{\hbar}$ and $J_{\hbar}$, respectively. Then, $H_{\ell} t_{*}=M_{t_{*}}$ and $H_{\ell} r=M_{r}$. Therefore, we compute

$$
\begin{equation*}
H_{\ell} a=e^{\varrho t_{*}}\left(\chi_{1}^{\prime} M_{r} \chi_{0} \chi_{*}+\left(\varrho \chi_{0}+\chi_{0}^{\prime}\right) M_{t_{*}} \chi_{1} \chi_{*}+\left(H_{\ell} \chi_{*}\right) \chi_{0} \chi_{1}\right) \tag{8.26}
\end{equation*}
$$

Using $\psi_{2}^{\prime}=x^{-2} \psi_{2}$, we further have

$$
\chi_{1}^{\prime}=\psi_{1}^{\prime} \psi_{2}-\digamma\left(r_{2}-r\right)^{-2} \chi_{1}
$$

with the second term being the main term, and the first term supported in the a-priori control region in $r$. On the other hand,

$$
H_{j} a=e^{\varrho t_{*}}\left(\chi_{1}^{\prime}\left(H_{j} r\right) \chi_{0} \chi_{*}+\left(\varrho \chi_{0}+\chi_{0}^{\prime}\right)\left(H_{j} t_{*}\right) \chi_{1} \chi_{*}+\left(H_{j} \chi_{*}\right) \chi_{0} \chi_{1}\right)
$$

Now, in view of the cubic vanishing of $j$ at $\zeta=0$ by (8.24), the first two terms in the parenthesis-which are stationary $\left(t_{*}\right.$-independent) smooth functions-vanish quadratically there; for large $\digamma_{*}$, we will thus be able to absorb them into the main term $\chi_{1}^{\prime} M_{r}$ in (8.26) up to a-priori controlled terms. Concretely, given a constant $\mathrm{M}>0$ (used to absorb further error terms) chosen below, we can write

$$
\begin{equation*}
H_{\ell+j} a=-\left(b_{2}^{\prime}\right)^{2}-\mathrm{M} a+e_{0}+e_{1}, \tag{8.27}
\end{equation*}
$$

where

$$
\begin{aligned}
& b_{2}^{\prime}=e^{\varrho t_{*} / 2} \sqrt{\chi_{0} \chi_{1} \chi_{*}}\left(\digamma\left(r_{2}-r\right)^{-2}\left(M_{r}+H_{j} r\right)-\varrho\left(M_{t_{*}}+H_{j} t_{*}\right)-\mathrm{M} \mathrm{Id}\right)^{1 / 2} \\
& e_{0}=e^{\varrho t_{*}} \chi_{0} \chi_{1}\left(H_{\ell+j} \chi_{*}\right) \\
& e_{1}=e^{\varrho t_{*}} \chi_{*}\left(\psi_{1}^{\prime} \psi_{2} \chi_{0}\left(M_{r}+H_{j} r\right)+\chi_{0}^{\prime} \chi_{1}\left(M_{t_{*}}+H_{j} t_{*}\right)\right)
\end{aligned}
$$

Here, the term in parentheses in the definition of $b_{2}^{\prime}$ is a strictly positive self-adjoint endomorphism on $\operatorname{supp} a$, provided $\digamma_{*}$ and $\digamma$ are large, and we take $b_{2}^{\prime}$ to be the unique positive definite square root, which is smooth; the term $e_{1}$ is supported in the region where we assume a-priori control, corresponding to the elliptic set of $B_{1}$, and $e_{0}$ is supported in the elliptic set of $\mathcal{P}_{\hbar}^{\prime}$.

Let $A=A^{*} \in \Psi_{\mathrm{b}, \hbar}\left(M ;{ }^{\mathrm{b}} T^{*} M\right), B_{2}^{\prime}=\left(B_{2}^{\prime}\right)^{*} \in \Psi_{\mathrm{b}, \hbar}\left(M ;{ }^{\mathrm{b}} T^{*} M\right), E_{0}, E_{1} \in \Psi_{\mathrm{b}, \hbar}\left(M ;{ }^{\mathrm{b}} T^{*} M\right)$ denote quantizations of $a, b_{2}^{\prime}, e_{0}, e_{1}$, respectively, with operator wave front set contained in the respective supports of the symbols, and Schwartz kernels supported in fixed small neighborhoods of the projection of the wave front set to the base. We then evaluate the $L^{2}=H_{\mathrm{b}}^{0}$ pairing (using the fiber inner product $b$ )

$$
\begin{align*}
I: & =\hbar^{-1} \operatorname{Im}\left\langle A \mathcal{P}_{\hbar}^{\prime} u, A u\right\rangle+\hbar^{-1} \operatorname{Re}\left\langle A Q_{\hbar} u, A u\right\rangle \\
& =\frac{i}{2 \hbar}\left(\left\langle A u, A\left(L_{\hbar}+J_{\hbar}\right) u\right\rangle-\left\langle A\left(L_{\hbar}+J_{\hbar}\right) u, A u\right\rangle\right)  \tag{8.28}\\
& =\left\langle\frac{i}{2 \hbar}\left[L_{\hbar}+J_{\hbar}, A^{2}\right] u, u\right\rangle+\left\langle\ell^{\prime} A^{2} u, u\right\rangle,
\end{align*}
$$

recalling (8.20). Using the description (8.27) on the symbolic level and integrating by parts, there exists $E_{3} \in \Psi_{\mathrm{b}, \hbar}\left(M ;{ }^{\mathrm{b}} T^{*} M\right)$ with $\mathrm{WF}_{\mathrm{b}, \hbar}^{\prime}\left(E_{3}\right) \subseteq \mathrm{WF}_{\mathrm{b}, \hbar}^{\prime}(A)$, so that the righthand side is equal to

$$
I=\left\langle E_{0} u, A u\right\rangle+\left\langle E_{1} u, A u\right\rangle-\mathrm{M}\|A u\|^{2}-\left\|B_{2}^{\prime} A u\right\|^{2}+\hbar\left\langle E_{3} u, A u\right\rangle+\left\langle\ell^{\prime} A^{2} u, u\right\rangle .
$$

We estimate

$$
\left|\left\langle E_{0} u, A u\right\rangle\right| \leqslant C^{\prime \prime} \hbar^{-2}\left\|S \mathcal{P}_{\hbar}^{\prime} u\right\|_{H_{b, \hbar}^{0, \rho}}^{2}+\hbar^{2}\|A u\|^{2}+C_{N} \hbar^{N}\|u\|_{H_{b}^{0, \hbar}}^{2},
$$

using the ellipticity of $\mathcal{P}_{\hbar}^{\prime}$ on $\mathrm{WF}_{\mathrm{b}, \hbar}^{\prime}\left(E_{0}\right)$; further, for $\eta>0$ arbitrary,

$$
\left|\left\langle E_{1} u, A u\right\rangle\right| \leqslant C_{\eta}\left\|B_{1} u\right\|_{H_{\mathrm{b}, \hbar}^{0, \rho}}^{2}+\eta\|A u\|^{2}+C_{N} \hbar^{N}\|u\|_{H_{\mathrm{b}, \frac{\Gamma}{\hbar}}^{0,}}^{2}
$$

by virtue of the ellipticity of $B_{1}$ on $\mathrm{WF}_{\mathrm{b}, \hbar}^{\prime}\left(E_{1}\right)$; in both cases, the constants $C_{\eta}$ and $C_{N}$ depend implicitly also on the parameters $\mathrm{M}, \digamma$ and $\digamma_{*}$. Fixing $\tilde{A} \in \Psi_{\mathrm{b}, \hbar}\left(M ;{ }^{\mathrm{b}} T^{*} M\right)$, elliptic in a small neighborhood of $\mathrm{WF}_{\mathrm{b}, \hbar}^{\prime}(A)$ (for $\boldsymbol{\digamma}_{*}=1$, say), we further have

$$
\left|\hbar\left\langle E_{3} u, A u\right\rangle\right| \leqslant \eta\|A u\|^{2}+C_{\eta}\|\hbar \tilde{A} u\|_{H_{\mathrm{b}, \hbar}^{0, \varrho}}^{2}+C_{N} \hbar^{N}\|u\|_{H_{\mathrm{b}, \hbar}^{0, \varrho}}^{2} .
$$

We can furthermore estimate

$$
\begin{aligned}
\left|\left\langle\ell^{\prime} A^{2} u, u\right\rangle\right| & \leqslant\left|\left\langle\ell^{\prime} A u, A u\right\rangle\right|+\left|\left\langle A u,\left[A, \ell^{\prime}\right] u\right\rangle\right| \\
& \leqslant\left(C^{\prime}+\eta\right)\|A u\|^{2}+C_{\eta}\|\hbar \tilde{A} u\|_{H_{\mathrm{b}, \hbar}^{0, \boldsymbol{\hbar}}}^{2}+C_{N} \hbar^{N}\|u\|_{H_{\mathrm{b}, \hbar}^{0, \varrho}}^{2}
\end{aligned}
$$

Lastly, we may estimate $\left\|B_{2} A u\right\|^{2} \leqslant C_{2}^{\prime}\left\|B_{2}^{\prime} A u\right\|^{2}+C_{N} \hbar^{N}\|u\|_{H_{\mathrm{b}, \hbar}^{0, \rho}}^{2}$ by elliptic regularity, and therefore obtain

$$
\begin{align*}
& I \leqslant C^{\prime \prime} \hbar^{-2}\left\|S \mathcal{P}_{\hbar}^{\prime} u\right\|_{H_{\mathrm{b}, \hbar}^{0, \rho}}^{2}+C_{\eta}\left\|B_{1} u\right\|_{H_{\mathrm{b}, \hbar}^{0, \rho}}^{2}-C_{2}^{\prime}\left\|B_{2} A u\right\|^{2} \\
& \quad-\left(\mathrm{M}-C^{\prime}-3 \eta-\hbar^{2}\right)\|A u\|^{2}+2 C_{\eta}\|\hbar \tilde{A} u\|_{H_{\mathrm{b}, \hbar}^{0, \rho}}^{2}+C_{N} \hbar^{N}\|u\|_{H_{\mathrm{b}, \hbar}^{0, \rho}}^{2} . \tag{8.29}
\end{align*}
$$

We henceforth fix $\mathrm{M}>C^{\prime}$.
Turning to the left-hand side of (8.28), we bound the first term by

$$
\hbar^{-1} \operatorname{Im}\left\langle A \mathcal{P}_{\hbar}^{\prime} u, A u\right\rangle \geqslant-\eta\|A u\|^{2}-C_{\eta} \hbar^{-2}\left\|A \mathcal{P}_{\hbar}^{\prime} u\right\|^{2}
$$

To treat the first term of (8.28), we write

$$
\begin{equation*}
\hbar^{-1} \operatorname{Re}\left\langle A Q_{\hbar} u, A u\right\rangle=\operatorname{Re}\left\langle\hbar^{-1}\left[A, Q_{\hbar}\right] u, A u\right\rangle+\hbar^{-1}\left\langle Q_{\hbar} A u, A u\right\rangle \tag{8.30}
\end{equation*}
$$

and bound the first term on the right by writing it as

$$
\hbar \operatorname{Re}\left\langle\hbar^{-1}\left[A, \hbar^{-1}\left[A, Q_{\hbar}\right]\right] u, u\right\rangle \geqslant-\widetilde{C} \hbar\|\tilde{A} u\|_{H_{\mathrm{b}, \hbar}^{0, \varrho}}^{2}-C_{N} \hbar^{N}\|u\|_{H_{\mathrm{b}, \hbar}^{0, \varrho}}^{2}
$$

For the second term in the right-hand side of (8.30), on the other hand, we recall the form (8.24) of the full symbol of $Q_{\hbar}$. We begin by estimating the contribution of the lowerorder terms: any $\hbar^{2} \mathcal{O}(1)$ term gives a contribution which is bounded by $C_{2} \hbar\|A u\|^{2}$, i.e. has an additional factor of $\hbar$ relative to the term $\mathrm{M}\|A u\|^{2}$ in (8.29), and is thus small for small $\hbar>0$. The contribution of an $\hbar \mathcal{O}(\zeta)$ term is small for $\digamma_{*} \gg 0$ (i.e. strong localization near the zero section). $\left({ }^{18}\right)$ Indeed, if $\hbar V$, with $V \in \mathcal{V}_{\mathrm{b}}(M)$, is a semiclassical b-vector field (so $\sigma_{\mathrm{b}, \hbar}(\hbar V)=\mathcal{O}(\zeta)$ ), then we have

$$
\|V A u\| \leqslant\|\Xi V A u\|+C_{N, \digamma_{*}} \hbar^{N}\|u\|_{H_{b, \hbar}^{0, \rho}}
$$

for $\Xi \in \Psi_{\mathrm{b}, \hbar}\left(M ;{ }^{\mathrm{b}} T^{*} M\right)$ being a quantization of $\chi_{*, 0}\left(\frac{1}{2} \digamma^{*} \zeta\right)$ Id; but the supremum of the principal symbol of $\Xi V$ is then bounded by a constant times $\digamma_{*}^{-1}$. By [151, Theorem 5.1],

[^10]the operator norm on $L^{2}$ of a semiclassical operator is given by the $L^{\infty}$ norm of its symbol, up to $\mathcal{O}\left(\hbar^{1 / 2}\right)$ errors, and hence we obtain
$$
\|V A u\| \leqslant\left(C^{\prime} \digamma_{*}^{-1}+C_{\boldsymbol{\digamma}_{*}} \hbar^{1 / 2}\right)\|A u\|+C_{N, \boldsymbol{\digamma}_{*}} \hbar^{N}\|u\|_{H_{\mathrm{b}, \hbar}^{0, \rho}} .
$$

Fixing $\boldsymbol{\digamma}_{*}$, we get the desired bound for the contribution of $\hbar \mathcal{O}(\zeta)$ to the second term in the right-hand side of (8.30),

$$
\hbar^{-1}|\langle\hbar V A u, A u\rangle| \leqslant 2 C^{\prime} \digamma_{*}^{-1}\|A u\|^{2}+C_{N} \hbar^{N}\|u\|_{H_{\mathrm{b}, \hbar}^{0, \rho}}^{2},
$$

for $\hbar>0$ sufficiently small.
In order to treat the main term of $Q_{\hbar}$, define $\mathcal{Q} \in \mathcal{C}^{\infty}\left(M ; \operatorname{End}\left({ }^{\mathrm{b}} T^{*} M \otimes{ }^{\mathrm{b}} T^{*} M\right)\right)$ as the pointwise self-adjoint section with quadratic form

$$
(\mathcal{Q}(\zeta \otimes v), \zeta \otimes v)=C|\ell(\zeta) v|_{b}^{2}-G(\zeta)|v|_{b}^{2}, \quad \zeta, v \in{ }^{\mathrm{b}} T_{z}^{*} M \text { and } z \in M
$$

then $Q_{\hbar}=\hbar^{2} \nabla^{*} \mathcal{Q} \nabla$ modulo lower-order terms, i.e. semiclassical b-differential operators with full symbols of the form $\hbar \mathcal{O}(\zeta)+\hbar^{2} \mathcal{O}(1)$. By Corollary 8.16, the classical bdifferential operator $Q^{\prime}:=\nabla^{*} \mathcal{Q} \nabla$ is an elliptic element of $\Psi_{\mathrm{b}}^{2}\left(M ;{ }^{\mathrm{b}} T^{*} M\right)$ and formally self-adjoint with respect to the fiber inner product $b$. Therefore, we can construct its square root using the symbol calculus, giving $R \in \Psi_{\mathrm{b}}^{1}\left(M ;{ }^{\mathrm{b}} T^{*} M\right)$ such that

$$
Q^{\prime}-R^{*} R=R^{\prime} \in \Psi_{\mathrm{b}}^{-\infty}\left(M ;{ }^{\mathrm{b}} T^{*} M\right)
$$

But then the boundedness of $R^{\prime}$ on $H_{\mathrm{b}, \hbar}^{0,0}$ gives

$$
\begin{equation*}
\hbar^{-1}\left\langle\hbar^{2} \nabla^{*} \mathcal{Q} \nabla A u, A u\right\rangle \geqslant-C^{\prime} \hbar\|A u\|^{2} \tag{8.31}
\end{equation*}
$$

We conclude that the left-hand side of (8.28) satisfies the bound

$$
\begin{align*}
& I \geqslant-C_{\eta} \hbar^{-2}\left\|S \mathcal{P}_{\hbar}^{\prime} u\right\|^{2}-\left(\eta+C_{2} \hbar+2 C^{\prime} \digamma_{*}^{-1}+C^{\prime} \hbar\right)\|A u\|^{2} \\
& \quad-\widetilde{C}\left\|\hbar^{1 / 2} \tilde{A} u\right\|_{H_{\mathrm{b}, \hbar}^{0, \rho}}^{2}-C_{N} \hbar^{N}\|u\|_{H_{\mathrm{b}, \hbar}^{0, \rho}}^{2, \rho} \tag{8.32}
\end{align*}
$$

for $\hbar>0$ sufficiently small. Note that the constant in front of $\|A u\|^{2}$ can be made arbitrarily small by choosing $\eta>0$ small, $\digamma_{*}$ large and then $\hbar>0$ small.

Combining this estimate with (8.29), we can absorb the $\|A u\|^{2}$ term from (8.32) into the corresponding term in (8.29), and then drop it as it has the same sign as the main term $\left\|B_{2} A u\right\|^{2}$. We thus obtain the desired estimate (8.25), but with an additional control term $\left\|\hbar^{1 / 2} \tilde{A} u\right\|^{2}$ on the right-hand side; this term however can be removed iteratively by applying the estimate to this control term itself, which weakens the required control by $\hbar^{1 / 2}$ at each step, until after finitely many iterations we reach the desired power of $\hbar^{N}$.


Figure 8.8. Propagation near the zero section in the vicinity of the critical set of $\nabla t_{*}$ : control on the elliptic set of $B_{1}$ propagates to the elliptic set of $B_{2}$.

Not using the flexibility in choosing $\digamma_{*}$, and simply using the semiclassical sharp Gårding inequality to estimate $Q_{\hbar}$ in (8.30), we could take the support of $\chi_{*}$ in the above proof to be fixed (e.g. by choosing $\digamma_{*}=1$ ): the positivity of $\sigma_{\mathrm{b}, \hbar}\left(Q_{\hbar}\right)$ would give a lower bound $-C^{\prime}\|A u\|^{2}$ in (8.31) with some constant $C^{\prime}$, which could be absorbed in the term in (8.29) involving $\|A u\|^{2}$, by taking $\mathrm{M}>0$ large. On the other hand, our argument presented above in particular shows that, using the structure of $Q_{\hbar}$, the constant $C^{\prime}$ can be made arbitrarily small, which is crucial in the more delicate radial-point-type estimate near the critical set.

Proposition 8.21. Fix $0<\tau_{0}<\tau_{1}$, and let $\mathcal{V} \subset{ }^{\mathrm{b}} T^{*} M$ be a fixed neighborhood of $o \subset{ }^{\mathrm{b}} T^{*} M$. Then, there exists $\alpha>0$ such that the following statement holds: let $B_{1}, B_{2}, S \in$ $\Psi_{\mathrm{b}, \hbar}\left(M ;{ }^{\mathrm{b}} T^{*} M\right)$ be operators such that $B_{1}$ is elliptic near the zero section over the set $\left(\tau_{0}, \tau_{1}\right)_{\tau} \times\left(r_{c}-16 \delta_{r}, r_{c}+16 \delta_{r}\right)_{r} \times \mathbb{S}^{2}$, while

$$
\mathrm{WF}_{\mathrm{b}, \hbar}^{\prime}\left(B_{2}\right) \subset \mathcal{V} \cap\left\{\tau \in\left[0, \tau_{1}\right), r \in\left[r_{c}-15 \delta_{r}, r_{c}+15 \delta_{r}\right]\right\}
$$

and $S$ is elliptic in

$$
\mathcal{V} \cap\left\{\tau \in\left[0, \tau_{1}\right), r \in\left(r_{c}-16 \delta_{r}, r_{c}+16 \delta_{r}\right)\right\} .
$$

Then, for all $\varrho \leqslant \alpha$, the estimate

$$
\left\|B_{2} u\right\|_{H_{\mathrm{b}, \hbar}^{0, \rho}} \lesssim\left\|B_{1} u\right\|_{H_{\mathrm{b}, \hbar}^{0, \rho}}+\hbar^{-1}\left\|S \mathcal{P}_{\hbar} u\right\|_{H_{\mathrm{b}, \hbar}^{0, \varrho}}+\hbar^{N}\|u\|_{H_{\mathrm{b}, \hbar}^{0, \rho}}
$$

holds. See Figure 8.8.
The decisive gain here is that by taking $B_{2}$ to be elliptic near the zero section over $\left[0, \tau_{0}\right]_{\tau} \times\left(r_{c}-15 \delta_{r}, r_{c}+15 \delta_{r}\right) \times \mathbb{S}^{2}$, we can propagate estimates on decaying function spaces $e^{-\alpha t_{*}} L_{\mathrm{b}}^{2}$ into the boundary $X$ at future infinity, as well as to the region $\left|r-r_{c}\right| \in$
$\left(10 \delta_{r}, 14 \delta_{r}\right)$ from where we can use Proposition 8.19 to propagate estimates outwards, i.e. in the radial direction across the event and the cosmological horizons.

Proof of Proposition 8.21. By microlocal elliptic regularity, we may again prove the estimate for $\mathcal{P}_{\hbar}^{\prime}$ in place of $\mathcal{P}_{\hbar}$. We consider the commutant

$$
a(z, \zeta)=e^{\varrho t_{*}} \chi_{0}\left(t_{*}\right) \chi_{1}(r) \chi_{*}(\zeta),
$$

with the cutoffs $\chi_{0}$ (identically 1 for $t_{*} \geqslant-\log \tau_{0}$, and 0 for $t_{*} \leqslant-\log \tau_{1}$ ) and $\chi_{*}$ (localizing $\digamma_{*}$-close to the zero section) similar to the ones used in the proof of the previous proposition; furthermore, the radial cutoff is $\chi_{1} \equiv 1$ for $\left|r-r_{c}\right| \leqslant 9 \delta_{r}, \chi_{1} \equiv 0$ for $\left|r-r_{c}\right| \geqslant 15 \delta_{r}$, and $\nu \chi_{1}^{\prime} \geqslant 0$ for all $r ;$. Moreover, we require that $\sqrt{\chi_{1}}$ and $\sqrt{\nu \chi_{1}^{\prime}}$ are smooth, and

$$
\begin{equation*}
\chi_{1}^{\prime} M_{r} \leqslant-c_{1} \delta \quad \text { for } \pm\left(r-r_{c}\right) \geqslant 8 \delta_{r} . \tag{8.33}
\end{equation*}
$$

We again have the commutator calculation (8.28), but since we can only get a limited amount positivity near $r=r_{c}$ from the weight in $t_{*}$, the sign of $\ell^{\prime}$ on $\operatorname{supp} a$, guaranteed in (8.21), plays a key role. For $\mathrm{m}>0$ sufficiently small, it allows us to write

$$
H_{\ell+j} a+\ell^{\prime} a=-\left(b_{2}^{\prime}\right)^{2}-\left(b_{2}^{\prime \prime}\right)^{2}-\mathrm{m} a+e_{0}+e_{1},
$$

where

$$
\begin{aligned}
b_{2}^{\prime} & =e^{\varrho t_{*} / 2} \sqrt{\chi_{0} \chi_{1} \chi_{*}}\left(-\ell^{\prime}-\varrho\left(M_{t_{*}}+H_{j} t_{*}\right)-\mathrm{m} \mathrm{Id}\right)^{1 / 2} \\
b_{2}^{\prime \prime} & =e^{\varrho t_{*} / 2} \sqrt{\chi_{0} \chi_{*}}\left(-\chi_{1}^{\prime}\left(M_{r}+H_{j} r\right)\right)^{1 / 2} \\
e_{0} & =e^{\varrho t_{*}} \chi_{0} \chi_{1}\left(H_{\ell+j} \chi_{*}\right) \\
e_{1} & =e^{\varrho t_{*}} \chi_{0}^{\prime} \chi_{1} \chi_{*}\left(M_{t_{*}}+H_{j} t_{*}\right) .
\end{aligned}
$$

Now, for $\varrho \leqslant \alpha$, with $\alpha>0$ sufficiently small, and all small $m>0$, the square root defining $b_{2}^{\prime}$ exists on $\operatorname{supp}\left(\chi_{0} \chi_{1} \chi_{*}\right)$ within the space of positive definite self-adjoint endomorphisms of ${ }^{\mathrm{b}} T^{*} M$ due to $\ell^{\prime} \leqslant-\delta \mathrm{Id}$, provided $\digamma_{*}$ is sufficiently large so that the contribution of $H_{j}$ is small. Let us fix such $\mathrm{m}>0$ and $\alpha>0$. Observe that, similarly, $b_{2}^{\prime \prime}$ is well defined and smooth; in fact, it is an elliptic symbol whenever $\chi_{1}^{\prime} \neq 0$, but this does not provide any further control beyond what $b_{2}^{\prime}$ gives. The error term $e_{0}$ is controlled by elliptic regularity for $\mathcal{P}_{\hbar}^{\prime}$, and the term $e_{1}$ is the a-priori control term.

We can now quantize these symbols and follow the proof of Proposition 8.19 mutatis mutandis. Note that the constant $C^{\prime}$ in (8.29) does not appear anymore in the present context, since it came from $\ell^{\prime}$, which, however, we incorporated into the symbolic calculation above; thus, the quantity in the parenthesis multiplying $\|A u\|^{2}$ in (8.29) can be made positive ( $\geqslant \frac{1}{2} \mathrm{~m}$, say) , and the prefactor of $\|A u\|^{2}$ in (8.32) can be made arbitrarily small, by choosing $\eta>0$ small, $\digamma_{*}>0$ large and then $\hbar>0$ small. This completes the proof.

Remark 8.22. An inspection of the proof shows that, for any fixed

$$
\alpha<\inf \left\{\varrho: \operatorname{spec}\left(-\ell_{1}^{\prime}-\varrho M_{t_{*}, 1}\right) \subset \mathbb{R}_{+} \text {at } r=r_{c}\right\}=\frac{\left|\nu^{\prime}\left(r_{c}\right)\right|}{2 c^{2}}
$$

one can take $e<1$ so close to 1 that the above microlocal propagation estimates hold.

### 8.4. Energy estimates near spacelike surfaces

We continue dropping the subscript ' $e$ ' and using the positive definite fiber metric $b$ on ${ }^{\mathrm{b}} T^{*} M$. In order to 'cap off' global estimates for $\mathcal{P}_{\hbar}$, we will use standard energy estimates near the Cauchy surface $\Sigma_{0}$, as well as near the two connected components of $[0,1]_{\tau} \times \partial Y$ (which are spacelike hypersurfaces, located beyond the horizons). Since we need semiclassical estimates for the principally non-real operator $\mathcal{P}_{\hbar}$, this does not quite parallel the analysis of $[140, \S 3.3],\left({ }^{19}\right)$ if one extended it to estimates on b-Sobolev spaces as in $[75, \S 2.1]$; moreover, we need to take the non-scalar nature of the 'damping' term $L_{\hbar}$ into account.

The key to proving energy estimates in the principally scalar setting is the coercivity of the energy-momentum tensor when evaluated on two future timelike vector fields, one of which is a suitably chosen 'multiplier', the other often coming from boundary unit normals; see $[134, \S 2.7]$ and [41, Appendix D]. Since $\square_{g, \hbar}^{\mathrm{CP}}-i L_{\hbar}$ is not principally scalar in the semiclassical sense, due to the presence of $L_{\hbar}$, which however is future timelike as explained in Lemma 8.15 and should thus be considered a (strong) non-scalar damping term, it is natural to use

$$
L_{\hbar}=\ell^{\mu} \hbar D_{\mu}+i \hbar S
$$

(so $\ell^{\mu}=\ell\left(d x^{\mu}\right) \in \operatorname{End}\left(T^{*} M^{\circ}\right)$ ) as a non-scalar multiplier. For the resulting bundle-valued 'energy-momentum tensor', we have the following positivity property.

Lemma 8.23. Given a future timelike covector $w \in T_{z}^{*} M^{\circ}, z \in M^{\circ}$, define

$$
\begin{equation*}
T^{\mu \nu}=\left(G^{\mu \varkappa} \ell^{\nu}+G^{\nu \varkappa} \ell^{\mu}-G^{\mu \nu} \ell^{\varkappa}\right) w_{\varkappa} \in \operatorname{End}\left(T_{z}^{*} M^{\circ}\right) \tag{8.34}
\end{equation*}
$$

Then, the following statements hold:
(1) For all $\zeta \in T_{z}^{*} M^{\circ} \backslash o$, we have $T^{\mu \nu} \zeta_{\mu} \zeta_{\nu}>0$, that is, there exists a constant $C_{T}>0$ such that

$$
\left\langle T^{\mu \nu} \zeta_{\mu} \zeta_{\nu} v, v\right\rangle \geqslant C_{T}|\zeta|_{g_{R}}^{2}|v|_{b}^{2}, \quad \zeta, v \in T_{z}^{*} M^{\circ}
$$

[^11](2) Write $w=d z^{0}$ near $z$, with $z^{0}=0$ at $z$, and denote by $z^{1}, \ldots, z^{3}$ local coordinates on $\left\{z^{0}=0\right\}$ near $z$ with $G\left(d z^{0}, d z^{i}\right)=0, i=1,2,3 .\left({ }^{20}\right)$ Then, with indices $i$ and $j$ running from 1 to 3 , we have
\[

$$
\begin{gather*}
\left\langle T^{00} v_{0}, v_{0}\right\rangle+\left\langle T^{0 j} v_{0}, \zeta_{j}^{\prime} v\right\rangle+\left\langle T^{i 0} \zeta_{i}^{\prime} v, v_{0}\right\rangle+\left\langle T^{i j} \zeta_{i}^{\prime} v, \zeta_{j}^{\prime} v\right\rangle \geqslant C_{T}\left(\left|v_{0}\right|_{b}^{2}+\left|\zeta^{\prime}\right|_{g_{R}}^{2}|v|_{b}^{2}\right)  \tag{8.35}\\
v_{0}, v \in T_{z}^{*} M^{\circ}, \quad \zeta^{\prime}=\left(\zeta_{1}^{\prime}, \ldots, \zeta_{3}^{\prime}\right) \in \mathbb{R}^{3}
\end{gather*}
$$
\]

for some constant $C_{T}>0$, where we identify $\zeta^{\prime}$ with $\zeta_{j}^{\prime} d z^{j} \in T_{z}^{*} M^{\circ}$.
Proof. Choosing local coordinates $z^{\mu}$ as in (2), we may assume that $\left\{d z^{\mu}\right\}$ is an orthonormal frame at $z$; thus, $w_{\varkappa}=\delta_{\varkappa 0}, G^{00}=1, G^{i i}=-1$ and $G^{\mu \nu}=0$ for $\mu \neq \nu$. Moreover, by picking a basis of $T_{z}^{*} M^{\circ}$ which is orthonormal with respect to $\ell^{0}$ (which is positive definite by the timelike nature of $w$ and $L_{\hbar}$ ), we may assume that $\ell^{0}=\mathrm{Id}$ and

$$
\left(T^{\mu \nu}\right)=\left(\begin{array}{cccc}
\mathrm{Id} & \ell^{1} & \ell^{2} & \ell^{3} \\
\ell^{1} & \mathrm{Id} & 0 & 0 \\
\ell^{2} & 0 & \mathrm{Id} & 0 \\
\ell^{3} & 0 & 0 & \mathrm{Id}
\end{array}\right)
$$

The future timelike nature of $L_{\hbar}$ is then equivalent to $\ell^{i} \zeta_{i}^{\prime}<\mathrm{Id}$ for all $\zeta_{1}^{\prime}, \ldots, \zeta_{3}^{\prime} \in \mathbb{R}$ with $\left|\zeta^{\prime}\right|_{\text {eucl }}^{2}:=\sum_{j}\left(\zeta_{j}^{\prime}\right)^{2} \leqslant 1$. Given $v_{0}, v, \zeta_{1}^{\prime}, \zeta_{2}^{\prime}$ and $\zeta_{3}^{\prime}$, we then compute the left-hand side of (8.35) to be

$$
\left|v_{0}\right|^{2}+\left|\zeta^{\prime}\right|_{\text {eucl }}^{2}|v|^{2}+2\left\langle v_{0}, \ell^{j} \zeta_{j}^{\prime} v\right\rangle=\left|v_{0}+\ell^{j} \zeta_{j}^{\prime} v\right|^{2}+\left|\zeta^{\prime}\right|_{\text {eucl }}^{2}|v|^{2}-\left|\ell^{j} \zeta_{j}^{\prime} v\right|^{2}
$$

The sum of the last two terms is equal to $\left\langle T^{\prime} v, v\right\rangle$ for $T^{\prime}=\sum_{j}\left(\zeta_{j}^{\prime}\right)^{2} \operatorname{Id}-\left(\ell^{j} \zeta_{j}^{\prime}\right)^{2}$. Now, factoring out $\left|\zeta^{\prime}\right|_{\text {eucl }}^{2}$ and letting $\xi_{j}^{\prime}=\zeta_{j}^{\prime} /\left|\zeta^{\prime}\right|_{\text {eucl }}$, which has $\left|\xi^{\prime}\right|_{\text {eucl }}^{2} \leqslant 1$, we can factor

$$
\left|\zeta^{\prime}\right|_{\text {eucl }}^{-2} T=\left(\operatorname{Id}-\ell^{j} \xi_{j}^{\prime}\right)\left(\operatorname{Id}+\ell^{j} \xi_{j}^{\prime}\right)
$$

Both factors on the right are positive definite, and they commute; thus, we can write $T^{\prime}=R^{*} R$ for

$$
R=\left(\left(\operatorname{Id}-\ell^{j} \xi_{j}^{\prime}\right)\left(\operatorname{Id}+\ell^{j} \xi_{j}^{\prime}\right)\right)^{1 / 2}
$$

the symmetric square root. Therefore,

$$
\left|v_{0}\right|^{2}+\left|\zeta^{\prime}\right|_{\text {eucl }}^{2}|v|^{2}+2\left\langle v_{0}, \ell^{j} \zeta_{j}^{\prime} v\right\rangle=\left|v_{0}+\ell^{j} \zeta_{j}^{\prime} v\right|^{2}+\left|\zeta^{\prime}\right|^{2}|R v|^{2}
$$

$\left({ }^{20}\right)$ Given any local coordinates $z^{i}$ on $\left\{z_{0}=0\right\}$, the coordinates

$$
z^{i}-\frac{G\left(d z^{0}, d z^{i}\right)}{G\left(d z^{0}, d z^{0}\right)} z^{0}
$$

have the desired property.


Figure 8.9. Level sets of the function $\mathfrak{t}$.
is non-negative. Suppose it vanishes, then we first deduce that $\zeta^{\prime}=0$ or $R v=0$; in the first case, we find $\left|v_{0}\right|^{2}=0$, and hence $v_{0}=0$, while in the second case, the non-degeneracy of $R$ gives $v=0$, and it again follows that $v_{0}=0$. Therefore, for $\left(v_{0}, \zeta^{\prime} \otimes v\right) \neq 0$, the left-hand side of (8.35) is in fact strictly positive. The estimate (8.35) then follows by homogeneity.

This proves (2); part (1) is the special case in which $v_{0}=\zeta_{0} v$.
This of course continues to hold, mutatis mutandis, uniformly in $t_{*}$, or more precisely on the b-cotangent bundle. We leave the necessary (notational) modifications to the reader.

For the sake of simplicity, we will first prove semiclassical energy estimates near $\Sigma_{0}$ in order to illustrate the necessary arguments, see Proposition 8.27 below; the energy estimates of more central importance for our purposes concern estimates in semiclassical weighted (in $t_{*}$ ) b-Sobolev spaces, propagating control in the $r$-direction beyond the horizons; see Proposition 8.28.

For convenience, we construct a suitable time function near $\Sigma_{0}$.
Lemma 8.24. Let $\phi=\phi(r)$ be a smooth function of $r \in\left(r_{-}-3 \varepsilon_{M}, r_{+}+3 \varepsilon_{M}\right)$, identically 0 for $r_{-}-\frac{1}{2} \varepsilon_{M}<r<r_{+}+\frac{1}{2} \varepsilon_{M}$, with $\phi(r) \rightarrow \infty$ as $r \rightarrow r_{ \pm} \pm 3 \varepsilon_{M}$, and $\pm \phi^{\prime}(r) \geqslant 0$ for $\pm\left(r-r_{c}\right) \geqslant 0$. Define

$$
\mathfrak{t}:=t_{*}+\phi(r) ;
$$

see Figure 8.9. Then $d \mathfrak{t}$ is future timelike.
Proof. Using (8.5), we compute $|d \mathfrak{t}|_{G}^{2}=c^{2}-2 \nu \phi^{\prime}-\mu\left(\phi^{\prime}\right)^{2}$. Now, $\nu \phi^{\prime} \leqslant 0$ by assumption, while $\mu<0$ on $\operatorname{supp} \phi^{\prime}$, and hence $|d \mathfrak{t}|_{G} \geqslant c^{2}$ everywhere.

The main term of the energy estimate will have a sign up to low energy errors due to the following result.

Lemma 8.25. Let $\mathfrak{t}_{0} \in \mathbb{R}$, let $S:=\left\{\mathfrak{t}=\mathfrak{t}_{0}\right\}$, and fix $K \Subset S$. For the conormal $w=d \mathfrak{t}$ of $S$, define the $\operatorname{End}\left(T_{S}^{*} M^{\circ}\right)$-valued tensor $T^{\mu \nu}$ by (8.34), and let $C_{T}$ denote the constant in (8.35). Then, for all $\eta>0$, there exists a constant $C_{\eta}$ such that, for all $u \in$
$\mathcal{C}_{\mathrm{c}}^{\infty}\left(S ; T_{S}^{*} M^{\circ}\right)$ with $\operatorname{supp} u \subset K$, we have

$$
\int_{S}\left\langle T^{\mu \nu} \nabla_{\mu} u, \nabla_{\nu} u\right\rangle_{b} \geqslant\left(C_{T}-\eta\right) \int_{S}|\nabla u|_{g_{R} \otimes b}^{2} d x-C_{\eta} \int_{S}|u|_{b}^{2} d x
$$

where $d x$ is the hypersurface measure on $S$ induced by the metric $g$.
Proof. We first consider a special case: let $x^{0}=\mathfrak{t}$, and denote by $x=\left(x^{1}, \ldots, x^{3}\right)$ local coordinates on $S$; further, choose a local trivialization of the bundle $T_{S}^{*} M^{\circ}$, identifying the fibers with $\mathbb{R}^{4}$. Suppose then that $b=b(x)$ and $T^{\mu \nu}$ are constant matrices, and that $\nabla_{\mu} u=\partial_{\mu} u$ is componentwise differentiation; suppose moreover that $G^{\mu \nu}$ is diagonal (with diagonal entries $1,-1, \ldots,-1$ ), and that $d x$ is the Lebesgue measure in the local coordinate system on $S$. For $u$ with support in the local coordinate patch, we can then use the Fourier transform on $S$, that is, $\hat{u}\left(x^{0}, \xi\right)=\int e^{i x \xi} u\left(x^{0}, x\right) d x$, and compute, with $i, j=1,2,3$,

$$
\begin{aligned}
(2 \pi)^{4} \int_{S}\left\langle T^{\mu \nu} \nabla_{\mu} u, \nabla_{\nu} u\right\rangle_{b} d x= & \int_{S}\left\langle T^{00} \widehat{\nabla_{0} u}, \widehat{\nabla_{0} u}\right\rangle_{b} d \xi+\int_{S}\left\langle T^{0 j} \widehat{\nabla_{0} u}, \xi_{j} \hat{u}\right\rangle_{b} d \xi \\
& +\int_{S}\left\langle T^{i 0} \xi_{i} \hat{u}, \widehat{\nabla_{0} u}\right\rangle_{b} d \xi+\int_{S}\left\langle T^{i j} \xi_{i} \hat{u}, \xi_{j} \hat{u}\right\rangle_{b} d \xi \\
\geqslant & C_{T} \int_{S}\left|\widehat{\nabla_{0} u}\right|_{b}^{2}+|\xi|^{2}|\hat{u}|^{2} d \xi \\
= & C_{T}(2 \pi)^{4} \int_{S}|\nabla u|_{g_{R} \otimes b}^{2} d x,
\end{aligned}
$$

proving the desired estimate in this case (in fact, with $\eta=0$ and $C_{\eta}=0$ ).
To prove the estimate in general for any fixed $\eta>0$, we take a partition of unity $\left\{\phi_{k}^{2}\right\}$ on $S$, subordinate to coordinate patches, so that $T^{\mu \nu}, b$ and $d x$ vary by a small amount over each $\operatorname{supp} \phi_{k}$, where the required smallness depends on the given $\eta$, as will become clear momentarily. Fixing points $z_{k} \in \operatorname{supp} \phi_{k}$, we then have

$$
\begin{aligned}
\left\langle\phi_{k}^{2} T^{\mu \nu} \nabla_{\mu} u, \nabla_{\nu} u\right\rangle=\langle & \left.T^{\mu \nu}\left(z_{k}\right) \nabla_{\mu}\left(\phi_{k} u\right), \nabla_{\nu}\left(\phi_{k} u\right)\right\rangle \\
& +\left\langle\left(T^{\mu \nu}-T^{\mu \nu}\left(z_{k}\right)\right) \nabla_{\mu}\left(\phi_{k} u\right), \nabla_{\nu}\left(\phi_{k} u\right)\right\rangle \\
& +\left\langle T^{\mu \nu}\left[\nabla_{\mu}, \phi_{k}\right] u, \nabla_{\nu}\left(\phi_{k} u\right)\right\rangle+\left\langle\phi_{k} T^{\mu \nu} \nabla_{\mu} u,\left[\nabla_{\nu}, \phi_{k}\right] u\right\rangle .
\end{aligned}
$$

The integral of the leading part of the first term, i.e. without the order-zero terms in the local coordinate expressions of $\nabla_{\mu} u$, can then be estimated from below by $C_{T}\left\|\nabla\left(\phi_{k} u\right)\right\|^{2}$ as above, while the second term yields a small multiple of $\left\|\nabla\left(\phi_{k} u\right)\right\|^{2}$ upon integration, provided $\operatorname{supp} \phi_{k}$ is sufficiently small (since then $T^{\mu \nu}-T^{\mu \nu}\left(z_{k}\right)$ is small on $\operatorname{supp} \phi_{k}$ ), and all remaining terms involve at most one derivative of $u$, and hence, by Cauchy-Schwarz, can be estimated by a small constant times $\left\|\phi_{k} \nabla u\right\|^{2}$ or $\left\|\nabla\left(\phi_{k} u\right)\right\|^{2}$ plus a large constant


Figure 8.10. Illustration of the energy estimate (8.36), with $u$ vanishing in $t_{*}<0$. The norm of $\mathcal{P}_{\hbar} u$ is taken on the union of the shaded regions, and we obtain control of $u$ on the lightly shaded region.
times $\left\|\psi_{k} u\right\|^{2}$, where we fix smooth functions $\psi_{k}$ with $\psi_{k} \equiv 1$ on $\operatorname{supp} \phi_{k}$, and so that $\left\{\operatorname{supp} \psi_{k}\right\}$ is locally finite. Summing all these estimates, we obtain

$$
\begin{aligned}
& \int_{S}\left\langle T^{\mu \nu} \nabla_{\mu} u, \nabla_{\nu} u\right\rangle_{b} d x \\
& \quad \geqslant C_{T} \sum_{k}\left\|\nabla\left(\phi_{k} u\right)\right\|^{2}-\eta \sum_{k}\left(\left\|\nabla\left(\phi_{k} u\right)\right\|^{2}+\left\|\phi_{k} \nabla u\right\|^{2}\right)-C_{\eta} \sum_{k}\left\|\psi_{k} u\right\|^{2} \\
& \quad \geqslant\left(C_{T}-2 \eta\right)\|\nabla u\|^{2}-C_{\eta}^{\prime}\|u\|^{2}
\end{aligned}
$$

by another application of the Cauchy-Schwarz inequality, finishing the proof.
We can now prove the following result.
Proposition 8.26. Fix $0<\mathfrak{t}_{0}<\mathfrak{t}_{1}$. Then for $u \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(M^{\circ} ; T^{*} M^{\circ}\right)$ with support in $t_{*} \geqslant 0$, we have the energy estimate

$$
\begin{equation*}
\|u\|_{H_{\hbar}^{1}\left(\mathfrak{t}^{-1}\left(\left(-\infty, \mathfrak{t}_{0}\right]\right)\right)} \lesssim \hbar^{-1}\left\|\mathcal{P}_{\hbar} u\right\|_{L^{2}\left(\mathfrak{t}^{-1}\left(\left(-\infty, \mathfrak{t}_{1}\right]\right)\right)} \tag{8.36}
\end{equation*}
$$

see Figure 8.10.
This is a consequence of the following result.
Proposition 8.27. Fix $0<t_{*, 0}<\mathfrak{t}_{0}<\mathfrak{t}_{1}$. Then, for all $u \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(M^{\circ} ; T^{*} M^{\circ}\right)$, we have the energy estimate

$$
\begin{align*}
\|u\|_{H_{\hbar}^{1}\left(\mathfrak{t}^{-1}\left(\left(-\infty, \mathfrak{t}_{0}\right]\right) \cap t_{*}^{-1}\left(\left[t_{*, 0}, \infty\right)\right)\right)} \lesssim \hbar^{-1}\left\|\mathcal{P}_{\hbar} u\right\|_{L^{2}\left(\mathfrak{t}^{-1}\left(\left(-\infty, \mathfrak{t}_{1}\right]\right) \cap t_{*}^{-1}([0, \infty))\right)}  \tag{8.37}\\
+\|u\|_{H_{\hbar}^{1}\left(\mathfrak{t}^{-1}\left(\left(-\infty, \mathfrak{t}_{1}\right]\right) \cap t_{*}^{-1}\left(\left[0, t_{*}, 0\right]\right)\right)}
\end{align*}
$$

see Figure 8.11.
Indeed, after shifting $t_{*}$ and $\mathfrak{t}$ by $t_{*, 0}$, the a priori control term in (8.37) vanishes under the support assumption in Proposition 8.26.

Proof of Proposition 8.27. We prove (8.37) by means of a positive commutator argument, using the compactly supported commutant (or 'multiplier')

$$
V_{\hbar}=\chi L_{\hbar}, \quad \chi=\chi_{1}\left(t_{*}\right) \chi_{2}(\mathfrak{t}),
$$



Figure 8.11. Illustration of the energy estimate (8.37). The norm of $\mathcal{P}_{\hbar} u$ is taken on the union of the shaded regions, and we obtain control of $u$ on the lightly shaded region, assuming apriori control on the dark region.
where $\chi_{1}$ is a non-negative function with $\chi_{1}\left(t_{*}\right) \equiv 0$ for $t_{*} \leqslant 0$ and $\chi_{1}\left(t_{*}\right) \equiv 1$ for $t_{*} \geqslant t_{*, 0}$, while

$$
\chi_{2}(\mathfrak{t})=\psi_{2}\left(\digamma^{-1}\left(\mathfrak{t}_{1}-\mathfrak{t}\right)\right)
$$

with $\psi_{2}(x)=e^{-1 / x} H(x)$. Write $\square_{\hbar} \equiv \square_{g, \hbar}^{\mathrm{CP}}$ for brevity. Then, we consider

$$
\begin{equation*}
2 \hbar^{-1} \operatorname{Im}\left\langle\mathcal{P}_{\hbar} u, V_{\hbar} u\right\rangle=2 \hbar^{-1} \operatorname{Im}\left\langle\square_{\hbar} u, V_{\hbar} u\right\rangle-2 \hbar^{-1}\left\|\sqrt{\chi} L_{\hbar} u\right\|^{2} . \tag{8.38}
\end{equation*}
$$

In the first term on the right, we can integrate by parts, obtaining the operator

$$
\frac{i}{\hbar}\left(\square_{\hbar}^{*} \chi L_{\hbar}-L_{\hbar}^{*} \chi \square_{\hbar}\right),
$$

whose form we proceed to describe: first, recall that $\square_{\hbar} \in \hbar^{2}$ Diff ${ }^{2}$, and hence $\square_{\hbar}^{*}-\square_{\hbar} \in$ $\hbar^{2}$ Diff $^{1}$. Similarly, $L_{\hbar}^{*}-L_{\hbar} \in \hbar \mathcal{C}^{\infty}$. We then note that, in local coordinates, we can rewrite $\square_{\hbar} \chi L_{\hbar}-L_{\hbar} \chi \square_{\hbar}$ by expanding $\square_{\hbar}$ into its order-zero and order- 1 terms, plus the scalar principal terms which involve two derivatives; for the latter, we can then write (dropping the order-zero term $S$ in $L_{\hbar}$ and factoring out $\hbar^{3}$ )

$$
\begin{aligned}
& D_{\mu} G^{\mu \nu} D_{\nu} \chi \ell^{\varkappa} D_{\varkappa}-D_{\mu} \ell^{\mu} \chi D_{\nu} G^{\nu \varkappa} D_{\varkappa} \\
& \quad=D_{\mu}\left(\chi\left(G^{\mu \nu} D_{\nu} \ell^{\varkappa}-\ell^{\mu}\left(D_{\nu} G^{\nu \varkappa}\right)\right)+G^{\mu \nu} \ell^{\varkappa}\left(D_{\nu} \chi\right)\right) D_{\varkappa}
\end{aligned}
$$

the point being that one can write this as $\nabla^{*} A \nabla$, where the components $A^{\mu \nu}$ of $A$ only involve $\chi$ and $d \chi$, but no second derivatives. The upshot is that we have

$$
\begin{align*}
\frac{i}{\hbar}\left(\square_{\hbar}^{*} \chi\right. & \left.L_{\hbar}-L_{\hbar}^{*} \chi \square_{\hbar}\right) \\
= & \hbar^{2} \nabla^{*}\left(\chi_{1} \chi_{2}^{\prime} T+\chi B\right) \nabla+\hbar^{2} \nabla^{*}\left(\chi_{1} \chi_{2}^{\prime} A_{1}^{\sharp}+\chi A_{2}^{\sharp}\right)  \tag{8.39}\\
& +\hbar^{2}\left(\chi_{1} \chi_{2}^{\prime} A_{1}^{b}+\chi A_{2}^{b}\right) \nabla+\hbar^{2}\left(\chi_{1} \chi_{2}^{\prime} A_{3}+\chi A_{4}\right) \\
& +\hbar^{2} \nabla^{*} \chi_{1}^{\prime} \chi_{2} \tilde{A} \nabla+\hbar^{2} \nabla^{*} \chi_{1}^{\prime} \chi_{2} \tilde{A}_{1}^{\sharp}+\hbar^{2} \chi_{1}^{\prime} \chi_{2} \tilde{A}_{1}^{b} \nabla+\hbar^{2} \chi_{1}^{\prime} \chi_{2} \tilde{A}_{3},
\end{align*}
$$

where $T, \tilde{A}$ and $B$ are sections of $\operatorname{End}\left(T^{*} M^{\circ} \otimes T^{*} M^{\circ}\right)$, while $A_{1}^{\sharp}, \tilde{A}_{1}^{\sharp}$ and $A_{2}^{\sharp}$ sections of $\operatorname{Hom}\left(T^{*} M^{\circ}, \otimes^{2} T^{*} M^{\circ}\right), A_{1}^{b}, \tilde{A}_{1}^{b}, A_{2}^{b}$ sections of $\operatorname{Hom}\left(\otimes^{2} T^{*} M^{\circ}, T^{*} M^{\circ}\right)$, and $A_{3}, \tilde{A}_{3}$ and $A_{4}$ sections of $\operatorname{End}\left(T^{*} M^{\circ}\right)$. Crucially, then, we can compute $T$ by a principal symbol calculation. Namely, the principal symbol of $(i / \hbar)\left(\square_{\hbar}^{*} \chi L_{\hbar}-L_{\hbar}^{*} \chi \square_{\hbar}\right)$ is equal to that of

$$
\frac{i}{\hbar}\left[\square_{\hbar}, \chi\right] L_{\hbar}-\frac{i}{\hbar}\left[L_{\hbar}, \chi\right] \square_{\hbar}+\frac{i}{\hbar} \chi\left[\square_{\hbar}, L_{\hbar}\right] .
$$

The sum of those terms in the principal symbol which contain derivatives of $\chi_{2}$ is equal to $\chi_{1}\left(\left(H_{G} \chi_{2}\right) \ell-\left(H_{\ell} \chi_{2}\right) G\right)$, and we therefore find $\left({ }^{21}\right)$

$$
T^{\mu \nu}=(d \mathfrak{t})_{\varkappa}\left(G^{\mu \varkappa} \ell^{\nu}+G^{\nu \varkappa} \ell^{\mu}-G^{\mu \nu} \ell^{\varkappa}\right),
$$

which is an 'energy-momentum tensor' of the form (8.34). Now,

$$
\begin{equation*}
\chi_{2}^{\prime}=-\boldsymbol{F}\left(\mathfrak{t}_{1}-\mathfrak{t}\right)^{-2} \chi_{2} \tag{8.40}
\end{equation*}
$$

is a smooth function of $\mathfrak{t}$ only; but when estimating, for $0 \leqslant \mathfrak{t}^{\prime} \leqslant \mathfrak{t}_{1}$, the integral

$$
\hbar^{2} \int_{\mathfrak{t}=\mathfrak{t}^{\prime}}\left\langle\nabla^{*} \chi_{1} \chi_{2}^{\prime} T \nabla u, u\right\rangle d x
$$

we are not quite in the setting of Lemma 8.25, due to the presence of $\chi_{1}$. Note however that $\left.\chi_{1}\right|_{\mathfrak{t}=\mathfrak{t}^{\prime}}$ is uniformly bounded in $\mathcal{C}^{\infty}$ for $\mathfrak{t}^{\prime} \in\left[0, \mathfrak{t}_{1}\right]$, hence, arranging as we may that $\sqrt{\chi_{1}} \in \mathcal{C}^{\infty}$, we can commute $\sqrt{\chi_{1}}$ past $\nabla$, generating error terms in $\operatorname{supp} d \chi_{1}$, where we have a-priori control (after integrating in $\mathfrak{t}$ ), given by the second term on the right-hand side of (8.37). Due to (8.40), we can choose $\boldsymbol{\digamma}>0$ so large that the spacetime integral of $\hbar^{2}\left\langle\nabla^{*} \chi B \nabla u, u\right\rangle$, estimated simply by the Cauchy-Schwarz inequality, can be absorbed by the main term $\nabla^{*} \chi_{1} \chi_{2}^{\prime} T \nabla$, while the lower-order terms in (8.39) can be estimated directly by Cauchy-Schwarz, again estimating $\chi_{2}$ by $\chi_{2}^{\prime}$ for the terms involving $\chi$ directly. Since $\chi_{2}^{\prime} \leqslant 0$, we conclude that, for any $\eta>0$, we have, for all $\digamma>0$ large enough,

$$
\begin{align*}
\frac{i}{\hbar}\left\langle\left(\square_{\hbar}^{*} \chi\right.\right. & \left.\left.L_{\hbar}-L_{\hbar}^{*} \chi \square_{\hbar}\right) u, u\right\rangle \\
\leqslant- & \left(C_{T}-\eta\right)\left\|\left(-\chi_{1} \chi_{2}^{\prime}\right)^{1 / 2} \hbar \nabla u\right\|^{2}+C_{\eta} \hbar^{2}\left\|\left(-\chi_{1} \chi_{2}^{\prime}\right)^{1 / 2} u\right\|^{2}  \tag{8.41}\\
& +C_{\boldsymbol{F}}\|u\|_{\left.H_{\hbar}^{1}\left(\mathfrak{t}^{-1}\left(\left(-\infty, \mathfrak{t}_{1}\right]\right)\right) t_{*}^{-1}\left(\left[0, t_{*}, 0\right]\right)\right)}^{2},
\end{align*}
$$

where we estimated the terms involving $\chi_{1}^{\prime}$ rather crudely, resulting in the last term on the right, which is the a-priori control term in (8.37). We estimate the second term using the a-priori control term and the fundamental theorem of calculus: in the present

[^12]setting, this is conveniently done by considering a principally scalar operator $W=W^{*} \in$ $\operatorname{Diff}_{\hbar}^{1}\left(M^{\circ} ; T^{*} M^{\circ}\right)$ with principal symbol equal to $\sigma_{1}\left(\hbar D_{t_{*}}\right)$, and computing the pairing
$$
2 \hbar^{-1} \operatorname{Im}\langle\sqrt{\chi} u, \sqrt{\chi} W u\rangle=\frac{1}{i \hbar}\langle[W, \chi] u, u\rangle=-\left\langle\left(\chi_{1}^{\prime} \chi_{2}+\chi_{1} \chi_{2}^{\prime}\right) u, u\right\rangle
$$
where we used $\partial_{t_{*}} \mathfrak{t}=1$ to differentiate $\chi_{2}$; again using (8.40) and taking $\digamma>0$ large, this implies after applying the Cauchy-Schwarz inequality that
\[

$$
\begin{equation*}
\hbar^{2}\left\|\left(-\chi_{1} \chi_{2}^{\prime}\right)^{1 / 2} u\right\|^{2} \leqslant C\left(\hbar^{2}\|u\|_{L^{2}\left(\mathfrak{t}^{-1}\left(\left(-\infty, \mathfrak{t}_{1}\right]\right) \cap t_{*}^{-1}\left(\left[0, t_{*, 0}\right]\right)\right)}^{2}+\left\|\sqrt{\chi_{1} \chi_{2}} \hbar \nabla u\right\|^{2}\right) \tag{8.42}
\end{equation*}
$$

\]

Plugging this into the estimate (8.41), we see that we can drop the second term on the right in (8.41), up to changing the constant $C_{\digamma}$ and increasing $\eta$ by an arbitrarily small but fixed amount, if we choose $\digamma>0$ large, thus obtaining

$$
\begin{align*}
& \frac{i}{\hbar}\left\langle\left(\square_{\hbar}^{*} \chi L_{\hbar}-L_{\hbar}^{*} \chi \square_{\hbar}\right) u, u\right\rangle  \tag{8.43}\\
& \quad \leqslant-\left(C_{T}-\eta\right)\left\|\left(-\chi_{1} \chi_{2}^{\prime}\right)^{1 / 2} \hbar \nabla u\right\|^{2}+C_{\digamma, \eta}\|u\|_{H_{\hbar}^{1}\left(\mathfrak{t}^{-1}\left(\left(-\infty, \mathfrak{t}_{1}\right]\right) \cap t_{*}^{-1}\left(\left[0, t_{*, 0}\right]\right)\right)}^{2}
\end{align*}
$$

for any $\eta>0$.
On the other hand, using the fact that $L_{\hbar}$ in local coordinates is equal to semiclassical derivatives plus order-zero terms of size $\mathcal{O}(\hbar)$, we can bound the left-hand side of (8.38) by

$$
\begin{align*}
2 \hbar^{-1} \operatorname{Im}\left\langle\mathcal{P}_{\hbar} u, V_{\hbar} u\right\rangle & \geqslant-\eta\left\|\sqrt{\chi} L_{\hbar} u\right\|^{2}-C_{\eta} \hbar^{-2}\left\|\sqrt{\chi} \mathcal{P}_{\hbar} u\right\|^{2}  \tag{8.44}\\
& \geqslant-C \eta\|\sqrt{\chi} \hbar \nabla u\|^{2}-C_{\eta} \hbar^{2}\|\sqrt{\chi} u\|^{2}-C_{\eta} \hbar^{-2}\left\|\sqrt{\chi} \mathcal{P}_{\hbar} u\right\|^{2}
\end{align*}
$$

Estimating the second term by using (8.42) again and absorbing the $\|\sqrt{\chi} \hbar \nabla u\|^{2}$ term into the main term of (8.43), we obtain the desired estimate (8.37) by combining (8.43) and (8.44), noting that for the now fixed value $\digamma>0,-\chi_{2}^{\prime}$ is bounded from below by a positive constant in $\mathfrak{t}^{-1}\left(\left(-\infty, \mathfrak{t}_{0}\right]\right) \cap t_{*}^{-1}\left(\left[t_{*, 0}, \infty\right)\right)$.

The arguments presented here extend directly to give a proof of energy estimates beyond the event (resp. cosmological horizons) propagating 'outwards', i.e. in the direction of decreasing $r$ (resp. increasing $r$ ).

Proposition 8.28. Fix $\tau_{0}<1, r_{+}<r_{0}<r_{1}<r_{2}<r_{3}<r_{+}+3 \varepsilon_{M}$, and let $\varrho \in \mathbb{R}$. Then, for all $u \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(M^{\circ} ; T^{*} M^{\circ}\right)$, we have the energy estimate

$$
\begin{align*}
& \|u\|_{H_{\mathrm{b}}^{1, \rho}\left(r^{-1}\left(\left[r_{1}, r_{2}\right]\right) \cap \tau^{-1}\left(\left[0, \tau_{0}\right]\right)\right)} \\
& \quad \lesssim \hbar^{-1}\left\|\mathcal{P}_{\hbar} u\right\|_{H_{\mathrm{b}, \hbar}^{0, \rho}\left(r^{-1}\left(\left[r_{0}, r_{3}\right]\right) \cap \tau^{-1}([0,1])\right)}+\|u\|_{H_{\mathrm{b}, \hbar}^{1, \rho}\left(r^{-1}\left(\left[r_{0}, r_{1}\right]\right) \cap \tau^{-1}([0,1])\right)}  \tag{8.45}\\
& \quad+\|u\|_{H_{\hbar}^{1}\left(r^{-1}\left(\left[r_{0}, r_{3}\right]\right) \cap \tau^{-1}\left(\left[\tau_{0}, 1\right]\right)\right)}
\end{align*}
$$



Figure 8.12. Illustration of the energy estimate (8.45) beyond the cosmological horizon $r=r_{+}$. The norm of $\mathcal{P}_{\hbar} u$ is taken on $r^{-1}\left(\left[r_{0}, r_{3}\right]\right) \cap \tau^{-1}([0,1])$, and we obtain control of $u$ on the lightly shaded region, assuming a-priori control on the dark region.
beyond the cosmological horizon; see Figure 8.12.
Likewise, we have an estimate beyond the event horizon: if $r_{-}-3 \varepsilon_{M}<r_{0}<r_{1}<r_{2}<$ $r_{3}<r_{-}$, then we have the estimate (8.45), replacing the second term on the right by $\|u\|_{H_{b, \hbar}^{1, \rho}\left(r^{-1}\left(\left[r_{2}, r_{3}\right]\right) \cap \tau^{-1}([0,1])\right)}$.

Proof. In order to eliminate the weight $\varrho$ and work on unweighted spaces, one proves these estimates for the conjugated operator $\tau^{\varrho} \mathcal{P}_{\hbar} \tau^{-\varrho}$. Then, for the proof of (8.45), one uses the commutant $\chi L_{\hbar}, \chi=\chi_{1} \chi_{2} \chi_{3}$, where now $\chi_{1}(\tau) \equiv 1$ for $\tau \leqslant \tau_{0}$ and $\chi_{1}(\tau) \equiv 0$ for $\tau \geqslant 1$, while $\chi_{2}(r)=\psi_{2}\left(\digamma^{-1}\left(r_{3}-r\right)\right)$, with $\psi_{2}(x)=e^{-1 / x} H(x)$ as before, and $\chi_{3}(r) \equiv 0$ for $r \leqslant r_{0}$ and $\chi_{3}(r) \equiv 1$ for $r \geqslant r_{1}$. The regions $\operatorname{supp}\left(\chi_{1} \chi_{3}^{\prime}\right)$ and $\operatorname{supp}\left(\chi_{1}^{\prime} \chi_{3}\right)$ are where we assume a-priori control, corresponding to the second and third terms in (8.45), while the future timelike nature of $d r$ on supp $\chi$, combined with the b-version of Lemma 8.23, gives the conclusion on $u$ in $r^{-1}\left(\left[r_{1}, r_{2}\right]\right) \cap \tau^{-1}\left(\left[0, \tau_{0}\right]\right)$ for $\digamma>0$ large and fixed (used to dominate $\chi_{2}$ by a small constant times $-\chi_{2}^{\prime}$ ), using the positive lower bound on $-\chi_{2}^{\prime}$ in this region.

Using the propagation of singularities, Propositions 8.9 and 8.19, one can improve these estimates to allow for arbitrary real regularity, as we will indicate in the next section.

### 8.5. Global estimates

We now piece together the estimates obtained in the previous sections to establish an a-priori estimate for $u$ solving $\mathcal{P}_{\hbar} u=f$ on decaying b-Sobolev spaces on the domain $\Omega$ defined in (3.33).

To do so, fix a weight $\alpha$ as in Proposition 8.21. Suppose that $u \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(\Omega ;{ }^{\mathrm{b}} T_{\Omega}^{*} M\right)$
vanishes to infinite order at $\Sigma_{0}$, and let $f=\mathcal{P}_{\hbar} u$. For $\delta \in \mathbb{R}$ small, let

$$
\Omega_{\delta}=[0,1]_{\tau} \times\left[r_{-}-\varepsilon_{M}-\delta, r_{+}+\varepsilon_{M}+\delta\right]_{r} \times \mathbb{S}^{2} \subset M
$$

be a small modification of $\Omega$, so $\Omega_{0}=\Omega$, and $\Omega_{\delta_{1}} \subseteq \Omega_{\delta_{2}}$ if $\delta_{1} \leqslant \delta_{2}$. Let $\widetilde{\Omega}:=\Omega_{\varepsilon_{M} / 2}$. Denote by $\tilde{f} \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(\widetilde{\Omega} ;{ }^{\mathrm{b}} T_{\widetilde{\Omega}}^{*} M\right)$ an extension of $f$, vanishing for $t_{*} \leqslant 0$, and with

$$
\begin{equation*}
\|\tilde{f}\|_{H_{\mathrm{b}}^{0, \alpha}(\tilde{\Omega})^{\bullet,-}} \leqslant 2\|f\|_{H_{\mathrm{b}}^{0, \alpha}(\Omega)^{\bullet,-}} \tag{8.46}
\end{equation*}
$$

We can then uniquely solve the forward problem

$$
\mathcal{P}_{\hbar} \tilde{u}=\tilde{f}
$$

in $\widetilde{\Omega}$. If $u^{\prime}$ is any smooth compactly supported extension of $u$ to $\widetilde{\Omega}$, then $\mathcal{P}_{\hbar}\left(\tilde{u}-u^{\prime}\right)$ is supported in $\left\{r \geqslant r_{+}+\varepsilon_{M}\right\} \cup\left\{r \leqslant r_{-}-\varepsilon_{M}\right\}$, hence by the support properties of forward solutions of $\mathcal{P}_{\hbar}$, we find that $\tilde{u}-u^{\prime}$ has compact support, and moreover $\tilde{u} \equiv u$ in $\Omega$.

Now, by the energy estimate near $\Sigma_{0}$, Proposition 8.26, we have

$$
\|u\|_{H_{\hbar}^{1}\left(\Omega_{\delta} \cap t_{*}^{-1}([0,1])\right)} \leqslant C \hbar^{-1}\|\tilde{f}\|_{L^{2}\left(t_{*}^{-1}([0,2])\right)}
$$

for fixed $\delta \in\left(0, \frac{1}{2} \varepsilon_{M}\right)$. But then we can use this information to propagate $H_{\mathrm{b}, \hbar}^{1, \alpha}$ regularity of $u$ : at fiber infinity, this uses Propositions $8.9,8.11$ and 8.12 , while we can use Proposition 8.21 to obtain an estimate on $u$ near the critical set $r=r_{c}$ of $\nabla t_{*}$, and propagate this control outwards in the direction of increasing $r$ for $r>r_{c}$ and decreasing $r$ for $r<r_{c}$, by means of Proposition 8.19. Away from the semiclassical characteristic set of $\mathcal{P}_{\hbar}$, we simply use elliptic regularity. We obtain an estimate

$$
\begin{equation*}
\|u\|_{H_{\mathrm{b}, \hbar}^{1, \alpha}\left(\Omega_{-\delta}\right)}+\|u\|_{H_{\hbar}^{1}\left(\Omega_{\delta} \cap t_{*}^{-1}([0,1])\right)} \leqslant C\left(\hbar^{-1}\|\tilde{f}\|_{H_{\mathrm{b}}^{0, \alpha}(\tilde{\Omega})}+\hbar\|u\|_{H_{\mathrm{b}, \hbar}^{1, \alpha}(\Omega)}\right) \tag{8.47}
\end{equation*}
$$

for small $\hbar>0$. The error term in $u$ here is measured on a larger set than the conclusion on the left-hand side, so we now use the energy estimate beyond the horizons, Proposition 8.28, in order to bound

$$
\|u\|_{H_{\mathrm{b}, \hbar}^{1, \alpha}(\Omega)} \leqslant C\left(\hbar^{-1}\|\tilde{f}\|_{H_{\mathrm{b}}^{0, \alpha}(\tilde{\Omega})}+\|u\|_{H_{\mathrm{b}, \hbar}^{1, \alpha}\left(\Omega_{-\delta}\right)}+\|u\|_{H_{\hbar}^{1}\left(\Omega_{\delta} \cap t_{*}^{-1}([0,1])\right)}\right)
$$

Plugging (8.47) into this estimate and choosing $0<\hbar<\hbar_{0}$ small, we can thus absorb the term $\hbar\|u\|_{H_{\mathrm{b}, \hbar}^{1, \alpha}(\Omega)}$ from (8.47) into the left-hand side and, in view of (8.46), we obtain the desired a-priori estimate

$$
\begin{equation*}
\|u\|_{H_{\mathrm{b}, \hbar}^{1, \alpha}(\Omega)^{\bullet,-}} \leqslant C \hbar^{-1}\left\|\mathcal{P}_{\hbar} u\right\|_{H_{\mathrm{b}}^{0, \alpha}(\Omega)^{\bullet,-}}, \quad 0<\hbar<\hbar_{0} \tag{8.48}
\end{equation*}
$$

which, by a simple approximation argument, continues to hold for all $u \in H_{\mathrm{b}}^{1, \alpha}(\Omega)^{\bullet,-}$ for which $\mathcal{P}_{\hbar} u \in H_{\mathrm{b}}^{0, \alpha}(\Omega)^{\bullet,-}$.

Let us fix $0<\hbar<\hbar_{0}$ and drop the subscript ' $\hbar$ '. There are a number of ways in which (8.48) can be used to rule out resonances of $\mathcal{P}$ in $\operatorname{Im} \sigma \geqslant-\alpha$. One way is to notice that the a-priori estimate (8.48) for $\mathcal{P}$ yields the solvability of the adjoint $\mathcal{P}^{*}$ (the adjoint taken with respect to the fiber inner product $b$ ) on growing function spaces by a standard application of the Hahn-Banach theorem (see, e.g. [82, Proof of Theorem 26.1.7]); concretely, there is a bounded inverse

$$
\begin{equation*}
\left(\mathcal{P}^{*}\right)^{-1}: H_{\mathrm{b}}^{-1,-\alpha}\left(\Omega ;{ }^{\mathrm{b}} T_{\Omega}^{*} M\right)^{-, \cdot} \longrightarrow H_{\mathrm{b}}^{0,-\alpha}\left(\Omega ;{ }^{\mathrm{b}} T_{\Omega}^{*} M\right)^{-, \cdot} \tag{8.49}
\end{equation*}
$$

for the backwards problem. Now, if $\sigma$ with $\operatorname{Im} \sigma>-\alpha$ were a resonance of $\mathcal{P}$, then there would exist a dual resonant state $\psi \in \mathscr{D}^{\prime}\left(Y ;{ }^{\mathrm{b}} T_{Y}^{*} M\right)^{\bullet}$ with $\mathcal{P}^{*}\left(\tau^{i \bar{\sigma}} \psi\right)=0$, and in fact by the radial point arithmetic (see the proof of Proposition 8.11), we have $\psi \in L^{2}\left(Y ;{ }^{\mathrm{b}} T_{Y}^{*} M\right)^{\bullet}$ if our fixed $\hbar>0$ is small enough. Letting $\chi(x)$ denote a smooth cutoff, $\chi \equiv 0$ for $x \leqslant 0$ and $\chi \equiv 1$ for $x \geqslant 1$, we put

$$
v_{j}:=\chi\left(j-t_{*}\right) \tau^{i \bar{\sigma}} \psi \quad \text { and } \quad g_{j}:=\mathcal{P}^{*} v_{j}=\left[\mathcal{P}^{*}, \chi(j-\cdot)\right] \tau^{i \bar{\sigma}} \psi
$$

Then, $v_{j}$ is the unique backwards solution of $\mathcal{P}^{*} v=g_{j}$, so $v_{j}=\left(\mathcal{P}^{*}\right)^{-1} g_{j}$; however, $g_{j} \rightarrow 0$ in $H_{\mathrm{b}}^{-1,-\alpha}\left(\Omega ;{ }^{\mathrm{b}} T^{*} \Omega\right)^{-, \bullet}$ as $j \rightarrow \infty$, while $\left\|v_{j}\right\|_{H_{\mathrm{b}}^{0,-\alpha}}$ converges to a non-zero number. This contradicts the boundedness of (8.49), and establishes Theorem 8.1 after reducing $\alpha>0$ by an arbitrarily small positive amount.

Another, somewhat more direct way of proving Theorem 8.1 proceeds as follows: using the same arguments as above for $\mathcal{P}_{\hbar}$, but in reverse, one can prove an estimate for $\mathcal{P}_{\hbar}^{*}$ of the form

$$
\begin{equation*}
\|u\|_{H_{\mathrm{b}, \hbar}^{1,-\alpha}(\Omega)^{-}, \cdot} \leqslant C \hbar^{-1}\left\|\mathcal{P}_{\hbar}^{*} u\right\|_{H_{\mathrm{b}, \hbar}^{0,-\alpha}(\Omega)^{-, \cdot}}, \quad 0<\hbar<\hbar_{0} \tag{8.50}
\end{equation*}
$$

This relies on versions of the propagation estimates proved in $\S 8.2$ and $\S 8.3$ in which the direction of propagation is reversed; since the effect of passing from $\mathcal{P}_{\hbar}=\square_{g, \hbar}^{\mathrm{CP}}-i L_{\hbar}$ to $\mathcal{P}_{\hbar}^{*}=\left(\square_{g, \hbar}^{\mathrm{CP}}\right)^{*}+i L_{\hbar}^{*}$ is a change of sign in the skew-adjoint part, the adjoint version of the crucial Proposition 8.21 now requires that the weight satisfy $\varrho \geqslant-\alpha$. The estimate (8.50) then gives the solvability of the forward problem for $\mathcal{P}_{\hbar}$ on the dual spaces, which are spaces of decaying functions. Concretely, we obtain a forward solution operator

$$
\mathcal{P}_{\hbar}^{-1}: H_{\mathrm{b}}^{-1, \alpha}\left(\Omega ;{ }^{\mathrm{b}} T_{\Omega}^{*} M\right)^{\bullet,-} \longrightarrow H_{\mathrm{b}}^{0, \alpha}\left(\Omega ;{ }^{\mathrm{b}} T_{\Omega}^{*} M\right)^{\bullet,-}, \quad 0<\hbar<\hbar_{0}
$$

(Using elliptic regularity and propagation estimates, one also has $\mathcal{P}_{\hbar}^{-1}: H_{\mathrm{b}}^{s-1, \alpha} \rightarrow H_{\mathrm{b}}^{s, \alpha}$ for $s \geqslant 0$, or in fact, for any fixed $s \in \mathbb{R}$ provided $\hbar>0$ is sufficiently small.) Since the
forward problem for $\mathcal{P}_{\hbar}$ is uniquely solvable, the operator $\mathcal{P}_{\hbar}$ cannot have resonances with $\operatorname{Im} \sigma>-\alpha$, since otherwise solutions of $\mathcal{P}_{\hbar} u=f$ for suitable (generic) $f \in \mathcal{C}_{\mathrm{c}}^{\infty}$ would have an asymptotic expansion with such a resonant state appearing with a non-zero coefficient, contradicting the fact that the unique solution $u$ lies in the space $H_{\mathrm{b}}^{0, \alpha}$.

This concludes the proof of Theorem 8.1.
Remark 8.29. The argument we presented above in some sense does more than what is strictly necessary; after all we only want to rule out resonances of the normal operator of $\widetilde{\square}_{g}^{\mathrm{CP}}$ in the closed upper half-plane, not study the solvability properties of $\widetilde{\square}_{g}^{\mathrm{CP}}$, though the two are closely related. Thus, the 'right' framework would be to work fully on the Mellin transform side, where one would have two large parameters, $\sigma$ and $\gamma=\gamma_{1}$, which can be thought of as a joint parameter $(\sigma, \gamma)$ lying in a region of $\mathbb{C} \times \mathbb{R}$. (This is also related to the notion of a 'suspended algebra' in the sense of Mazzeo and Melrose [105].) In this case, one could use complex absorption around $r=r_{-}-\varepsilon_{M}$ and $r=r_{+}+\varepsilon_{M}$, as was done in [140], without the need for the initial or final hypersurfaces for Cauchy problems. Energy estimates still would play a minor role, as in [140, §3.3], to ensure that in a neighborhood of the black hole exterior, the resonant states are independent of the particular 'capping' used (complex absorption vs. Cauchy hypersurfaces). We remark that if the final Cauchy surface is still used (rather than complex absorption), the proof of the absence of resonances in the closed upper half-plane for the Mellin transformed normal operator $\widehat{N}\left(\widetilde{\square}_{g}^{\mathrm{CP}}\right)$ can be obtained by taking $u=e^{-i \sigma t_{*}} v$ in the above arguments, where $v$ is a function on $Y=\Omega \cap X$, and only integrating in $X$ (not in $M$ ) in the various pairings, dropping any cutoffs or weights in $t_{*}$ ( $\operatorname{Im} \sigma$ plays the role of weights, contributing to the skew-adjoint part of $\widehat{N}\left(\widetilde{\square}_{g}^{\mathrm{CP}}\right)$ in the arguments), with the b-Sobolev spaces thus being replaced by large-parameter versions of standard Sobolev spaces. In any case, we hope that not introducing further microlocal analysis machinery, but rather working on $\Omega$ directly, makes this section more accessible.

## 9. Spectral gap for the linearized gauged Einstein equation (ESG)

As in (6.1), we drop the subscript ' $b_{0}$ ' from the metric, since we will be only considering the fixed Schwarzschild-de Sitter metric $g_{b_{0}}$.

### 9.1. Microlocal structure at the trapped set

We now analyze the high-frequency behavior of the linearized gauged Einstein operator, modified so as to arrange SCP. Thus, we consider

$$
L=D_{g}(\operatorname{Ric}+\Lambda)+\tilde{\delta}^{*} \delta_{g} \mathrm{G}_{g}=\frac{1}{2}\left(\square_{g}+2 \Lambda+2 \mathscr{R}_{g}+2\left(\tilde{\delta}^{*}-\delta_{g}^{*}\right) \delta_{g} \mathrm{G}_{g}\right),
$$

where $\tilde{\delta}^{*}$ is the modified symmetric gradient (8.1), and $\mathscr{R}_{g}$ the order-zero curvature term (2.9). In order for $L$ to satisfy polynomial high-energy bounds on (and in a strip below) the real axis, we only need to check a condition on the subprincipal part of $L$ at the trapped set $\Gamma$; see (3.30)-(3.31) for the definition. Concretely, it suffices to show that for our choice of $\tilde{\delta}^{*}$, the skew-adjoint part of the subprincipal operator $S_{\text {sub }}(L)$, evaluated at a point $(t, r, \omega ; \sigma, 0, \eta) \in \Gamma$, with respect to a suitable inner product on $\pi^{*} S^{2} T^{*} M^{\circ}$, has all eigenvalues in the half-space $\{i \sigma \lambda: \operatorname{Re} \lambda \geqslant 0\}$, where we use the coordinates (3.29). (Note that the skew-adjoint part of $S_{\text {sub }}$ is a smooth section of $\pi^{*} \operatorname{End}\left(S^{2} T^{*} M^{\circ}\right)$, homogeneous of degree 1 in $(\sigma, \eta)$.) Namely, in this case, one can choose a stationary inner product on $\pi^{*} S^{2} T^{*} M^{\circ}$ such that the skew-adjoint part of $|\sigma|^{-1} S_{\text {sub }}(L)$ (with respect to this inner product) is bounded above on $\Gamma^{+}=\Gamma \cap\{\sigma<0\}$ (which is a subset of the forward light cone) by an arbitrarily small positive multiple of the identity, and bounded below on $\Gamma^{-}=\Gamma \cap\{\sigma>0\}$ (which is a subset of the backward light cone) by an arbitrarily small negative multiple of the identity; see also (5.5). This gives the desired high-energy estimates by combining Dyatlov's result [56] with the framework of pseudodifferential inner products [72], as explained in $\S 4.3$ and $\S 5.1$.

The calculation of the subprincipal symbol of the wave operator $\square_{g}$ on symmetric 2 tensors in the partial trivialization (6.8) is straightforward using [72, Proposition 4.1]; this states that the subprincipal operator is equal to the covariant derivative $-i \nabla_{H_{G}}^{\pi^{*} S^{2} T^{*} M^{\circ}, ~, ~}$ defined using the pull-back connection on $\pi^{*} S^{2} T^{*} M^{\circ}$. Since the latter is simply the
 that

$$
S_{\mathrm{sub}}\left(\square_{g}\right)\left(w_{1} w_{2}\right)=S_{\mathrm{sub}}\left(\square_{g}^{(1)}\right) w_{1} \cdot w_{2}+w_{1} \cdot S_{\mathrm{sub}}\left(\square_{g}^{(1)}\right) w_{2}
$$

for $w_{1}, w_{2} \in \mathcal{C}^{\infty}\left(T^{*} M^{\circ}, \pi^{*} T^{*} M^{\circ}\right) ; \square_{g}^{(1)}$ on the right denotes the wave operator on 1-forms, whose subprincipal symbol at the trapped set we computed in (6.10). We can now calculate the order-zero part $S_{(2)}$ of $S_{\text {sub }}\left(\square_{g}\right)$ in the bundle splitting (6.8); indeed, $S_{\text {sub }}\left(\square_{g}\right)$ in this splitting has a canonical first-order part, induced by the canonical first-order part of $S_{\text {sub }}\left(\square_{g}^{(1)}\right)$ which is the first line in (6.10), i.e. the first-order part involves precisely $t$-derivatives (which uses the stationary nature of the spacetime metric and the relevant vector bundles) and covariant derivatives on $\mathbb{S}^{2}$. Thus, $S_{(2)}$ is equal to the second symmetric tensor power of the order-zero part of $S_{\text {sub }}\left(\square_{g}^{(1)}\right)$, i.e. of the final term in (6.10),

SO

$$
S_{(2)}=i\left(\begin{array}{cccccc}
0 & -4 r^{-1} \sigma & 0 & 0 & 0 & 0  \tag{9.1}\\
-2 r^{-1} \sigma & 0 & -2 q r^{-3} i_{\eta} & -2 r^{-1} \sigma & 0 & 0 \\
0 & 2 q r^{-1} \eta & 0 & 0 & -2 r^{-1} \sigma & 0 \\
0 & -4 r^{-1} \sigma & 0 & 0 & -4 q r^{-3} i_{\eta} & 0 \\
0 & 0 & -2 r^{-1} \sigma & 2 q r^{-1} \eta & 0 & -2 q r^{-3} i_{\eta} \\
0 & 0 & 0 & 0 & 4 q r^{-1} \eta & 0
\end{array}\right),
$$

where we recall that $q=q(r)=\left(1-2 M . / r-\frac{1}{3} \Lambda r^{2}\right)^{1 / 2}$ from $\S 6.3$.
In order to calculate the spectrum of the order-zero term of $S_{\text {sub }}(2 L)$ at $\Gamma$ efficiently, we split

$$
\begin{equation*}
T^{*} \mathbb{S}^{2}=\left\langle q \sigma^{-1} \eta\right\rangle \oplus \eta^{\perp} \tag{9.2}
\end{equation*}
$$

and also use the induced splitting

$$
\begin{equation*}
S^{2} T^{*} \mathbb{S}^{2}=\left\langle\left(q \sigma^{-1} \eta\right)^{2}\right\rangle \oplus 2 q \sigma^{-1} \eta \cdot \eta^{\perp} \oplus S^{2} \eta^{\perp} \tag{9.3}
\end{equation*}
$$

of $S^{2} T^{*} \mathbb{S}^{2}$. Thus, recalling that $e^{0}=q d t$ and $e^{1}=q^{-1} d r$, we refine (6.8) to the splitting

$$
\begin{gather*}
S^{2} T^{*} M^{\circ}=\left\langle e^{0} e^{0}\right\rangle \oplus\left\langle 2 e^{0} e^{1}\right\rangle \oplus\left(\left\langle 2 e^{0} q \sigma^{-1} \eta\right\rangle \oplus 2 e^{0} \cdot \eta^{\perp}\right) \\
\oplus\left\langle e^{1} e^{1}\right\rangle \oplus\left(\left\langle 2 e^{1} q \sigma^{-1} \eta\right\rangle \oplus 2 e^{1} \cdot \eta^{\perp}\right)  \tag{9.4}\\
\oplus\left(\left\langle\left(q \sigma^{-1} \eta\right)^{2}\right\rangle \oplus 2 q \sigma^{-1} \eta \cdot \eta^{\perp} \oplus S^{2} \eta^{\perp}\right)
\end{gather*}
$$

Now, in the decomposition (9.2) and using $|\eta|^{2}=q^{-2} r^{2} \sigma^{2}$ at $\Gamma$, one sees that $\eta: \mathbb{R} \rightarrow T^{*} \mathbb{S}^{2}$ and $i_{\eta}: T^{*} \mathbb{S}^{2} \rightarrow \mathbb{R}$ are given by

$$
\eta=\binom{q^{-1} \sigma}{0}, \quad i_{\eta}=\left(\begin{array}{ll}
q^{-1} r^{2} \sigma & 0
\end{array}\right)
$$

which gives

$$
\eta=\left(\begin{array}{cc}
q^{-1} \sigma & 0 \\
0 & \frac{1}{2} q^{-1} \sigma \\
0 & 0
\end{array}\right): T^{*} \mathbb{S}^{2} \longrightarrow S^{2} T^{*} \mathbb{S}^{2}
$$

and

$$
i_{\eta}=\left(\begin{array}{ccc}
q^{-1} r^{2} \sigma & 0 & 0 \\
0 & q^{-1} r^{2} \sigma & 0
\end{array}\right): S^{2} T^{*} \mathbb{S}^{2} \longrightarrow T^{*} \mathbb{S}^{2}
$$

in the splittings (9.2) and (9.3). Furthermore, we write

$$
g=|\eta|^{-2} \eta \cdot \eta+r^{-2} \phi_{\perp}=\left(\begin{array}{c}
r^{-2}  \tag{9.5}\\
0 \\
r^{-2} \phi_{\perp}
\end{array}\right)
$$

where $r^{-2} \phi_{\perp}$ is defined as the orthogonal projection of $g$ to $S^{2} \eta^{\perp}$. Consequently,

$$
\mathrm{t} / \mathrm{r}=\left(\begin{array}{lll}
r^{2} & 0 & r^{2} \operatorname{tr}_{g_{\perp}} \tag{9.6}
\end{array}\right): S^{2} T^{*} \mathbb{S}^{2} \rightarrow \mathbb{R}
$$

Since $\operatorname{dim} \mathbb{S}^{2}=2$, we can pick $\psi \in \eta^{\perp} \subset T^{*} \mathbb{S}^{2}$ such that $q_{\perp}=\psi \cdot \psi$; trivializing $S^{2} \eta^{\perp}$ via $\psi \cdot \psi$ therefore amounts to dropping $\not q_{\perp}$ and $\operatorname{tr}_{g_{\perp}}$ in (9.5)-(9.6). We can be more explicit: on $\mathbb{S}^{2}$, we have the Hodge star operator $\star: T \mathbb{S}^{2} \rightarrow T \mathbb{S}^{2}$, which induces $\star: T^{*} \mathbb{S}^{2} \rightarrow T^{*} \mathbb{S}^{2}$, and we can then let $\psi=|\eta|^{-1}(\star \eta)$.

In terms of (9.4), we therefore find

$$
S_{(2)}=i r^{-1} \sigma\left(\begin{array}{cccccccccc}
0 & -4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-2 & 0 & -2 & 0 & -2 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 & -2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -2 & 0 & 0 & 0 \\
0 & -4 & 0 & 0 & 0 & -4 & 0 & 0 & 0 & 0 \\
0 & 0 & -2 & 0 & 2 & 0 & 0 & -2 & 0 & 0 \\
0 & 0 & 0 & -2 & 0 & 0 & 0 & 0 & -2 & 0 \\
0 & 0 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) .
$$

Proceeding with the computation of $S_{\text {sub }}(2 L)$, we next compute the form of the operator $\tilde{\delta}^{*}-\delta_{g}^{*}$, with $\tilde{\delta}^{*}$ as in (8.1). We write $t_{*}=t-F(r)$, then $d t_{*}=q^{-1} e^{0}-q F^{\prime} e^{1}$ and $\nabla t_{*}=q^{-1} e_{0}+q F^{\prime} e_{1}$, so we have

$$
\tilde{\delta}^{*} u=\delta_{g}^{*} u+\gamma_{1}\left(q^{-1} e^{0} \cdot u-q F^{\prime} e^{1} \cdot u\right)-\gamma_{2}\left(q^{-1} u_{0}+q F^{\prime} u_{1}\right) g
$$

In the decomposition (6.3), we find

$$
\begin{gathered}
\tilde{\delta}^{*}-\delta_{g}^{*}=\gamma_{1} q^{-1}\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{2} \\
0 & 0
\end{array}\right)-\gamma_{1} q F^{\prime}\left(\begin{array}{cc}
0 & 0 \\
\frac{1}{2} e^{1} & 0 \\
0 & e^{1}
\end{array}\right) \\
-\gamma_{2} q^{-1}\left(\begin{array}{cc}
1 & 0 \\
0 & 0 \\
-h & 0
\end{array}\right)-\gamma_{2} q F^{\prime}\left(\begin{array}{cc}
0 & i_{e_{1}} \\
0 & 0 \\
0 & -h i_{e_{1}}
\end{array}\right) .
\end{gathered}
$$

Using (6.4), this gives

$$
\begin{align*}
& 2\left(\tilde{\delta}^{*}-\delta_{g}^{*}\right) \delta_{g} \mathbf{G}_{g} \\
&= \gamma_{1} q^{-1}\left(\begin{array}{ccc}
-e_{0} & -2 q^{-2} \delta_{h} q^{2} & -e_{0} \operatorname{tr}_{h} \\
\frac{1}{2} q^{-2} d_{\mathcal{X}} q^{2} & -e_{0} & -q^{-1} \delta_{h} q-\frac{1}{2} d_{\mathcal{X}} \operatorname{tr}_{h} \\
0 & 0 & 0
\end{array}\right) \\
&-\gamma_{1} q F^{\prime}\left(\begin{array}{ccc}
0 & 0 & 0 \\
-\frac{1}{2} e^{1} e_{0} & -e^{1} q^{-2} \delta_{h} q^{2} & -\frac{1}{2} e^{1} e_{0} \operatorname{tr}_{h} \\
e^{1} q^{-2} d_{\mathcal{X}} q^{2} & -2 e^{1} e_{0} & -e^{1}\left(2 q^{-1} \delta_{h} q+d \mathcal{X} \operatorname{tr}_{h}\right)
\end{array}\right)  \tag{9.7}\\
&-\gamma_{2} q^{-1}\left(\begin{array}{cccc}
-e_{0} & -2 q^{-2} \delta_{h} q^{2} & -e_{0} \operatorname{tr}_{h} \\
0 & 0 & 0 \\
h e_{0} & 2 h q^{-2} \delta_{h} q^{2} & h e_{0} \operatorname{tr}_{h}
\end{array}\right) \\
& \quad-\gamma_{2} q F^{\prime}\left(\begin{array}{ccc}
i_{e_{1}} q^{-2} d \mathcal{X} q^{2} & -2 i_{e_{1}} e_{0} & -i_{e_{1}}\left(2 q^{-1} \delta_{h} q+d_{\mathcal{X}} \operatorname{tr}_{h}\right) \\
0 & 0 & 0 \\
-h i_{e_{1}} q^{-2} d_{\mathcal{X}} q^{2} & 2 h i_{e_{1}} e_{0} & h i_{e_{1}}\left(2 q^{-1} \delta_{h} q+d_{\mathcal{X}} \operatorname{tr}_{h}\right)
\end{array}\right)
\end{align*}
$$

so the contribution of this term to the subprincipal operator of $2 L$ at $\Gamma$ in the full splitting (6.8) is given by its principal symbol, which we evaluate with the help of Lemma 6.2:

$$
\begin{aligned}
& \widetilde{S}:=\sigma_{1}\left(2\left(\tilde{\delta}^{*}-\delta_{g}^{*}\right) \delta_{g} \mathrm{G}_{g}\right) \\
& =i \gamma_{1} q^{-1}\left(\begin{array}{cccccc}
q^{-1} \sigma & 0 & 2 r^{-2} i_{\eta} & q^{-1} \sigma & 0 & q^{-1} r^{-2} \sigma t r \\
0 & q^{-1} \sigma & 0 & 0 & r^{-2} i_{\eta} & 0 \\
\frac{1}{2} \eta & 0 & q^{-1} \sigma & -\frac{1}{2} \eta & 0 & r^{-2}\left(i_{\eta}-\frac{1}{2} \eta t / r\right) \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) \\
& -i \gamma_{1} q F^{\prime}\left(\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{2} q^{-1} \sigma & 0 & r^{-2} i_{\eta} & \frac{1}{2} q^{-1} \sigma & 0 & \frac{1}{2} q^{-1} r^{-2} \sigma t r \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 q^{-1} \sigma & 0 & 0 & 2 r^{-1} i_{\eta} & 0 \\
\frac{1}{2} \eta & 0 & q^{-1} \sigma & -\frac{1}{2} \eta & 0 & r^{-2}\left(i_{\eta}-\frac{1}{2} \eta t / r\right) \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) \\
& -i \gamma_{2} q^{-1}\left(\begin{array}{cccccc}
q^{-1} \sigma & 0 & 2 r^{-2} i_{\eta} & q^{-1} \sigma & 0 & q^{-1} r^{-2} \sigma t / r \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
-q^{-1} \sigma & 0 & -2 r^{-2} i_{\eta} & -q^{-1} \sigma & 0 & -q^{-1} r^{-2} \sigma t / r \\
0 & 0 & 0 & 0 & 0 & 0 \\
-q^{-1} r^{2} \sigma g & 0 & -2 \phi \phi i_{\eta} & -q^{-1} r^{2} \sigma g & 0 & -q^{-1} \sigma g t / r
\end{array}\right)
\end{aligned}
$$

$$
-i \gamma_{2} q F^{\prime}\left(\begin{array}{cccccc}
0 & 2 q^{-1} \sigma & 0 & 0 & 2 r^{-2} i_{\eta} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & -2 q^{-1} \sigma & 0 & 0 & -2 r^{-2} i_{\eta} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & -2 q^{-1} r^{2} \sigma & 0 & 0 & -2 \phi q i_{\eta} & 0
\end{array}\right) .
$$

In terms of (9.4) then, and defining $\gamma_{j}^{\prime}=q^{-2} r \gamma_{j}, \gamma_{j}^{\prime \prime}=\gamma_{j} r F^{\prime}$, for $j=1,2$, one finds that $\widetilde{S}$ equals $i r^{-1} \sigma$ times

$$
\begin{aligned}
& \frac{\gamma_{1}^{\prime}}{2}\left(\begin{array}{cccccccccc}
2 & 0 & 4 & 0 & 2 & 0 & 0 & 2 & 0 & 2 \\
0 & 2 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 \\
1 & 0 & 2 & 0 & -1 & 0 & 0 & 1 & 0 & -1 \\
0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)-\frac{\gamma_{1}^{\prime \prime}}{2}\left(\begin{array}{cccccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 2 & 0 & 1 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 4 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 0 \\
1 & 0 & 2 & 0 & -1 & 0 & 0 & 1 & 0 & -1 \\
0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) \\
& +\gamma_{2}^{\prime}\left(\begin{array}{cccccccccc}
-1 & 0 & -2 & 0 & -1 & 0 & 0 & -1 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 2 & 0 & 1 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 2 & 0 & 1 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 2 & 0 & 1 & 0 & 0 & 1 & 0 & 1
\end{array}\right)+\gamma_{2}^{\prime \prime}\left(\begin{array}{llllllllll}
0 & -2 & 0 & 0 & -2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0
\end{array}\right) .
\end{aligned}
$$

By direct computation, $\left({ }^{22}\right)$ one verifies that the characteristic polynomial of $S:=S_{(2)}+\widetilde{S}$ is given by

$$
\left(i r^{-1} \sigma\right)^{-10} \operatorname{det}\left(i r^{-1} \sigma \lambda-S\right)=\lambda^{6}\left(\lambda-\gamma_{1}^{\prime}\right)^{2}\left(\lambda-2 \gamma_{1}^{\prime}\right)\left(\lambda-2 \gamma_{2}^{\prime}\right)
$$

[^13]independently of $F^{\prime}\left(r_{P}\right)$, so the eigenvalues of $S$ are $0, i \gamma_{1} q^{-2} \sigma, 2 i \gamma_{1} q^{-2} \sigma$ and $2 i \gamma_{2} q^{-2} \sigma$. For $\gamma_{1}, \gamma_{2} \geqslant 0$-which is the case of interest due to our choice (8.2)-this implies that the size of the essential spectral gap of $L$ is positive and, more precisely, the operator $L$ satisfies high-energy estimates (5.7) in a half-space $\operatorname{Im} \sigma>-2 \alpha$ for some $\alpha>0$, and (5.8) in any fixed half-space $\operatorname{Im} \sigma \geqslant \varepsilon>0$. (The high-energy estimates on the real line that our arguments give are lossy as well, since the eigenvalues are merely non-negative, up to the factor $i \sigma$, rather than strictly positive.)

To see this, we proceed as in the discussion following [72, Proposition 4.7]: first, in the (non-microlocal!) bundle splitting (6.8), the operator $S_{\text {sub }}(2 L)$ is equal to $S$ minus $i$ times a diagonal matrix with $\nabla_{H_{G}}$ on the diagonal, where $\nabla$ is the pull-back connection on the respective vector bundles in (6.8); so, by (3.32), $\nabla_{H_{G}}$ is equal to $-2 \mu^{-1} \sigma \partial_{t}$ (which commutes with any $t$-independent operator) minus $r^{-2} \nabla_{H_{|\eta|^{2}}}$, the latter now being the pull-back connection on the respective tensor bundles (i.e. zeroth, first or second tensor powers of $\pi_{\mathbb{S}^{2}}^{*} T^{*} \mathbb{S}^{2}$ ). We now note that in fact even in the 'microlocal' splitting (9.4), $\nabla_{H_{|\eta|^{2}}}$ is diagonal; indeed, we have the following result.

Lemma 9.1. Let $\pi=\pi_{\mathbb{S}^{2}}$. Away from the zero section o $\subset T^{*} \mathbb{S}^{2}$, consider the splitting

$$
\pi^{*} T^{*} \mathbb{S}^{2}=E \oplus F, \quad E_{y, \eta}=\langle\eta\rangle, \quad F_{y, \eta}=\eta^{\perp}
$$

Then, $\nabla_{H_{\left.|\eta|\right|^{2}}}^{\pi^{*} T^{*} \mathbb{S}^{2}}$ is diagonal in this splitting, i.e. it preserves the space of sections of $E$ as well as the space of sections of $F$.

This holds for any Riemannian manifold $(S, \phi)$, if one replaces $|\eta|^{2}$ by the dual metric function of $g$.

Proof. Fix a point $p$ on $\mathbb{S}^{2}$, introduce geodesic normal coordinates $y^{1}$ and $y^{2}$ vanishing at $p$, and denote the dual variables on the fibers of $T^{*} \mathbb{S}^{2}$ by $\eta_{1}$ and $\eta_{2}$. Then, $H_{|\eta|^{2}}=2 g^{i j} \eta_{i} \partial_{y^{j}}$ at $p$, and therefore

$$
\nabla_{H_{|\eta|^{2}}^{\pi^{*}} T^{*} \mathbb{S}^{2}}\left(\eta_{k} d y^{k}\right)=2 \not \eta^{i j} \eta_{i} \eta_{k} \nabla_{\partial_{y^{j}}} d y^{k}=0
$$

at $p$, proving the claim for $E$. On the other hand, the fact that the Levi-Civita connection $\nabla$ on $\mathbb{S}^{2}$ is a metric connection implies easily that for sections $\phi$ and $\psi$ of $\pi^{*} T^{*} \mathbb{S}^{2} \rightarrow T^{*} \mathbb{S}^{2}$, we have

$$
H_{|\eta|^{2}}(\phi(\phi, \psi))=\phi\left(\nabla_{H_{|\eta|^{2}}}^{\pi^{*} T^{*} \mathbb{S}^{2}} \phi, \psi\right)+\notin\left(\phi, \nabla_{H_{|\eta|^{2}}^{*}}^{\pi^{*} T^{*} \mathbb{S}^{2}}\right)
$$

where by a slight abuse of notation we denote by $\phi_{t}$ the fiber inner product on $\pi^{*} T^{*} \mathbb{S}^{2}$ induced by the pull-back via $\pi$. Specializing to the section $\phi=\eta$, we find that $\psi \perp \eta$ implies $\nabla_{H|\eta|^{2}}^{\pi^{*} T^{*} \mathbb{S}^{2}} \psi \perp \eta$, which proves the claim for $F$. The proof is complete.

Now, the matrix $S_{0}:=\left(i r^{-1} \sigma\right)^{-1} S$ has constant coefficients, and hence we can choose a matrix $Q \in \mathbb{R}^{10 \times 10}$ so that $Q S_{0} Q^{-1}$ is in 'Jordan block' form with small off-diagonal entries, i.e. so that it is upper triangular, with the eigenvalues of $S_{0}$ on the diagonal, with the entries immediately above the diagonal either equal to zero or equal to any small and fixed $\varepsilon>0$, and all other entries zero; see also [72, §3.4]. Via (9.4), $Q$ is the matrix of a bundle endomorphism of $\pi^{*} S^{2} T^{*} M^{\circ}$ where the splitting (9.4) is valid, so in particular near the trapped set $\Gamma$. By construction, if we equip $\pi^{*} S^{2} T^{*} M^{\circ}$ with the inner product which is given by the identity matrix in the splitting (9.4), trivializing $\eta^{\perp}$ by means of the section $(\star \eta) \sigma^{-1}$ (which is homogeneous of degree zero), then the symmetric part of $Q S_{0} Q^{-1}$ relative to this (recall that we factored out an $i$ relative to $S$ ) is $\gtrsim-\varepsilon$.

Now $Q$, having constant coefficients, commutes with the operator which, in the splitting (9.4), is diagonal with diagonal entries $\nabla_{H_{|\eta|^{2}}}$; this implies that the skew-adjoint part of $Q S_{\text {sub }}(L) Q^{-1}$ is $\gtrsim-\varepsilon$. As discussed in Remark 5.2, this guarantees that $L$ does satisfy a high-energy estimate in a strip below the real axis. We conclude that $L$ has only finitely many resonances in this half-space, and solutions of $L u=0$ have asymptotic expansions into resonant states, up to an exponentially decaying remainder term.

The perturbative results of $\S 5.1 .2$ apply and show that perturbations of $L$, depending on a finite number of real parameters, with principal symbols given by the dual metric function of a Kerr-de Sitter metric satisfy the same high-energy estimates in a slightly smaller half-space, say $\operatorname{Im} \sigma \geqslant-\frac{3}{2} \alpha$, with uniform constants; this uses the fact the trapping is normally hyperbolic with smooth (forward/backward) trapped set in a uniform manner for the Kerr-de Sitter family, as explained in [76, §4.4]. More generally, due to the $r$ normally hyperbolic (for every $r$ ) nature of the trapping, sufficiently small perturbations of the operator $L$, depending on a finite number of real parameters, within the class of principally scalar stationary second order operators with smooth coefficients satisfy the same high-energy estimates (with uniform constants) in a half-space $\operatorname{Im} \sigma \geqslant-\frac{3}{2} \alpha$; see the references given in §5.1.2. We may assume, by changing $\alpha$ slightly if necessary, that $L$ has no resonances with imaginary part equal to $-\alpha$. By Proposition 5.11, the same then holds for small perturbations of $L$.

This takes care of the part of the high-energy estimate for $\hat{L}(\sigma)$ in (4.8) at the semiclassical trapped set.

### 9.2. Threshold regularity at the radial set

The regularity requirement $s>\frac{1}{2}$ in ESG is dictated by the threshold regularity at the radial sets. Thus, we need to compute

$$
S_{\mathrm{sub}}(2 L)=-i \nabla_{H_{G}}^{\pi^{*} S^{2} T^{*} M^{\circ}}+\sigma_{1}\left(2\left(\tilde{\delta}^{*}-\delta_{g}^{*}\right) \delta_{g} \mathrm{G}_{g}\right)
$$

at $\mathcal{L}_{ \pm}$, where $\pi: T^{*} M^{\circ} \rightarrow M^{\circ}$ is the projection. We computed the first term in (6.18), so we only need to calculate the principal symbol of $2\left(\tilde{\delta}^{*}-\delta_{g}^{*}\right) \delta_{g} \mathrm{G}_{g}$ at $\mathcal{L}_{ \pm}$in the splitting (6.16). We calculated the form of this operator in (9.7) in the splitting (6.3). Now, $\partial_{r}$ in the coordinates $(t, r, \omega)$ is equal to $\partial_{r} \mp \mu^{-1} \partial_{t_{0}}$ in the coordinates $\left(t_{0}, r, \omega\right)$. Therefore, since at $\mathcal{L}_{ \pm}$the principal symbols of $\partial_{t_{0}}, \not d$ and $\phi$ vanish, we can do our current calculation in two steps: first, we expand (9.7) into the more refined splitting (6.8), and then discard all $e_{0}$-derivatives as well as differential operators on $\mathbb{S}^{2}$, while substituting $\sigma_{1}\left(e_{1}\right)=i q \xi$ for $e_{1}$, thus obtaining

$$
\begin{aligned}
& i \gamma_{1} \xi\left(\begin{array}{cccccc}
0 & 2 & 0 & 0 & 0 & 0 \\
\frac{1}{2} & 0 & 0 & \frac{1}{2} & 0 & -\frac{1}{2} r^{-2} \mathrm{t} / \mathrm{r} \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)-i \gamma_{1} \mu F^{\prime} \xi\left(\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & -r^{-2} \mathrm{t} \dagger r \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)
\end{aligned}
$$

We split $S^{2} T^{*} \mathbb{S}^{2}=\left\langle r^{2} \phi\right\rangle \oplus g^{\perp}$ (so $\phi^{\perp}=$ kertr), and use the corresponding splitting of $\pi^{*} S^{2} T^{*} \mathbb{S}^{2}$; thus,

$$
r^{2} g=\binom{1}{0}, \quad r^{-2} \mathrm{t} \text { r }=\left(\begin{array}{ll}
2 & 0
\end{array}\right), \quad g t r=\left(\begin{array}{ll}
2 & 0 \\
0 & 0
\end{array}\right) .
$$

Second, we write $\mu F^{\prime}= \pm\left(1+\mu c_{ \pm}\right)$as in (3.6), conjugate the above matrix by $\left(\mathscr{C}_{ \pm}^{(2)}\right)^{-1}$ (see (6.17)) and set $\mu=0$, which, after a brief calculation, gives, in the bundle decomposition (6.16) refined by the above splitting of $\pi^{*} S^{2} T^{*} \mathbb{S}^{2}$,

$$
\mp i \gamma_{1} \xi\left(\begin{array}{ccccccc}
2 & 0 & 0 & 0 & 0 & 0 & 0 \\
\mp c_{ \pm} & 0 & 0 & 0 & 0 & \pm 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -2 c_{ \pm} & 0 \\
0 & 0 & \mp c_{ \pm} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) \mp i \gamma_{2} \xi\left(\begin{array}{ccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\pm 2 c_{ \pm} & 0 & 0 & 0 & 0 & \mp 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-2 c_{ \pm} & 0 & 0 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right),
$$

where we factored out the ' $\mp$ ' sign similarly to (6.18); all singular terms cancel (as they should). This is thus equal to $\sigma_{1}\left(2\left(\tilde{\delta}^{*}-\delta_{g}^{*}\right) \delta_{g} \mathrm{G}_{g}\right)$ at $\mathcal{L}_{ \pm}$, and we conclude that

$$
\begin{align*}
& S_{\text {sub }}(2 L)= \pm 2 \xi D_{t_{0}} \mp 2 \varkappa_{ \pm} \xi^{2} D_{\xi}-2 \mu \xi D_{r} \\
& \mp i \xi\left(\begin{array}{ccccccc}
2 \gamma_{1}-4 \varkappa_{ \pm} & 0 & 0 & 0 & 0 & 0 & 0 \\
\mp\left(\gamma_{1}-2 \gamma_{2}\right) c_{ \pm} & 0 & 0 & 0 & 0 & \pm\left(\gamma_{1}-2 \gamma_{2}\right) & 0 \\
0 & 0 & \gamma_{1}-2 \varkappa_{ \pm} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 4 \varkappa_{ \pm} & 0 & -2 \gamma_{1} c_{ \pm} & 0 \\
0 & 0 & \mp \gamma_{1} c_{ \pm} & 0 & 2 \varkappa_{ \pm} & 0 & 0 \\
-2 \gamma_{2} c_{ \pm} & 0 & 0 & 0 & 0 & 2 \gamma_{2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) \tag{9.8}
\end{align*}
$$

at $\mathcal{L}_{ \pm}$. The first three terms are formally self-adjoint 'at $\mathcal{L}_{ \pm}$' with respect to any $t_{0}$ invariant inner product on $\pi^{*} S^{2} T^{*} M^{\circ}$ which is homogeneous of degree zero with respect to dilations in the fibers of $T^{*} M^{\circ}$ (i.e. their skew-adjoint part, which is a function, vanishes at $\mathcal{L}_{ \pm}$), while the eigenvalues of the last term-which is $\xi$ times a matrix which is constant along $\mathcal{L}_{ \pm}$-are equal to $\mp i \xi \operatorname{times}\left({ }^{23}\right)$

$$
\begin{equation*}
2 \gamma_{1}-4 \varkappa_{ \pm}, \quad 0, \quad \gamma_{1}-2 \varkappa_{ \pm}, \quad 4 \varkappa_{ \pm}, \quad 2 \varkappa_{ \pm}, \quad 2 \gamma_{2}, \quad 0 . \tag{9.9}
\end{equation*}
$$

In particular, they are all non-negative when $\gamma_{1} \geqslant 2 \varkappa_{ \pm}$and $\gamma_{2} \geqslant 0$. Thus, we can find a stationary, homogeneous of degree zero, positive definite inner product on $\pi^{*} S^{2} T^{*} M^{\circ}$ with respect to which $(\mp \xi)^{-1}(1 / 2 i)\left(S_{\text {sub }}(2 L)-S_{\text {sub }}(2 L)^{*}\right)$ is positive semidefinite.

Let us first focus on the halves of the conormal bundles $\mathcal{L}_{ \pm}^{+}=\mathcal{L}_{ \pm} \cap \Sigma^{+}$which lie in the future light cone, so the signs in (9.8), indicating the horizon $r_{ \pm}$we are working at, correspond to the subscript of $\mathcal{L}_{ \pm}^{+}$. (These sets were defined in $\S 3.4$ already.) In $\mathcal{L}_{ \pm}^{+}$, we have $\pm \xi>0$, and the quantity $\hat{\beta}_{ \pm}$(see (5.3)) is defined in terms of the quantity $\beta_{ \pm, 0}$ (see (6.1)) by

$$
|\xi|^{-1} \frac{1}{2 i}\left(S_{\mathrm{sub}}(2 L)-S_{\mathrm{sub}}(2 L)^{*}\right)=-\beta_{ \pm, 0} \hat{\beta}_{ \pm}
$$

so $\hat{\beta}_{ \pm}$is a (constant in $t_{*}$ ) self-adjoint endomorphism of the restriction of the bundle $\pi^{*} S^{2} T^{*} M^{\circ}$ to $T_{\left\{r=r_{ \pm}\right\}}^{*} M^{\circ}$; hence, $\hat{\beta}_{ \pm}$is bounded from below by zero.

At $\mathcal{L}_{ \pm}^{-}=\mathcal{L}_{ \pm} \cap \Sigma^{-}$, where $\mp \xi>0$, we then have

$$
-|\xi|^{-1} \frac{1}{2 i}\left(S_{\mathrm{sub}}(2 L)-S_{\mathrm{sub}}(2 L)^{*}\right)=-\beta_{ \pm, 0} \hat{\beta}_{ \pm}
$$

[^14]with the same $\hat{\beta}_{ \pm}$, the overall sign switch being completely analogous to the one in (3.28).
The criterion for the propagation of microlocal $H_{\mathrm{b}}^{s, r}$-regularity from $M^{\circ}$ into $\mathcal{R}_{ \pm}$is then the inequality $s-\frac{1}{2}-\beta_{ \pm} r>0$ (see [75, Proposition 2.1], or Theorem 5.4 in a directly related context), where we dropped $\inf \hat{\beta}_{ \pm}=\hat{\beta} \geqslant 0$ from the left-hand side. For weights $r \geqslant-\alpha$, this condition holds if $s>\frac{1}{2}$, provided $\alpha>0$ is small enough; the largest possible weight $\alpha$ for the radial point propagation estimate is $\inf \beta_{ \pm}^{-1}\left(s+\frac{1}{2}\right)-0$, hence gets larger as $s$ increases.

This proves Theorem 4.4 for $\tilde{\delta}^{*}$ defined in (8.1), in fact for any choice of parameters $\gamma_{1}, \gamma_{2} \geqslant 0$.

## 10. Linear stability of the Kerr-de Sitter family

We now use UEMS, SCP and ESG to establish the linear stability of slowly rotating Kerrde Sitter black holes. The proof of the linear stability of the linearized Kerr-de Sitter family around Schwarzschild-de Sitter space with parameters $b_{0}$ is straightforward; we remind the reader that the linearized initial value problem was discussed in $\S 2.2$. The form of the linearized gauged Einstein equation we consider uses the operator

$$
\begin{equation*}
L_{b} r:=D_{g_{b}}(\operatorname{Ric}+\Lambda)-\tilde{\delta}^{*}\left(D_{g_{b}} \Upsilon(r)\right) \tag{10.1}
\end{equation*}
$$

with the gauge 1 -form $\Upsilon$ defined in (3.35); recall the definition of $\tilde{\delta}^{*}$ from (4.5).
Theorem 10.1. Fix $s>\frac{1}{2}$, and let $\alpha>0$ be small. (See Remark 4.5.) Let $\left(h_{0}^{\prime}, k_{0}^{\prime}\right) \in$ $H^{s+1}\left(\Sigma_{0} ; S^{2} T^{*} \Sigma_{0}\right) \oplus H^{s}\left(\Sigma_{0} ; S^{2} T^{*} \Sigma_{0}\right)$ be solutions of the linearized constraint equations, linearized around the initial data $\left(h_{b_{0}}, k_{b_{0}}\right)$ of Schwarzschild-de Sitter space $\left(\Omega, g_{b_{0}}\right)$, and consider the initial value problem

$$
\begin{cases}L_{b_{0}} r=0 & \text { in } \Omega^{\circ},  \tag{10.2}\\ \gamma_{0}(r)=D_{\left(h_{b_{0}}, k_{b_{0}}\right)} i_{b_{0}}\left(h_{0}^{\prime}, k_{0}^{\prime}\right) & \text { on } \Sigma_{0}\end{cases}
$$

with $i_{b}$ defined in §3.6. Then, there exist $b^{\prime} \in T_{b_{0}} B$ and a 1 -form $\omega \in \mathcal{C}^{\infty}\left(\Omega^{\circ}, T^{*} \Omega^{\circ}\right)$ such that

$$
\begin{equation*}
r=g_{b_{0}}^{\prime}\left(b^{\prime}\right)+\delta_{g_{0}}^{*} \omega+\tilde{r} \tag{10.3}
\end{equation*}
$$

with $\tilde{r} \in \bar{H}_{\mathrm{b}}^{s, \alpha}\left(\Omega ; S^{2}{ }^{\mathrm{b}} T_{\Omega}^{*} M\right)$. In particular, for $s>2$, this implies the $L^{\infty}$ bound

$$
\left|\tilde{r}\left(t_{*}\right)\right| \lesssim e^{-\alpha t_{*}}
$$

Recall here that the map taking the initial data $\left(h_{0}^{\prime}, k_{0}^{\prime}\right)$ of the linearized Einstein equation to Cauchy data puts the initial data into the linearized wave map gauge, giving initial data for the linearized gauged Einstein equation; see Corollary 3.11.

Proof. Since the initial data $\left(h_{0}^{\prime}, k_{0}^{\prime}\right)$ satisfy the linearized constraint equations, the solution $r$ of the initial value problem also solves the linearized Einstein equation $D_{g_{b_{0}}}(\operatorname{Ric}+\Lambda)(r)=0$. Now, ESG implies that $r$ has an asymptotic expansion (4.6), and all resonances $\sigma_{j}$ in the expansion satisfy $\operatorname{Im} \sigma_{j} \geqslant 0$; but then, Lemma 7.1 shows that the part of the expansion of $r$ coming from a non-zero resonance $\sigma_{j}$ lies in the range of $\delta_{g_{b_{0}}}^{*}$, since such a part by itself is annihilated by $D_{g_{b_{0}}}(\operatorname{Ric}+\Lambda)$, due to the stationary nature of the operator $D_{g_{b_{0}}}(\operatorname{Ric}+\Lambda)$, as used in the proof of Lemma 7.1. On the other hand, the part of the asymptotic expansion of $r$ coming from resonances at zero is covered by Theorem 4.1 (2), which states that this part is equal to $g_{b_{0}}^{\prime}\left(b^{\prime}\right)$ for some $b^{\prime} \in T_{b_{0}} B$, plus an element in the range of $\delta_{g_{b_{0}}}^{*}$. This proves the theorem.

This proof, which only uses UEMS and ESG, has a major shortcoming: it is not robust; changing the metric $g_{b_{0}}$ around which we linearize to any nearby Kerr-de Sitter metric $g_{b}, b \neq b_{0}$, makes the argument collapse immediately, since it is then no longer clear why the parts of the asymptotic expansion corresponding to non-decaying resonances should be pure gauge modes, and why the zero resonance should behave as in part (2) of UEMS; recall here that we are only assuming UEMS for Schwarzschild-de Sitter parameters $b_{0}$. If we had proved UEMS for slowly rotating Kerr-de Sitter spacetimes as well, the proof of Theorem 10.1 would extend directly, giving the linear stability of slowly rotating Kerr-de Sitter black holes. We choose a different, much more robust, conceptually cleaner and computationally much simpler path, which will lead to the proof of non-linear stability later.

The additional input that has not been used above, which however allows for a robust proof, is the existence of a stable constraint propagation equation (SCP). Using the notation of Theorem 10.1 and its proof, SCP ensures that all non-decaying modes in the asymptotic expansion of $r$, apart from those coming from the linearized Kerrde Sitter family, are pure gauge modes, i.e. lie in the range of $\delta_{g_{b_{0}}}^{*}$, regardless of whether the Cauchy data of $r$ satisfy the linearized constraint equations.

Let us fix a cutoff function $\chi$ as in (3.36). Then, combining SCP with UEMS yields the following result, which is a concrete instance of the general results proved in §5.1.

Proposition 10.2. For $b^{\prime} \in T_{b_{0}} B$, let $\omega_{b_{0}}^{\Upsilon}\left(b^{\prime}\right)$ denote the solution of the Cauchy problem

$$
\begin{cases}D_{g_{b_{0}}} \Upsilon\left(\delta_{g_{b_{0}}}^{*} \omega_{b_{0}}^{\Upsilon}\left(b^{\prime}\right)\right)=-D_{g_{b_{0}}} \Upsilon\left(g_{b_{0}}^{\prime}\left(b^{\prime}\right)\right) & \text { in } \Omega^{\circ} \\ \gamma_{0}\left(\omega_{b_{0}}^{\Upsilon}\left(b^{\prime}\right)\right)=(0,0) & \text { on } \Sigma_{0}\end{cases}
$$

with $\gamma_{0}$ defined in (3.34); recall from (2.18)-(2.20) that this is a wave equation. Define

$$
\left(g_{b_{0}}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right):=g_{b_{0}}^{\prime}\left(b^{\prime}\right)+\delta_{g_{b_{0}}}^{*} \omega_{b_{0}}^{\Upsilon}\left(b^{\prime}\right),
$$

which thus solves the linearized gauged Einstein equation $L_{b_{0}}\left(\left(g_{b_{0}}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)\right)=0$. Fix $s>\frac{1}{2}$, and let $\alpha>0$ be sufficiently small. Then, there exists a finite-dimensional linear subspace

$$
\Theta \subset \mathcal{C}_{\mathrm{c}}^{\infty}\left(\Omega^{\circ}, T^{*} \Omega^{\circ}\right)
$$

such that the following holds: for any $\left(f, u_{0}, u_{1}\right) \in D^{s, \alpha}\left(\Omega ;{ }^{\mathrm{b}} T_{\Omega}^{*} M\right)$, there exist unique $b^{\prime} \in T_{b_{0}} B$ and $\theta \in \Theta$ such that the solution of the forward problem

$$
L_{b_{0}} \tilde{r}=f-\tilde{\delta}^{*} \theta-L_{b_{0}}\left(\chi\left(g_{b_{0}}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)\right), \quad \gamma_{0}(\tilde{r})=\left(u_{0}, u_{1}\right)
$$

satisfies $\tilde{r} \in \bar{H}_{\mathrm{b}}^{s, \alpha}\left(\Omega ; S^{2 \mathrm{~b}} T_{\Omega}^{*} M\right)$, and the map $\left(f, u_{0}, u_{1}\right) \mapsto\left(b^{\prime}, \theta\right)$ is linear and continuous.
Therefore, the equation $L_{b_{0}} r=f, \gamma_{0}(r)=\left(u_{0}, u_{1}\right)$, has an exponentially decaying solution if we modify the right-hand side by an element in the finite-dimensional space $\tilde{\delta}^{*} \Theta+L_{b_{0}}\left(\chi\left(g_{b_{0}}^{\prime}\right)^{\Upsilon}\left(T_{b_{0}} B\right)\right) \subset \mathcal{C}_{\mathrm{c}}^{\infty}\left(\Omega^{\circ}, S^{2} T^{*} \Omega^{\circ}\right)$; in other words, this space is a complement to the range of $\left(L_{b_{0}}, \gamma_{0}\right)$ acting on symmetric 2-tensors in $\bar{H}_{\mathrm{b}}^{\infty, \alpha}$, i.e. which have decay at least like $e^{-\alpha t_{*}}$.

Remark 10.3. The pure gauge modification $\delta_{g_{b_{0}}}^{*} \omega_{b_{0}}^{\Upsilon}\left(b^{\prime}\right)$ of $g_{b_{0}}^{\prime}\left(b^{\prime}\right)$ is necessary in view of the fact that the specific form of the Kerr-de Sitter family of metrics given in $\S 3.2$ did not take any gauge considerations into account; hence, $g_{b_{0}}^{\prime}\left(b^{\prime}\right)$, while lying in the kernel of $D_{g_{b_{0}}}(\operatorname{Ric}+\Lambda)$, will in general not satisfy the linearized gauge condition, so $D_{g_{b_{0}}} \Upsilon\left(g_{b_{0}}^{\prime}\left(b^{\prime}\right)\right) \neq 0$.

Proof. Let $\sigma_{1}=0$ and $\sigma_{j} \neq 0, j=2, \ldots, N_{L}$, denote the resonances of $L_{b_{0}}$ with nonnegative imaginary part. For $j \geqslant 2$, fix a basis $\left\{r_{j 1}, \ldots, r_{j d_{j}}\right\}$ of $\operatorname{Res}\left(L_{b_{0}}, \sigma_{j}\right)$. Then SCP and UEMS, in the sharper form given by Lemma 7.1, imply (as explained in $\S 4.2$ ) the existence of $\omega_{j \ell} \in \mathcal{C}^{\infty}\left(\Omega^{\circ}, T^{*} \Omega^{\circ}\right)$ such that $r_{j \ell}=\delta_{g_{b_{0}}}^{*} \omega_{j \ell}$. We define

$$
\theta_{j \ell}:=-D_{g_{b_{0}}} \Upsilon\left(\delta_{g_{b_{0}}}^{*}\left(\chi \omega_{j \ell}\right)\right)
$$

the point being that $L_{g_{b_{0}}}\left(\delta_{g_{b_{0}}}^{*}\left(\chi \omega_{j \ell}\right)\right)=\tilde{\delta}^{*} \theta_{j \ell}$, and then put

$$
\Theta_{\neq 0}:=\operatorname{span}\left\{\theta_{j \ell}: j=2, \ldots, N_{L}, \ell=1, \ldots, d_{j}\right\}
$$

We recall here that SCP implies that $D_{g_{b_{0}}} \Upsilon\left(r_{j \ell}\right)=D_{g_{b_{0}}} \Upsilon\left(\delta_{g_{b_{0}}}^{*} \omega_{j \ell}\right) \equiv 0$, and hence the $\theta_{j \ell}$ are indeed compactly supported in $\Omega^{\circ}$.

At the zero resonance, we first recall that $\omega_{b_{0}}^{\Upsilon}\left(b^{\prime}\right)$ has an asymptotic expansion, up to an exponentially decaying remainder: indeed, $\square_{g_{b_{0}}}^{\Upsilon}=-2 D_{g_{b_{0}}} \Upsilon \circ \delta_{g_{b_{0}}}^{*}$ differs from $\square_{g_{b_{0}}}$ by a term of order zero, i.e. a sub-subprincipal term, by our definition of $\Upsilon$ (see also the discussion after (2.20)), and hence the main theorem from [72] applies. Thus,
$\left(g_{b_{0}}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)$ has an asymptotic expansion, up to an exponentially decaying remainder as well, hence its part $\left(g_{b_{0}}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)^{(0)}$ coming from the zero resonance is well defined, and $\left(g_{b_{0}}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)^{(0)} \in \operatorname{Res}\left(L_{b_{0}}, 0\right)$. Define the linear subspace

$$
K:=\left\{\left(g_{b_{0}}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)^{(0)}: b^{\prime} \in T_{b_{0}} B\right\} \subset \operatorname{Res}\left(L_{b_{0}}, 0\right)
$$

which has dimension $d_{0} \leqslant 4$. (One can in fact show that $d_{0}=4$, see Remark 3.8, but this is irrelevant here.) Using Theorem 4.1 (2), we infer the existence of a complement of $K$ within $\operatorname{Res}\left(L_{b_{0}}, 0\right)$, which has a basis of the form $\left\{\delta_{g_{b_{0}}}^{*} \omega_{\ell}: 1 \leqslant \ell \leqslant d_{1}\right\}$, where $d_{1}=$ $\operatorname{dim} \operatorname{Res}\left(L_{b_{0}}, 0\right)-d_{0}$, and we then define

$$
\theta_{\ell}:=-D_{g_{b_{0}}} \Upsilon\left(\delta_{g_{b_{0}}}^{*}\left(\chi \omega_{\ell}\right)\right), \quad \Theta_{0}:=\operatorname{span}\left\{\theta_{\ell}: 1 \leqslant \ell \leqslant d_{1}\right\}
$$

and

$$
\Theta:=\Theta_{0} \oplus \Theta_{\neq 0}
$$

By construction, $\left(g_{b_{0}}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)-\left(g_{b_{0}}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)^{(0)}$ is a pure gauge 2 -tensor annihilated by $L_{b_{0}}$, and hence a linear combination of $\delta_{g_{b_{0}}}^{*} \omega_{j \ell}$ and $\delta_{g_{b_{0}}}^{*} \omega_{\ell}$, up to an exponentially decaying remainder. Therefore, if we define the space

$$
\mathcal{Z}:=L_{b_{0}}\left(\chi\left(g_{b_{0}}^{\prime}\right)^{\Upsilon}\left(T_{b_{0}} B\right)\right)+\tilde{\delta}^{*} \Theta \subset \mathcal{C}_{\mathrm{c}}^{\infty}\left(\Omega^{\circ} ; S^{2} T^{*} \Omega^{\circ}\right) \hookrightarrow D^{\infty, \alpha}\left(\Omega ; S^{2 \mathrm{~b}} T_{\Omega}^{*} M\right),
$$

the proposition follows from the bijective form of Corollary 5.8. Indeed, the bijectivity of the map $\lambda_{\mathcal{Z}}$ in the statement of that corollary follows from dimension counting: on the one hand, $\lambda_{\mathcal{Z}}$ is surjective by construction, as all non-decaying asymptotics can be eliminated by adding a solution of $L_{b_{0}}=z$ for some $z \in \mathcal{Z}$. On the other hand, also by construction, the dimension of $\mathcal{Z}$ is at most as large as the space of resonant states of $L_{b_{0}}$ which are not exponentially decaying; this proves the injectivity of $\lambda_{\mathcal{Z}}$.

The linear stability around $g_{b_{0}}$ in the initial value formulation (10.2) can now be reproved as follows: there exist $b^{\prime} \in T_{b_{0}} B$ and $\theta \in \Theta$ as in the proposition such that the solution of the Cauchy problem

$$
L_{b_{0}} \tilde{r}=-L_{b_{0}}\left(\chi\left(g_{b_{0}}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)\right)-\tilde{\delta}^{*} \theta
$$

with Cauchy data for $\tilde{r}$ as in (10.2), is exponentially decaying; rewriting this using the definition of $L_{b_{0}}$ shows that

$$
r_{1}:=\chi\left(g_{b_{0}}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)+\tilde{r}
$$

which has the same Cauchy data, solves

$$
\begin{equation*}
D_{g_{b_{0}}}(\operatorname{Ric}+\Lambda)\left(r_{1}\right)-\tilde{\delta}^{*}\left(D_{g_{b_{0}}} \Upsilon\left(r_{1}\right)-\theta\right)=0 \tag{10.4}
\end{equation*}
$$

In order to relate this to (10.2), rewrite $r_{1}$ as

$$
r_{1}=\left(g_{b_{0}}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)+\tilde{r}_{1},
$$

where $\tilde{r}_{1}=\tilde{r}-(1-\chi)\left(g_{b_{0}}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)$ differs from $\tilde{r}$ only near $\Sigma_{0}$; then, writing $\theta$ in terms of the 1 -forms $\omega_{j \ell}$ and $\omega_{\ell}$ from the proof of Proposition 10.2, recovers the solution $r$ of the unmodified equation (10.2) in the form (10.3).

Finally, since the gauge condition $D_{g_{b_{0}}} \Upsilon\left(r_{1}\right)-\theta=0$ and the linearized constraints are satisfied at $\Sigma_{0}$ by construction of the problem (10.2), as $\theta$ is supported away from $\Sigma_{0}$, the constraint propagation equation implies that the gauge condition holds globally, and therefore $D_{g_{b_{0}}}(\operatorname{Ric}+\Lambda)\left(r_{1}\right)=0$ is indeed the solution of the equations of linearized gravity with the given initial data. This again proves linear stability. In this argument, $\theta$ is the change of gauge which ensures that the solution $r_{1}$ of the initial value problem for (10.4) is equal to a gauged linearized Kerr-de Sitter solution.

This argument eliminates the disadvantages of our earlier proof and allows the linear stability of $g_{b}$ with $b$ near $b_{0}$ to be proved by a perturbative argument. First, regarding the choice of gauge, we note that $g=g_{b}$ satisfies $(\operatorname{Ric}+\Lambda)(g)-\tilde{\delta}^{*}\left(\Upsilon(g)-\Upsilon\left(g_{b}\right)\right)=0$, which suggests the gauge condition $\Upsilon(g)-\Upsilon\left(g_{b}\right)=0$; the linearization of this equation in $g$ is precisely $L_{b} r=0$, with $L_{b}$ as in (10.1), and the linearized gauge condition at $\Sigma_{0}$ then reads $D_{g_{b}} \Upsilon(r)=0$. Returning to the perturbative argument, then, and defining correctly gauged linearized Kerr-de Sitter metrics $\left(g_{b}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)$ for $b \in \mathcal{U}_{B}$ in a fashion similar to Proposition 10.2 (see also Lemma 10.4 below), we will show that the finite-dimensional vector space $L_{b}\left(\chi\left(g_{b}^{\prime}\right)^{\Upsilon}\left(T_{b} B\right)\right)+\tilde{\delta}^{*} \Theta \subset \mathcal{C}_{c}^{\infty}\left(\Omega^{\circ}, S^{2} T^{*} \Omega^{\circ}\right)$ —with $\Theta$ being the same space as the one constructed in Proposition 10.2-can be arranged to depend continuously (even smoothly) on $b$. Then, Corollary 5.12 applies, and therefore the above proof immediately carries over to show the linear stability of the Kerr-de Sitter family linearized around $g_{b}$, $b \in \mathcal{U}_{B}$. More precisely, in order to invoke Corollary 5.12 , one needs to parameterize the space $L_{b}\left(\chi\left(g_{b}^{\prime}\right)^{\Upsilon}\left(T_{b} B\right)\right)+\tilde{\delta}^{*} \Theta$; this can be accomplished by choosing an isomorphism

$$
\vartheta: \mathbb{R}^{N_{\Theta}} \longrightarrow \Theta, \quad N_{\Theta}=\operatorname{dim} \Theta
$$

which gives the parameterization $\mathbb{R}^{4+N_{\ominus}} \ni\left(b^{\prime}, \mathbf{c}\right) \mapsto L_{b}\left(\chi\left(g_{b}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)\right)+\tilde{\delta}^{*} \vartheta(\mathbf{c})$.
We proceed to establish the continuity claims involved in this argument.
Lemma 10.4. For $b \in \mathcal{U}_{B}$ and $b^{\prime} \in T_{b} B$, let $\omega_{b}^{\Upsilon}\left(b^{\prime}\right)$ be the solution of the wave equation

$$
\begin{cases}D_{g_{b}} \Upsilon\left(\delta_{g_{b}}^{*} \omega_{b}^{\Upsilon}\left(b^{\prime}\right)\right)=-D_{g_{b}} \Upsilon\left(g_{b}^{\prime}\left(b^{\prime}\right)\right) & \text { in } \Omega^{\circ}  \tag{10.5}\\ \gamma_{0}\left(\omega_{b}^{\Upsilon}\left(b^{\prime}\right)\right)=(0,0) & \text { on } \Sigma_{0}\end{cases}
$$

and define

$$
\begin{equation*}
\left(g_{b}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right):=g_{b}^{\prime}\left(b^{\prime}\right)+\delta_{g_{b}}^{*} \omega_{b}^{\Upsilon}\left(b^{\prime}\right) \tag{10.6}
\end{equation*}
$$

Then the map

$$
\begin{aligned}
\mathcal{U}_{B} \times \mathbb{R}^{4+N_{\Theta}} & \longrightarrow \mathcal{C}_{\mathrm{c}}^{\infty}\left(\Omega^{\circ} ; S^{2} T^{*} \Omega^{\circ}\right) \\
\left(b, b^{\prime}, \mathbf{c}\right) & \longmapsto L_{b}\left(\chi\left(g_{b}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)\right)+\tilde{\delta}^{*} \vartheta(\mathbf{c})
\end{aligned}
$$

is continuous.
Proposition 10.2 then applies also for Kerr-de Sitter parameters $b$ near $b_{0}$, i.e. we can replace $b_{0}$ by $b$ throughout its statement.

Proof. The only non-trivial part of this lemma is the continuous dependence of $L_{b}\left(\chi\left(g_{b}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)\right)$. However, note that

$$
L_{b}\left(\chi\left(g_{b}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)\right)=\left[L_{b}, \chi\right]\left(g_{b}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)
$$

by construction of $\left(g_{b}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)$, and the lemma follows from the continuous dependence of the solution of (10.5) on the initial data and the coefficients of the operator $\square_{g_{b}}^{\Upsilon}=-2 D_{g_{b}} \Upsilon \circ \delta_{g_{b}}^{*}$ in a fixed finite time interval; see Proposition 5.16 for such a result in a more general, non-smooth coefficient, setting.

The linear stability result around a slowly rotating Kerr-de Sitter metric can be formulated completely analogously to Theorem 10.1, but it is important to keep in mind that we obtain this by robust perturbative methods, relying on the version of Proposition 10.2 for slowly rotating Kerr-de Sitter spaces discussed above, and using the arguments presented around (10.4) (which $b_{0}$ replaced by $b$ ). Thus:

Theorem 10.5. Fix $s>\frac{1}{2}$, and let $\alpha>0$ be small. (See Remark 4.5.) Let $\left(h_{0}^{\prime}, k_{0}^{\prime}\right) \in$ $H^{s+1}\left(\Sigma_{0} ; S^{2} T^{*} \Sigma_{0}\right) \oplus H^{s}\left(\Sigma_{0} ; S^{2} T^{*} \Sigma_{0}\right)$ be solutions of the linearized constraint equations, linearized around the initial data $\left(h_{b}, k_{b}\right)$ of a slowly rotating Kerr-de Sitter space $\left(\Omega, g_{b}\right)$, and consider the initial value problem

$$
\begin{cases}L_{b} r=0 & \text { in } \Omega^{\circ} \\ \gamma_{0}(r)=D_{\left(h_{b}, k_{b}\right)} i_{b}\left(h_{0}^{\prime}, k_{0}^{\prime}\right) & \text { on } \Sigma_{0}\end{cases}
$$

with $i_{b_{0}}$ defined in $\S 3.6$. Then, there exist $b^{\prime} \in T_{b} B$ and a 1 -form $\omega \in \mathcal{C}^{\infty}\left(\Omega^{\circ}, T^{*} \Omega^{\circ}\right)$ such that

$$
r=g_{b}^{\prime}\left(b^{\prime}\right)+\delta_{g_{b}}^{*} \omega+\tilde{r}
$$

with $\tilde{r} \in \bar{H}_{\mathrm{b}}^{s, \alpha}\left(\Omega ; S^{2}{ }^{\mathrm{b}} T_{\Omega}^{*} M\right)$. In particular, for $s>2$, this implies the $L^{\infty}$ bound

$$
\left|\tilde{r}\left(t_{*}\right)\right| \lesssim e^{-\alpha t_{*}} .
$$

More precisely, there exist $\theta \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(\Omega^{\circ} ; T^{*} \Omega^{\circ}\right)$, lying in the fixed finite-dimensional space $\Theta$, and $\tilde{r}^{\prime} \in \bar{H}_{\mathrm{b}}^{s, \alpha}\left(\Omega ; S^{2 \mathrm{~b}} T_{\Omega}^{*} M\right)$ such that $r=\chi\left(g_{b}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)+\tilde{r}^{\prime}$ solves

$$
D_{g_{b}}(\operatorname{Ric}+\Lambda)(r)=0
$$

(attaining the given initial data) in the gauge $D_{g_{b}} \Upsilon(r)-\theta=0$. The norms of $b^{\prime}, \theta$ and $\tilde{r}^{\prime}$ are bounded by the norm of the initial data.

As explained in $\S 1.2$ and Remark 11.3 below, one can in principle obtain a more precise asymptotic expansion of $r$; since no rigorous results on shallow resonances for linearized gravity are known, we do not state such results here.

Remark 10.6. It is natural to ask whether the space $\Theta$ in Proposition 10.2 is in fact trivial for the chosen hyperbolic version (or a further modification) of the (linearized) Einstein equation; that is, whether in a suitable formulation of the gauged Einstein equation, linearized around Schwarzschild-de Sitter, the only non-decaying resonances are precisely given by the linearized Kerr-de Sitter family. (By a simple dimension counting and perturbation argument, this would continue to hold for slowly rotating Kerr-de Sitter spaces, too.) If this were the case, one could easily prove linear and non-linear stability without any of the ingredients from $\S 4$ and $\S 5$, but only using the techniques of [76].

On the static model of de Sitter space, the answer to this question is negative if one restricts to modifications of the gauge and the Einstein equation which are 'natural' with respect to the conformal structure of global de Sitter space, see Remark C.3.

An additional obstacle is the incompatibility of the gauge with the given form of the Kerr-de Sitter family, which necessitates the introduction of the correction terms $\omega_{b}^{\Upsilon}\left(b^{\prime}\right)$ above. While we cannot exclude the possibility that there is some formulation of Einstein's equations and the Kerr-de Sitter family, so that the answer to the above question is positive, this would presumably be rather delicate to arrange, and would very likely be difficult to generalize to other settings.

On a related note, we point out that there is no need for the wave operator $\square_{g_{b}}^{\Upsilon}=$ $-2 D_{g_{b}} \Upsilon \circ \delta_{g_{b}}^{*}$ to satisfy the analogue of SCP, i.e. to not have any resonances in the closed upper half-plane. (Note that the $\delta_{g_{b}}^{*}$, i.e. Lie derivative, part of this operator is fixed, so this only depends on the choice of gauge $\Upsilon$.) This is closely related to the resonances of $L_{b}$, since the non-decaying resonances of $L_{b}$, other than the ones coming from the Kerr-de Sitter family, are pure gauge resonances by SCP and UEMS, and thus they are resonances of $\square_{g_{b}}^{\Upsilon}$

We show that, a fortiori, Theorem 10.5 implies the mode stability for the linearized ungauged Einstein equation around slowly rotating Kerr-de Sitter black holes, albeit in a slightly weaker form.

Theorem 10.7. Let $b \in \mathcal{U}_{B}$ be the parameters of a slowly rotating Kerr-de Sitter black hole with parameters close to $b_{0}$.
(1) Let $\sigma \in \mathbb{C}, \operatorname{Im} \sigma \geqslant 0, \sigma \neq 0$, and let $r\left(t_{*}, x\right)=e^{-i \sigma t_{*}} r_{0}(x)$, with $r_{0} \in \mathcal{C}^{\infty}\left(Y, S^{2} T_{Y}^{*} \Omega^{\circ}\right)$, be a mode solution of the linearized Einstein equation $D_{g_{b}}(\operatorname{Ric}+\Lambda)(r)=0$. Then, there exists a 1 -form $\omega \in \mathcal{C}^{\infty}\left(\Omega^{\circ}, S^{2} T^{*} \Omega^{\circ}\right)$ such that $r=\delta_{g_{b}}^{*} \omega$.
(2) Let $k \in \mathbb{N}_{0}$, and let

$$
r\left(t_{*}, x\right)=\sum_{j=0}^{k} t_{*}^{j} r_{j}(x), \quad r_{j} \in \mathcal{C}^{\infty}\left(Y, S^{2} T_{Y}^{*} \Omega^{\circ}\right), j=0, \ldots, k,
$$

be a generalized mode solution of $D_{g_{b}}(\operatorname{Ric}+\Lambda) r=0$. Then, there exist $b^{\prime} \in T_{b} B$ and $\omega \in$ $\mathcal{C}^{\infty}\left(\Omega^{\circ}, S^{2} T^{*} \Omega^{\circ}\right)$ such that $r=g_{b}^{\prime}\left(b^{\prime}\right)+\delta_{g_{b}}^{*} \omega$.

The proof will produce a generalized mode $\omega$; however, for $\sigma \neq 0, \omega$ may not be a mode solution as in Theorem 4.1 (1), and in the context of Lemma 7.1 may not be a generalized mode solution with the same power of $t_{*}$ in its expansion, while, for $\sigma=0$, the proof may produce a generalized mode $\omega$ which is more complicated than the one produced by our arguments in $\S 7$.

Proof. We reduce this to the linear stability result for the linearized gauged Einstein equation, i.e. the precise form stated at the end of Theorem 10.5. This may seem unnatural at first, but is a very robust way of obtaining the mode stability result we are after right now; see Remark 10.8.

In both cases considered in the statement of the theorem, given a (generalized) mode solution $r$, we solve the equation $\frac{1}{2} \square_{g_{b}}^{\Upsilon} \omega=D_{g_{b}} \Upsilon(r)$ with arbitrary initial data for $\omega$. Then, $\omega$ and thus $\delta_{g_{b}}^{*} \omega$ have an asymptotic expansion up to an exponentially decaying remainder term as explained in the proof of Proposition 10.2, so, upon replacing $r$ by the part of the asymptotic expansion of $r+\delta_{g_{b}}^{*} \omega$ which has frequency $\sigma$ in $t_{*}$, we may assume that $r$ is a generalized mode solution of both $D_{g_{b}}(\operatorname{Ric}+\Lambda)(r)=0$ and $L_{b} r=0$.

We now put $f:=L_{b}(\chi r) \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(\Omega^{\circ}, S^{2} T^{*} \Omega^{\circ}\right)$. By the version of Proposition 10.2 for slowly rotating Kerr-de Sitter black holes which we established above (see the discussion following the statement of Lemma 10.4), we can find $b^{\prime} \in T_{b} B$ and $\theta \in \Theta$ such that the forward solution $\tilde{r}$ of

$$
\begin{equation*}
L_{b}\left(\chi g_{b}^{\prime \Upsilon}\left(b^{\prime}\right)+\tilde{r}\right)=f+\tilde{\delta}^{*} \theta \tag{10.7}
\end{equation*}
$$

satisfies $\tilde{r}=\mathcal{O}\left(e^{-\alpha t_{*}}\right)$.
In order to solve away the second term on the right-hand side, we make the ansatz $L_{b}\left(\delta_{g_{b}}^{*} \varpi\right)=\tilde{\delta}^{*} \theta$ and demand that $\varpi$ vanish near $\Sigma_{0}$. This equation is equivalent to $\tilde{\delta}^{*}\left(D_{g_{b}} \Upsilon\left(\delta_{g_{b}}^{*} \varpi\right)+\theta\right)=0$, and hence is solved by solving the forward problem for $\frac{1}{2} \square_{g_{b}}^{\Upsilon} \varpi=\theta$.

We can now rewrite (10.7) as

$$
L_{b}\left(\chi g_{b}^{\prime \Upsilon}\left(b^{\prime}\right)+\tilde{r}-\chi r-\delta_{g_{b}}^{*} \varpi\right)=0
$$

Since the argument of $L_{b}$ vanishes near $\Sigma_{0}$, it must vanish identically in $\Omega^{\circ}$. In its asymptotic expansion (up to exponentially decaying remainder terms), we can then take the part corresponding to the frequency $\sigma$ in $t_{*}$; upon doing so, $\tilde{r}$ drops out, and we can take $\chi \equiv 1$ to conclude (using the definition (10.6) of $g_{b}^{\prime \Upsilon}\left(b^{\prime}\right)$ ) that $r$ is indeed a linearized Kerr-de Sitter metric $g_{b}^{\prime}\left(b^{\prime}\right)$ (only present if $\sigma=0$ ) plus a Lie derivative of $g_{b}$.

Remark 10.8. As alluded to in the discussion of the proof of Theorem 10.1, assuming merely UEMS does not provide any evidence for mode stability to hold for the linearized Einstein equation around Kerr-de Sitter metrics $g_{b}$ with non-zero angular momentum. The reason is that $D_{g_{b_{0}}}(\operatorname{Ric}+\Lambda)$ by itself is a very ill-behaved partial differential operator. Making it hyperbolic by adding a linearized gauge term, i.e. considering the operator $L_{b_{0}}$, defined using any order-zero stationary modification $\tilde{\delta}^{*}$ of $\delta_{g_{b_{0}}}^{*}$, already gives a much more well-behaved operator: for a large class of choices of $\tilde{\delta}^{*}, L_{b_{0}}$ will have a positive essential spectral gap and satisfy high-energy estimates in the closed upper halfplane, i.e. ESG is valid, and thus the set of frequencies of those non-decaying modes for the linearized (around $g_{b_{0}}$ ) Einstein equation for which UEMS and Lemma 7.1 give non-trivial information is reduced from the entire half-space $\{\operatorname{Im} \sigma \geqslant 0\}$ to the finite set $S_{b_{0}}=\operatorname{Res}\left(L_{b_{0}}\right) \cap\{\operatorname{Im} \sigma \geqslant 0\}$; furthermore, since the set $S_{b}$ depends continuously on $b$, only frequencies lying in a neighborhood of $S_{b_{0}}$ can possibly be the frequencies of potential nondecaying non pure gauge modes of $D_{g_{b}}(\operatorname{Ric}+\Lambda)$. The final ingredient, SCP, then allows us to completely control the non-decaying modes of $L_{b_{0}}$ modulo pure gauge modes, which allowed us to finish the proof of linear stability of $g_{b}$ using rather simple perturbation arguments.

Thus, the proof of Theorem 10.1, while very natural for the purpose of proving the linear stability of $g_{b_{0}}$, uses only a rather small amount of the structure of $\left(M, g_{b_{0}}\right)$ available.

## 11. Non-linear stability of the Kerr-de Sitter family

In $\S 11.2$, we will discuss the final ingredient of the non-linear stability argument-the 'dynamic' change (in the sense that we update it at each step of our iteration scheme) of the asymptotic gauge condition-and conclude the proof of non-linear stability. In $\S 11.3$ then, we discuss the construction of suitable initial data for Einstein's equations. We begin however by recalling the version of the Nash-Moser inverse function theorem which we will use later.

### 11.1. Nash-Moser iteration

We shall employ the Nash-Moser inverse function theorem given by Saint Raymond [124]; we use his version because of its simplicity and immediate applicability, despite it being, according to the author, "probably the worst that can be found in the literature [...] with respect to the number of derivatives that are used". We refer to the introduction of that paper for references to more sophisticated versions, and to [68] for a detailed introduction.

Theorem 11.1. (Main theorem of [124]) Let $\left(B^{s},|\cdot|_{s}\right)$ and $\left(\mathbf{B}^{s},\|\cdot\|_{s}\right)$ be Banach spaces for $s \geqslant 0$ with $B^{s} \subset B^{t}$, and indeed $|v|_{t} \leqslant|v|_{s}$ for $s \geqslant t$, likewise for $\mathbf{B}^{*}$ and $\|\cdot\|_{*}$. Put $B^{\infty}=\bigcap_{s} B^{s}$, and similarly $\mathbf{B}^{\infty}=\bigcap_{s} \mathbf{B}^{s}$. Assume that there are smoothing operators $\left(S_{\theta}\right)_{\theta>1}: B^{\infty} \rightarrow B^{\infty}$ satisfying, for every $v \in B^{\infty}, \theta>1$ and $s, t \geqslant 0$,

$$
\begin{aligned}
\left|S_{\theta} v\right|_{s} \leqslant C_{s, t} \theta^{s-t}|v|_{t}, & \text { if } s \geqslant t \\
\left|v-S_{\theta} v\right|_{s} \leqslant C_{s, t} \theta^{s-t}|v|_{t}, & \text { if } s \leqslant t
\end{aligned}
$$

Let $\phi: B^{\infty} \rightarrow \mathbf{B}^{\infty}$ be a $C^{2}$ map, and assume that there exist $u_{0} \in B^{\infty}, d \in \mathbb{N}, \delta>0$ and constants $C_{1}, C_{2}$ and $\left(C_{s}\right)_{s \geqslant d}$ such that, for any $u, v, w \in B^{\infty}$,

$$
\left|u-u_{0}\right|_{3 d}<\delta \Longrightarrow\left\{\begin{array}{l}
\|\phi(u)\|_{s} \leqslant C_{s}\left(1+|u|_{s+d}\right) \quad \text { for all } s \geqslant d  \tag{11.1}\\
\left\|\phi^{\prime}(u) v\right\|_{2 d} \leqslant C_{1}|v|_{3 d} \\
\left\|\phi^{\prime \prime}(u)(v, w)\right\|_{2 d} \leqslant C_{2}|v|_{3 d}|w|_{3 d}
\end{array}\right.
$$

Moreover, assume that, for every $u \in B^{\infty}$ with $\left|u-u_{0}\right|_{3 d}<\delta$, there exists an operator $\psi(u): \mathbf{B}^{\infty} \rightarrow B^{\infty}$ satisfying

$$
\phi^{\prime}(u) \psi(u) h=h
$$

and the tame estimate

$$
\begin{equation*}
|\psi(u) h|_{s} \leqslant C_{s}\left(\|h\|_{s+d}+|u|_{s+d}\|h\|_{2 d}\right), \quad s \geqslant d \tag{11.2}
\end{equation*}
$$

for all $h \in \mathbf{B}^{\infty}$. Then, if $\left\|\phi\left(u_{0}\right)\right\|_{2 d}$ is sufficiently small depending on $\delta,\left|u_{0}\right|_{D}$ and $\left(C_{s}\right)_{s \leqslant D}$, where $D=16 d^{2}+43 d+24$, there exists $u \in B^{\infty}$ such that $\phi(u)=0$.

For our main theorem, we will take $\mathbf{B}^{s}=D^{s, \alpha}\left(\Omega ; S^{2} \mathrm{~b} T_{\Omega}^{*} M\right)$, capturing initial data and inhomogeneous forcing terms, while

$$
B^{s}=\mathbb{R}^{N} \oplus \bar{H}_{\mathrm{b}}^{s, \alpha}\left(\Omega ; S^{2 \mathrm{~b}} T_{\Omega}^{*} M\right)
$$

will also take a finite number of additional parameters into account, corresponding to the final black hole parameters and gauge modifications. As in [76], we then define the smoothing operators $S_{\theta}$ to be the identity on $\mathbb{R}^{N}$; the construction of $S_{\theta}$ acting
on extendible b-Sobolev spaces $\bar{H}_{\mathrm{b}}^{s, \alpha}$ on the other hand is straightforward. Since the presence of the vector bundle $S^{2}{ }^{\mathrm{b}} T_{\Omega}^{*} M$ is inconsequential for this discussion, we drop it from the notation. Locally near any point on $\Omega \backslash\left(\left([0,1]_{\tau} \times \partial Y\right) \cup \Sigma_{0}\right)$ then, i.e. away from the artificial boundaries of $\Omega$, the space $\bar{H}_{\mathrm{b}}^{s, \alpha}$ can be identified either with $H^{s}\left(\mathbb{R}^{4}\right)$ (if we are away from the boundary at infinity $Y$ ) or with $H_{\mathrm{b}}^{s, \alpha}\left(\overline{\mathbb{R}_{+}^{4}}\right)$, which in turn is isomorphic to $H^{s}\left(\mathbb{R}^{n}\right)$ after dividing by $\tau^{\alpha}$ and using a logarithmic change of coordinates; on the latter space, suitable smoothing operators were constructed in the appendix of [124]: using the Fourier transform on $\mathbb{R}^{n}$, they take the form

$$
\widehat{S_{\theta} u}(\xi)=\chi\left(\theta^{-1} \xi\right) \hat{u}(\xi),
$$

where $\chi \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(\mathbb{R}_{\xi}^{n}\right)$ is identically 1 near 0 . In the neighborhood of a point $p \in\{\tau=0\} \cap \partial Y$, we similarly have an identification of $\bar{H}_{\mathrm{b}}^{s, \alpha}$ with $\bar{H}^{s}\left(\mathbb{R}_{+}^{4}\right)$, and we can then use bounded extension operators $\bar{H}^{s}\left(\mathbb{R}_{+}^{4}\right) \rightarrow H^{s}\left(\mathbb{R}^{4}\right)$, apply smoothing operators on the latter space, restrict back to $\mathbb{R}_{+}^{4}$ and use the local identification to get an element of $\bar{H}_{\mathrm{b}}^{s, \alpha}$ near $p$. Near a point in $(0,1)_{\tau} \times \partial Y$ or $\Sigma_{0} \backslash \partial \Sigma_{0}$, where $\bar{H}_{\mathrm{b}}^{s, \alpha}$ can be identified with $\bar{H}^{s}\left(\mathbb{R}_{+}^{4}\right)$ again, a similar construction works. Lastly, near points in the corner $\partial \Sigma_{0}$ of $\Omega$, we can identify $\bar{H}_{\mathrm{b}}^{s, \alpha}$ with $\bar{H}^{s}\left((0, \infty) \times(0, \infty) \times \mathbb{R}^{2}\right)$, which embeds into $H^{s}\left(\mathbb{R}^{4}\right)$, thus we can again use extension and restriction operators as before. Patching together these local constructions via a partition of unity on $\Omega$ gives a smoothing operator $S_{\theta}$ on $\bar{H}_{\mathrm{b}}^{s, \alpha}$ with the desired properties.

### 11.2. Proof of non-linear stability

The precise form of the linear stability statement proved in $\S 10$ is not quite what we need for the proof of non-linear stability. Concretely, in order to realize the linearized Kerr-de Sitter metric $g_{b}\left(b^{\prime}\right)$ as a zero-resonant state of the linearized gauged Einstein operator $L_{b}$, we needed to add to it a pure gauge term $\delta_{g_{b}}^{*} \omega_{b}^{\Upsilon}\left(b^{\prime}\right)$ which in general has a non-trivial asymptotic part at $t_{*}$-frequency zero, since this is the case for the right-hand side in (10.5) —indeed, since our construction of the metrics $g_{b}$ only ensures the smooth dependence on $b$, but does not guarantee any gauge condition, the term $D_{g_{b}} \Upsilon\left(g_{b}^{\prime}\left(b^{\prime}\right)\right)$ is in general non-zero and stationary, i.e. has $t_{*}$-frequency zero. (In fact, without a precise analysis of the resonances of the operator family $\square_{g_{b}}^{\Upsilon}$, it is not even clear if $\omega_{b}^{\Upsilon}\left(b^{\prime}\right)$ can be arranged to both depend smoothly on $\left(b, b^{\prime}\right) \in T B$ and not be exponentially growing.)

Since the term $\delta_{g_{b}}^{*} \omega_{b}^{\Upsilon}\left(b^{\prime}\right)$, while pure gauge and therefore harmless for linear stability considerations, cannot be discarded in a non-linear iteration scheme, we need to treat it differently. The idea is very simple: since this is a gauge term, we take care of it by changing the gauge; the point is that changing the final black hole parameters from $b$
to $b+b^{\prime}$ is incompatible with the gauge $\Upsilon(g)-\Upsilon\left(g_{b}\right)$ (with $g \approx g_{b+b^{\prime}}$ being the current approximation of the non-linear solution), but it is compatible with an updated gauge $\Upsilon(g)-\Upsilon\left(g_{b+b^{\prime}}\right)$; updating the gauge in this manner will (almost) exactly account for the term $\delta_{g_{b}}^{*} \omega_{b}^{\Upsilon}\left(b^{\prime}\right)$.

To motivate the precise formulation, we follow the strategy outlined in §1.1: using the notation of $\S 3.6$, let us consider the non-linear differential operator

$$
P_{0}(b, \theta, \tilde{g}):=(\operatorname{Ric}+\Lambda)\left(g_{b_{0}, b}+\tilde{g}\right)-\tilde{\delta}^{*}\left(\Upsilon\left(g_{b_{0}, b}+\tilde{g}\right)-\Upsilon\left(g_{b_{0}, b}\right)-\theta\right)
$$

with $b \in \mathcal{U}_{B}, \theta$ a modification in some finite-dimensional space which we will determine, and $\tilde{g}$ exponentially decaying. (We reserve the letter ' $P$ ' for the actual non-linear operator used in the proof of non-linear stability below.) Note that the linearization of $P_{0}$ in $\tilde{g}$ is given by the second-order differential operator

$$
\begin{equation*}
L_{b, \tilde{g}} r:=\left(D_{\tilde{g}} P_{0}(b, \theta, \cdot)\right)(r)=D_{g_{b_{0}, b}+\tilde{g}}(\operatorname{Ric}+\Lambda)(r)-\tilde{\delta}^{*}\left(D_{g_{b_{0}, b}+\tilde{g}} \Upsilon(r)\right) \tag{11.3}
\end{equation*}
$$

while a change in the asymptotic Kerr-de Sitter parameter $b$ is infinitesimally given by

$$
\begin{align*}
\left(D_{b} P_{0}(\cdot, \theta, \tilde{g})\right)\left(b^{\prime}\right)= & D_{g_{b_{0}, b}+\tilde{g}}(\operatorname{Ric}+\Lambda)\left(\chi g_{b}^{\prime}\left(b^{\prime}\right)\right)-\tilde{\delta}^{*}\left(D_{g_{b_{0}, b}+\tilde{g}} \Upsilon\left(\chi g_{b}^{\prime}\left(b^{\prime}\right)\right)\right) \\
& +\tilde{\delta}^{*}\left(D_{g_{b_{0}, b}} \Upsilon\left(\chi g_{b}^{\prime}\left(b^{\prime}\right)\right)\right) \\
= & L_{b, \tilde{g}}\left(\chi g_{b}^{\prime}\left(b^{\prime}\right)\right)+\tilde{\delta}^{*}\left(D_{g_{b_{0}, b}} \Upsilon\left(\chi g_{b}^{\prime}\left(b^{\prime}\right)\right)\right) \tag{11.4}
\end{align*}
$$

where we use (see (3.37))

$$
\left.\frac{d}{d s} g_{b_{0}, b+s b^{\prime}}\right|_{s=0}=\chi g_{b}^{\prime}\left(b^{\prime}\right)
$$

Let us now reconsider the solvability result for $L_{b_{0}}$ described in Proposition 10.2, and use the specific structure of $\left(g_{b_{0}}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)=g_{b_{0}}^{\prime}\left(b^{\prime}\right)+\delta_{g_{b_{0}}}^{*} \omega_{b_{0}}^{\Upsilon}\left(b^{\prime}\right)$ to arrive at a modification of the range which displays the change of the asymptotic gauge advertised above more clearly: namely, instead of $L_{b_{0}}\left(\chi\left(g_{b_{0}}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)\right)$ as in Proposition 10.2, we use

$$
L_{b_{0}}\left(\chi g_{b_{0}}^{\prime}\left(b^{\prime}\right)+\delta_{g_{b_{0}}}^{*}\left(\chi \omega_{b_{0}}^{\Upsilon}\left(b^{\prime}\right)\right)\right)
$$

as the modification, which is still compactly supported, and thus can be used equally well to eliminate the asymptotic part $\left(g_{b_{0}}^{\prime}\right)^{\Upsilon}\left(b^{\prime}\right)$ of linear waves. To see the benefit of this, we calculate

$$
\begin{aligned}
& L_{b_{0}}\left(\chi g_{b_{0}}^{\prime}\left(b^{\prime}\right)+\delta_{g_{b_{0}}}^{*}\left(\chi \omega_{b_{0}}^{\Upsilon}\left(b^{\prime}\right)\right)\right) \\
& \quad=L_{b_{0}}\left(\chi g_{b_{0}}^{\prime}\left(b^{\prime}\right)\right)-\tilde{\delta}^{*}\left(D_{g_{b_{0}}} \Upsilon\left(\delta_{g_{b_{0}}}^{*}\left(\chi \omega_{b_{0}}^{\Upsilon}\left(b^{\prime}\right)\right)\right)\right) \\
& \quad=L_{b_{0}}\left(\chi g_{b_{0}}^{\prime}\left(b^{\prime}\right)\right)-\tilde{\delta}^{*}\left(\left[D_{g_{b_{0}}} \Upsilon \circ \delta_{g_{b_{0}}}^{*}, \chi\right] \omega_{b_{0}}^{\Upsilon}\left(b^{\prime}\right)\right)+\tilde{\delta}^{*}\left(\chi D_{g_{b_{0}}} \Upsilon\left(g_{b_{0}}^{\prime}\left(b^{\prime}\right)\right)\right)
\end{aligned}
$$

$$
\begin{equation*}
=L_{b_{0}}\left(\chi g_{b_{0}}^{\prime}\left(b^{\prime}\right)\right)+\tilde{\delta}^{*}\left(D_{g_{b_{0}}} \Upsilon\left(\chi g_{b_{0}}^{\prime}\left(b^{\prime}\right)\right)\right)-\tilde{\delta}^{*} \theta_{\chi}\left(b^{\prime}\right) \tag{11.5}
\end{equation*}
$$

where we introduce the notation

$$
\begin{equation*}
\theta_{\chi}\left(b^{\prime}\right):=\left[D_{g_{b_{0}}} \Upsilon \circ \delta_{g_{b_{0}}}^{*}, \chi\right] \omega_{b_{0}}^{\Upsilon}\left(b^{\prime}\right)+\left[D_{g_{b_{0}}} \Upsilon, \chi\right]\left(g_{b_{0}}^{\prime}\left(b^{\prime}\right)\right) . \tag{11.6}
\end{equation*}
$$

The interpretation of the terms in (11.5) is clear: the first gives rise to linearized Kerrde Sitter asymptotics, corresponding to the first term in (11.4), the second corrects the gauge accordingly, corresponding to the second term in (11.4) (note that $g_{b_{0}, b} \equiv$ $g_{b}$ for $b=b_{0}$ ), and the final term patches up the gauge change in the transition region $\operatorname{supp} d \chi$; notice that $\theta_{\chi}\left(b^{\prime}\right)$ is compactly supported in $t_{*}$. We moreover point out that the sum of the first two terms on the right-hand side vanishes for large $t_{*}$, due to the fact that $D_{b_{b_{0}}}(\operatorname{Ric}+\Lambda)\left(g_{b_{0}}^{\prime}\left(b^{\prime}\right)\right)=0$; exponential decay will be the appropriate and stable description, when we discuss perturbations.

In order to put the non-linear stability problem into the framework developed in §5.2, we define the space

$$
\begin{equation*}
\widetilde{G}^{s}=\left\{\tilde{g} \in \bar{H}_{\mathrm{b}}^{s, \alpha}\left(\Omega ; S^{2 \mathrm{~b}} T_{\Omega}^{*} M\right):\|\tilde{g}\|_{\bar{H}_{\mathrm{b}}^{14, \alpha}}<\varepsilon\right\} \tag{11.7}
\end{equation*}
$$

with $\varepsilon>0$ sufficiently small for all our subsequent arguments-which rely mostly on the results of $\S 5.2$ - to apply; moreover, we choose a trivialization $T_{\mathcal{U}_{B}} B \cong B \times \mathbb{R}^{4}$. Then, we define the continuous map

$$
\begin{align*}
z^{\Upsilon}: \mathcal{U}_{B} \times \widetilde{G}^{s+2} \times \mathbb{R}^{4} & \longrightarrow H_{\mathrm{b}}^{s, \alpha}\left(\Omega ; S^{2 \mathrm{~b}} T_{\Omega}^{*} M\right)^{\bullet,-}  \tag{11.8}\\
\left(b, \tilde{g}, b^{\prime}\right) & \longmapsto L_{b, \tilde{g}}\left(\chi g_{b}^{\prime}\left(b^{\prime}\right)\right)+\tilde{\delta}^{*}\left(D_{g_{b_{0}, b}} \Upsilon\left(\chi g_{b}^{\prime}\left(b^{\prime}\right)\right)\right),
\end{align*}
$$

for $s \geqslant 14$, which is just the linearization of $P_{0}$ in $b$ as in (11.4); the range of $z^{\Upsilon}$ consists of modifications which take care of changes of the asymptotic gauge. (The map $z^{\Upsilon}$ is certainly linear in $b^{\prime}$, as $b^{\prime} \mapsto g_{b}^{\prime}\left(b^{\prime}\right)$ is linear.) Furthermore, we parameterize the space of compactly supported gauge modifications necessitated by these asymptotic gauge changes by

$$
\begin{align*}
& \mathbb{R}^{4} \longrightarrow \mathcal{C}_{\mathrm{c}}^{\infty}\left(\Omega^{\circ} ;{ }^{\mathrm{b}} T_{\Omega}^{*} M\right), \\
& b^{\prime} \longmapsto \theta_{\chi}\left(b^{\prime}\right) \tag{11.9}
\end{align*}
$$

with $\theta_{\chi}$ defined in (11.6). (We could make this map depend on $b$ and $\tilde{g}$, which may be more natural, though it makes no difference, since our setup is stable under perturbations.)

We are now prepared to prove the main result of this paper: the non-linear stability of slowly rotating Kerr-de Sitter spacetimes.

Theorem 11.2. Let $h, k \in \mathcal{C}^{\infty}\left(\Sigma_{0} ; S^{2} T^{*} \Sigma_{0}\right)$ be initial data satisfying the constraint equations (2.2), and suppose that $(h, k)$ is close to the Schwarzschild-de Sitter initial data $\left(h_{b_{0}}, k_{b_{0}}\right)\left(\right.$ see (3.38)) in the topology of $H^{21}\left(\Sigma_{0} ; S^{2} T^{*} \Sigma_{0}\right) \oplus H^{20}\left(\Sigma_{0} ; S^{2} T^{*} \Sigma_{0}\right)$. Then, there exist Kerr-de Sitter black hole parameters $b \in B$, a compactly supported gauge modification $\theta$, lying in a fixed finite-dimensional space $\bar{\Theta} \subset \mathcal{C}_{\mathrm{c}}^{\infty}\left(\Omega^{\circ} ; T^{*} \Omega^{\circ}\right)$, and a section $\tilde{g} \in \bar{H}_{\mathrm{b}}^{\infty, \alpha}\left(\Omega ; S^{2 \mathrm{~b}} T_{\Omega}^{*} M\right)$ such that the 2-tensor $g=g_{b_{0}, b}+\tilde{g}$ is a solution of the Einstein vacuum equations

$$
\operatorname{Ric}(g)+\Lambda g=0
$$

attaining the given initial data $(h, k)$ at $\Sigma_{0}$, in the gauge $\Upsilon(g)-\Upsilon\left(g_{b_{0}, b}\right)-\theta=0$ (see (3.35) for the definition of $\Upsilon)$. More precisely, we obtain $(b, \theta, \tilde{g})$, and thus $g=g_{b_{0}, b}+\tilde{g}$, as the solution of

$$
\begin{cases}\operatorname{Ric}(g)+\Lambda g-\tilde{\delta}^{*}\left(\Upsilon(g)-\Upsilon\left(g_{b_{0}, b}\right)-\theta\right)=0 & \text { in } \Omega^{\circ}  \tag{11.10}\\ \gamma_{0}(g)=i_{b_{0}}(h, k) & \text { on } \Sigma_{0}\end{cases}
$$

where $i_{b_{0}}$ was defined in Proposition 3.10.
Moreover, the map

$$
\begin{align*}
\mathcal{C}^{\infty}\left(\Sigma_{0} ; S^{2} T^{*} \Sigma_{0}\right)^{2} & \longrightarrow \mathcal{U}_{B} \times \bar{\Theta} \times \bar{H}_{\mathrm{b}}^{\infty, \alpha}\left(\Omega ; S^{2 \mathrm{~b}} T_{\Omega}^{*} M\right),  \tag{11.11}\\
(h, k) & \longmapsto(b, \theta, \tilde{g}),
\end{align*}
$$

is a smooth map of Fréchet spaces (in fact, a smooth tame map of tame Fréchet spaces) for $(h, k)$ in a neighborhood of $\left(h_{b_{0}}, k_{b_{0}}\right)$ in the topology of $H^{21} \oplus H^{20}$.

Here, recall that $\alpha>0$ is a small fixed number, only depending on the spacetime $\left(M, g_{b_{0}}\right)$ we are perturbing. Furthermore, we use any fixed Riemannian fiber metric on $S^{2} T^{*} \Sigma_{0}$, for instance the one induced by $h_{b_{0}}$, to define the $H^{s}$ norm of the initial data.

Proof. Once we have solved (11.10), the fact that $g$ solves Einstein's equations in the stated gauge follows from the general discussion in $\S 2.1$. We briefly recall the argument in the present setting: by definition of $i_{b_{0}}$, we have $\left.\Upsilon(g)\right|_{\Sigma_{0}}=0$ (note that $\Upsilon\left(g_{b_{0}, b}\right)=0$ near $\Sigma_{0}$ for all $b \in \mathcal{U}_{B}$ ), hence $\Upsilon(g)-\theta=0$ at $\Sigma_{0}$ due to $\operatorname{supp} \theta \cap \Sigma_{0}=\varnothing$, and the constraint equations for $(h, k)$ imply that $\mathcal{L}_{\partial_{t_{*}}}(\Upsilon(g)-\theta)=0$ at $\Sigma_{0}$ as well once we have solved (11.10); but then applying $\delta_{g} \mathrm{G}_{g}$ to (11.10) implies the linear wave equation $\widetilde{\square}_{g}^{\mathrm{CP}}\left(\Upsilon(g)-\Upsilon\left(g_{b_{0}, b}\right)-\theta\right)=0$, and hence $\Upsilon(g)-\Upsilon\left(g_{b_{0}, b}\right)-\theta \equiv 0$ in $\Omega^{\circ}$ and therefore indeed $\operatorname{Ric}(g)+\Lambda g=0$.

In order to solve (11.10), let $\Theta$ denote the finite-dimensional space constructed in Proposition 10.2, and fix an isomorphism $\vartheta: \mathbb{R}^{N_{\Theta}} \xrightarrow{\cong} \Theta$, where $N_{\Theta}:=\operatorname{dim} \Theta$. We parameterize the modification space for the linear equations we will encounter by

$$
\begin{align*}
z: \mathcal{U}_{B} \times \widetilde{G}^{s+2} \times \mathbb{R}^{4+4+N_{\Theta}} & \longrightarrow H_{\mathrm{b}}^{s, \alpha}\left(\Omega ; S^{2 \mathrm{~b}} T_{\Omega}^{*} M\right)^{\bullet,-c} D^{s, \alpha}\left(\Omega ; S^{2 \mathrm{~b}} T_{\Omega}^{*} M\right)  \tag{11.12}\\
\left(b, \tilde{g},\left(b^{\prime}, b_{1}^{\prime}, \mathbf{c}\right)\right) & \longmapsto z^{\Upsilon}\left(b, \tilde{g}, b^{\prime}\right)+\tilde{\delta}^{*}\left(\theta_{\chi}\left(b_{1}^{\prime}\right)+\vartheta(\mathbf{c})\right)
\end{align*}
$$

using the maps (11.8) and (11.9). Tensors in the range of $z^{\Upsilon}$ will be subsumed in changes of the asymptotic gauge condition. The non-linear differential operator we will consider is thus

$$
P\left(b, b_{1}^{\prime}, \mathbf{c}, \tilde{g}\right):=(\operatorname{Ric}+\Lambda)\left(g_{b_{0}, b}+\tilde{g}\right)-\tilde{\delta}^{*}\left(\Upsilon\left(g_{b_{0}, b}+\tilde{g}\right)-\Upsilon\left(g_{b_{0}, b}\right)-\theta_{\chi}\left(b_{1}^{\prime}\right)-\vartheta(\mathbf{c})\right),
$$

with $\left(b, b_{1}^{\prime}, \mathbf{c}, \tilde{g}\right) \in \mathcal{U}_{B} \times \mathbb{R}^{4+N_{\Theta}} \times \widetilde{G}^{\infty}$, and the non-linear equation we shall solve is

$$
\phi\left(b, b_{1}^{\prime}, \mathbf{c}, \tilde{g}\right):=\left(P\left(b, b_{1}^{\prime}, \mathbf{c}, \tilde{g}\right), \gamma_{0}(\tilde{g})-\left(i_{b_{0}}(h, k)-\gamma_{0}\left(g_{b_{0}}\right)\right)\right)=0 .
$$

To relate this to the abstract Nash-Moser result, Theorem 11.1, we define the Banach spaces

$$
B^{s}:=\mathbb{R}^{4} \times \mathbb{R}^{4+N_{\theta}} \times \bar{H}_{\mathrm{b}}^{s, \alpha}\left(\Omega ; S^{2 \mathrm{~b}} T_{\Omega}^{*} M\right) \quad \text { and } \quad \mathbf{B}^{s}=D^{s, \alpha}\left(\Omega ; S^{2 \mathrm{~b}} T_{\Omega}^{*} M\right)
$$

we will look for a solution near $u_{0}:=\left(b_{0}, 0, \mathbf{0}, 0\right)$, for which $\phi\left(u_{0}\right)=\left(0, \gamma_{0}\left(g_{b_{0}}\right)-i_{b_{0}}(h, k)\right)$ is small in a Sobolev norm which we shall determine momentarily.

The typical linearized equation we need to study in the Nash-Moser iteration is of the form

$$
\begin{equation*}
D_{\left(b, b_{1}^{\prime}, \mathbf{c}, \tilde{g}\right)} \phi\left(b^{\prime}, b_{1}^{\prime \prime}, \mathbf{c}^{\prime}, \tilde{r}\right)=d=\left(f, r_{0}, r_{1}\right) \in \mathbf{B}^{\infty} \tag{11.13}
\end{equation*}
$$

with $L_{b, \tilde{g}}$, the linearization of $P$ in $\tilde{g}$ around $\left(b, b_{1}^{\prime}, \mathbf{c}, \tilde{g}\right)$ (thus $L_{b, \tilde{g}}$ does not depend on $b_{1}^{\prime}$ and $\mathbf{c}$ ), given by the expression (11.3), this is equivalent to

$$
L_{b, \tilde{g}}(\tilde{r})=f-z\left(b, \tilde{g},\left(b^{\prime}, b_{1}^{\prime \prime}, \mathbf{c}^{\prime}\right)\right), \quad \gamma_{0}(\tilde{r})=\left(r_{0}, r_{1}\right)
$$

Now, the map $z$ satisfies the (surjective) assumptions of Theorem 5.14, in particular (5.33) with $b_{0}$ taking the place of $w_{0}$; surjectivity holds because of the $\vartheta$ term in the definition (11.12) of the map $z$, taking care of pure gauge modes, and the terms involving $b^{\prime}$ and $b_{1}^{\prime}$ which take care of the linearized Kerr-de Sitter family in view of the computation (11.5). Thus, we do obtain a solution

$$
\psi\left(b, b_{1}^{\prime}, \mathbf{c}, \tilde{g}\right)\left(f, r_{0}, r_{1}\right):=\left(b^{\prime}, b_{1}^{\prime \prime}, \mathbf{c}^{\prime}, \tilde{r}\right) \in B^{\infty}
$$

of (11.13) together with the estimates

$$
\left|b^{\prime}\right|+\left|b_{1}^{\prime \prime}\right|+\left|\mathbf{c}^{\prime}\right| \lesssim\|d\|_{13} \quad \text { and } \quad\|\tilde{r}\|_{s} \leqslant C_{s}\left(\|d\|_{s+3}+\left(1+\|\tilde{g}\|_{s+6}\right)\|d\|_{13}\right)
$$

for $s \geqslant 10$; this regularity requirement is the reason we need $2 \cdot 10=20$ derivatives; see below. Two remarks are worth making: first, the norm on $\tilde{g}$ comes from the fact that
for $\tilde{g} \in H_{\mathrm{b}}^{s+6, \alpha}$, the non-smooth coefficients of the linearization of $\phi$ lie in $H_{\mathrm{b}}^{s+4, \alpha}$, corresponding to the norm on $\widetilde{w}$ in (5.33); see also Remark 5.13. Second, the assumption on the skew-adjoint part of the linear operator at the radial set, $\hat{\beta} \geqslant-1$, in the statement of Theorem 5.14 does hold; indeed, we showed $\hat{\beta} \geqslant 0$ in $\S 9.2$.

Thus, we obtain (11.2) with $d=10$. One easily verifies that for this choice of $d$, the estimates (11.1) hold as well. (In fact, $d=4$ would suffice for the latter, see [76, Proof of Theorem 5.10].) Theorem 11.1 now says that we can solve $\phi\left(b, b_{1}^{\prime}, \mathbf{c}, \tilde{g}\right)=0$ provided $\left\|i_{b_{0}}(h, k)-\gamma_{0}\left(g_{b_{0}}\right)\right\|_{H^{21} \oplus H^{20}}$ is small (here, $20=2 d$ ), proving the existence of a solution of (11.10) as claimed; the space $\bar{\Theta}$ in the statement of the theorem is equal to the sum of the ranges $\bar{\Theta}=\theta_{\chi}\left(\mathbb{R}^{4}\right)+\vartheta\left(\mathbb{R}^{N_{\Theta}}\right)$.

The smoothness of the solution map (11.11) (in fact with tame estimates), or indeed of

$$
(h, k) \longmapsto\left(b, b_{1}^{\prime}, \mathbf{c}, \tilde{g}\right),
$$

follows from a general argument using the joint continuous dependence of the solution map for the linearized problem on the coefficients and the data, together with the fact that $\phi$ itself is a smooth tame map; see, e.g., [68, §III.1.7] for details.

The proof of non-linear stability is complete.
Remark 11.3. We explain in what sense one can see ringdown for the non-linear solution, at least in principle (since no rigorous results on shallow resonances for the linearized gauged Einstein equation are known): assume for the sake of argument that there is exactly one further resonance $\sigma$ in the strip $-\alpha_{2}<\operatorname{Im} \sigma<-\alpha<0$, where we assume to have high-energy estimates (5.7) still, with 1 -dimensional resonant space spanned by a resonant state $\varphi$; we assume that $\sigma$ is purely imaginary and $\varphi$ is real. The asymptotic expansion of the solution of the first linear equation that one solves in the Nash-Moser iteration then schematically is of the form $g_{b_{0}}^{\prime}\left(b^{\prime}\right)+\varepsilon g_{(1)}$, where $\varepsilon$ is the size of the initial data, and $g_{(1)}=c \varphi+\tilde{g}_{(1)}$, with $c \in \mathbb{R}$ and $\tilde{g}_{(1)} \in \bar{H}_{\mathrm{b}}^{\infty, \alpha_{2}}$ of size 1 (in $L^{\infty}$, say). Proceeding in the iteration scheme, we simply view $c \varphi+\tilde{g}_{(1)} \in \bar{H}_{\mathrm{b}}^{\infty, \alpha}$, so the non-linear solution will be $g=g_{b_{0}, b}+\varepsilon g_{(1)}+\varepsilon^{2} g_{(2)}$, with $g_{(2)} \in \bar{H}_{\mathrm{b}}^{\infty, \alpha}$ of size 1. At the timescale $t_{*}=C^{-1} \log \left(\varepsilon^{-1}\right)$, for $C>0$ large only depending on $\alpha, \alpha_{2}$ and $\sigma$, the three components of $g$ are thus of size

$$
|\varepsilon \varphi| \sim \varepsilon^{-(\operatorname{Im} \sigma) / C+1}, \quad\left|\varepsilon \tilde{g}_{(1)}\right| \sim \varepsilon^{\alpha_{2} / C+1} \quad \text { and } \quad\left|\varepsilon^{2} g_{(2)}\right| \sim \varepsilon^{\alpha / C+2}
$$

so the term $\varphi$ coming from the refined partial expansion dominates by a factor $\varepsilon^{-\delta}$ for some small $\delta>0$; in this sense, one can see the ringdown, embodied by $\varphi$ here, even in the non-linear solution. It would be very interesting to understand the asymptotic behavior of the non-linear solution more precisely, possibly obtaining a partial expansion using shallow resonances.

### 11.3. Construction of initial data

We briefly discuss three approaches to the construction of initial data sets in the context of Kerr-de Sitter spacetimes. First, Cortier [29] described a gluing construction producing data sets with exact Kerr-de Sitter ends, following work by Chruściel-Pollack [28] in the time-symmetric (i.e. with vanishing second fundamental form) Schwarzschild-de Sitter case. Such localized gluing methods for the constraint equations were first introduced by Corvino [30] for time-symmetric data; this restriction was subsequently removed by Corvino-Schoen [31], and Chruściel-Delay generalized their analysis in [26].

Second, by definition, one obtains initial data sets by selecting a spacelike hypersurface in a spacetime satisfying Einstein's equations. The point is that one may construct such spacetimes by solving the characteristic initial value problem for Einstein's equations, the well-posedness of which was first proved by Rendall [119]; the solution was later shown to exist in a full neighborhood of the ingoing and outgoing null cones by Luk [100]. For the characteristic problem, the constraint equations simplify dramatically, becoming simple transport equations rather than a non-linear coupled system of PDE (of elliptic type), see [100, §2.3]. In the case of interest for Theorem 11.2, and adopting the notation of [100], we can fix a 2 -sphere $S_{0,0}$ at $t=t_{0}$ and $r=r_{0}$ within Schwarzschild-de Sitter space $\left(M, g_{b_{0}}\right)$, with $t_{0}$ chosen so that $\Sigma_{0}$ lies entirely in the timelike future of $S_{0,0}$, and with $r_{b_{0},-}<r_{0}<r_{b_{0},+}$, so $r=r_{0}$ lies in the black hole exterior. We then consider the outgoing (resp. ingoing) future null cones $H_{0}$ (resp. $\underline{H}_{0}$ ), which are swept out by the null-geodesics with initial velocities outgoing, increasing $r$ (resp. ingoing, decreasing $r$ ) future null vectors orthogonal to $S_{0,0}$. Then, fixing the data of a Riemannian metric $\gamma_{A B}$, a 1-form $\zeta_{A}$ and functions $\operatorname{tr} \chi$ and $\operatorname{tr} \underline{\chi}$ on $S_{0,0}$, the constraint equations [100, equations (8)-(11)] can be solved, at least locally near $S_{0,0}$, by solving suitable transport equations. If the data are equal to those induced by the metric $g_{b_{0}}$, the constraint equations of course do have a semi-global solution (namely the one induced by $g_{b_{0}}$ ), i.e. a solution defined on a portion $\Sigma_{0}^{0}$ of $H_{0} \cup \underline{H}_{0}$ extending past the horizons. See Figure 11.1.

Thus, if one merely slightly perturbs the data, one still obtains a semi-global solution; one can then solve the characteristic initial value problem in a fixed neighborhood $D$ of $\Sigma_{0}^{0}$ which contains a fixed spacelike hypersurface $\Sigma_{-1}$. If the characteristic data are close to those induced by $g_{b_{0}}$, the induced data on $\Sigma_{-1}$ are close to those induced by $g_{b_{0}}$. Given such data on $\Sigma_{-1}$, one can then either use a straightforward modification of Theorem 11.2, using $\Sigma_{-1}$ as the Cauchy hypersurface; alternatively, as depicted in Figure 11.1, one can solve the (non-characteristic) initial value problem with data on $\Sigma_{-1}$ in a domain which contains $\Sigma_{0}$ (provided the characteristic data were close to those induced by $g_{b_{0}}$ ), and the data on $\Sigma_{0}$ are close to $\left(h_{b_{0}}, k_{b_{0}}\right)$. (Theorem 11.2 then applies directly.) These constructions can be performed for any desired level of regularity; recall here that Luk's


Figure 11.1. Penrose diagram illustrating the construction of initial data for Theorem 11.2 from characteristic initial data.


Figure 11.2. The totally geodesic hypersurface $\Sigma$, compact with $\mathcal{C}^{\infty}$ boundary, within the maximal analytic extension of a Schwarzschild-de Sitter spacetime.
result produces an $H^{s}$ solution for $H^{s+1}$ characteristic data for $s \geqslant 4$.
We finally discuss a third approach, producing a sizeable set of solutions of the constraint equations directly, i.e. without using the above rather subtle tools. We will use a (slightly modified) conformal method, going back to Lichnerowicz [97] and York [148]; we refer the reader to the survey paper [8] for further references. Our objective here is merely to construct initial data in the simplest manner possible. Thus, consider a compact hypersurface $\Sigma$, with smooth boundary, in the maximal analytic extension of a Schwarzschild-de Sitter spacetime with parameters $b_{0}$, given by $t=0$ in static coordinates, which extends a bit past the bifurcation spheres of the future/past event horizon and the future/past cosmological horizon; see Figure 11.2. Since $\Sigma$ is totally geodesic, the metric $g_{b_{0}}$ induces time-symmetric data $\left(h_{0}, 0\right)$ on $\Sigma$. We shall construct initial data sets on $\Sigma$, which by a Cauchy stability argument as in the previous paragraph give rise to initial data sets on $\Sigma_{0}$.

Proposition 11.4. Let $s \geqslant s_{0}>\frac{3}{2}$. Then, there exist $\varepsilon=\varepsilon\left(s_{0}\right)>0$ and $C=C(s)>0$
such that the following holds: for all constants $H \in \mathbb{R}$ and traceless, divergence-free (with respect to $h_{0}$ ) symmetric 2-tensors $\widetilde{Q} \in H^{s}\left(\Sigma ; S^{2} T^{*} \Sigma\right)$ with $|H|+\|\widetilde{Q}\|_{H^{s_{0}}}<\varepsilon$, there exists $\psi \in H^{s+2}(\Sigma)$ with the property that

$$
h=\varphi^{4} h_{0} \quad \text { and } \quad k=\varphi^{-2} \widetilde{Q}+H h, \quad \text { with } \varphi:=1+\psi,
$$

solve the constraint equations (2.2) (with $n=3)$, and $\|\psi\|_{H^{s+2}} \leqslant C\left(|H|+\|\widetilde{Q}\|_{H^{s}}\right)$.
Proof. For general Riemannian metrics $h$ and symmetric 2-tensors $k=Q+H h$, with $Q$ tracefree, the constraint equations (2.2) with $n=3$ read

$$
R_{h}-|Q|_{h}^{2}+6 H^{2}+2 \Lambda=0, \quad \delta_{h} Q+2 d H=0
$$

Now, given $H \in \mathbb{R}$ and $\widetilde{Q}$ as in the statement of the proposition, define $h=\varphi^{4} h_{0}$ and $Q=\varphi^{-2} \widetilde{Q}$, for $\varphi$ to be determined. Then, we have $\delta_{h} Q=\varphi^{-6} \delta_{h_{0}} \widetilde{Q}=0=-2 d H$, so the second constraint is always verified, while the first becomes

$$
P(\varphi ; \widetilde{Q}, H):=\Delta \varphi+\frac{1}{8} R \varphi-\frac{1}{8}|\widetilde{Q}|^{2} \varphi^{-7}+\frac{1}{4}\left(3 H^{2}+\Lambda\right) \varphi^{5}=0
$$

where $\Delta \geqslant 0$ and $R$ are the Laplacian and the scalar curvature of $h_{0}$, respectively, and norms are taken with respect to $h_{0}$. This equation holds for $\widetilde{Q}=0, H=0$ and $\varphi=1$.

Let us now extend $\Sigma$ to a closed 3 -manifold $\widetilde{\Sigma}$ without boundary, and extend $h_{0}$ arbitrarily to a Riemannian metric on $\widetilde{\Sigma}$; we denote the extension by $h_{0}$ still. Extending $P$ by the same formula, we then have $P(1 ; 0,0)=\frac{1}{8} R+\frac{1}{4} \Lambda=: f \in \dot{\mathcal{C}}^{\infty}\left(\overline{\Sigma^{c}}\right)$, with the dot indicating infinite order of vanishing at $\partial \Sigma \subset \widetilde{\Sigma}$. Let us also extend $\widetilde{Q}$ to a symmetric 2 -tensor on $\widetilde{\Sigma}$; we require neither the traceless nor the divergence-free condition to hold for the thus extended $\widetilde{Q}$ away from $\Sigma$. Applying the finite-codimension solvability idea in the present, elliptic, context, we now aim to solve the equation

$$
\begin{equation*}
P(1+\psi ; \widetilde{Q}, H)=f+z \tag{11.14}
\end{equation*}
$$

for $\psi$, where $z \in \dot{\mathcal{C}}^{\infty}\left(\overline{\Sigma^{c}}\right)$ lies in a suitable fixed finite-dimensional space. Note that having solved (11.14), we obtain a solution of the constraint equations in $\Sigma$ as in the statement of the proposition; what happens in $\overline{\Sigma^{c}}$ is irrelevant! In order to solve (11.14), we rewrite the equation as

$$
\begin{equation*}
\tilde{L} \psi+q(\psi)-z=d \tag{11.15}
\end{equation*}
$$

where

$$
d=\frac{1}{8}|\widetilde{Q}|^{2}-\frac{3}{4} H^{2}, \quad \tilde{L}=L+\frac{7}{8}|\widetilde{Q}|^{2}+\frac{15}{4} H^{2}, \quad L=\Delta+\frac{1}{8} R+\frac{5}{4} \Lambda
$$

and $q(\psi)=\psi^{2} q_{0}(\psi)$, with $q_{0}: H^{s} \rightarrow H^{s}$ continuous for all $s \geqslant s_{0}>\frac{3}{2}$ : indeed, $q_{0}(\psi)$ is a rational function of $\psi$, with coefficients involving (powers of) $H$ and $\widetilde{Q}$; thus, $q$ depends
on $H$ and $\widetilde{Q}$, though we drop this from the notation. The key observation is then we can use a unique continuation principle to determine a suitable space of $z$. Indeed, choosing a basis of the $L^{2}$-orthocomplement $\operatorname{ran}(L)^{\perp}=\operatorname{span}\left\{v_{1}, \ldots, v_{N}\right\} \subset \mathcal{C}^{\infty}(\widetilde{\Sigma})$, unique continuation implies that $\left\{v_{1}, \ldots, v_{N}\right\}$ is linearly independent as a subset of $\mathcal{C}^{\infty}(\widetilde{\Sigma} \backslash \Sigma)$, and we can therefore pick $\left\{z_{1}, \ldots, z_{N}\right\} \in \dot{\mathcal{C}}^{\infty}\left(\overline{\Sigma^{c}}\right)$ such that the matrix $\left(\left\langle v_{i}, z_{j}\right\rangle\right)_{i, j=1, \ldots, N}$ is non-degenerate; letting $\mathcal{Z}:=\operatorname{span}\left\{z_{1}, \ldots, z_{N}\right\}$, this says that

$$
\begin{aligned}
L^{\prime}: H^{s+2} \oplus \mathcal{Z} & \longrightarrow H^{s} \\
(\psi, z) & \longmapsto \psi-z
\end{aligned}
$$

is an isomorphism for all $s \in \mathbb{R}$. Similarly defining $\tilde{L}^{\prime}(\psi, z)=L^{\prime} \psi-z, \psi \in H^{s+2}, z \in \mathcal{Z}$, for $s \geqslant s_{0}$, it follows that $\tilde{L}^{\prime}: H^{s_{0}+2} \oplus \mathcal{Z} \rightarrow H^{s_{0}}$ is invertible if $|H|$ and $\|\widetilde{Q}\|_{H^{s_{0}}}$ are sufficiently small. But then, a contraction mapping argument using the map

$$
\begin{aligned}
H^{s_{0}+2} \oplus \mathcal{Z} & \longrightarrow H^{s_{0}+2} \oplus \mathcal{Z} \\
(\psi, z) & \longmapsto\left(\tilde{L}^{\prime}\right)^{-1}(d-q(\psi))
\end{aligned}
$$

starting with $(\psi, z)=(0,0)$, produces a solution of (11.15). A simple inductive argument using elliptic regularity for $L$ gives $\psi \in H^{s+2}$ if $\widetilde{Q} \in H^{s}, s \geqslant s_{0}$.

## Appendix A. b-geometry and b-analysis

## A.1. b-geometry and b-differential operators

In this appendix we recall the basics of b-geometry and b-analysis. As a general reference, we refer the reader to [110]. Geometrically, b-analysis originates from the study of the Laplacian on manifolds with cylindrical ends (and this is the context of [110]), but in fact analytically it arose in earlier work of Melrose on boundary problems for the wave equation, using b-, or totally characteristic, pseudodifferential operators to capture boundary regularity [109]. Recall that a (product) cylindrical metric on $M_{\infty}=\mathbb{R}_{t} \times X$ is one of the form $g_{0}=d t^{2}+h_{0}, h_{0}$ a Riemannian metric on $X$. In terms of the coordinate $\tau=e^{-t}$, which we consider for $t>0$ large (so $\tau$ is near 0 and positive), thus $\frac{d \tau}{\tau}=-d t$, the cylindrical metric is of the form

$$
g_{0}=\frac{d \tau^{2}}{\tau^{2}}+h_{0}
$$

One then considers the compactification $M$ of $M_{\infty}$ by adding $\tau=0$ (similarly, at the end $t \rightarrow-\infty$, one would work with $\tau=e^{-|t|}$ ). Thus, locally, in the region where $\tau$ is small, the new manifold $M$ has a product structure $[0, \varepsilon)_{\tau} \times X$. One advantage of this compactification is that working on compact spaces automatically ensures uniformity of
many objects, such as estimates, though of course the latter can alternatively be encoded 'by hand'. Smoothness of a function on $[0, \varepsilon)_{\tau} \times X$ implies a Taylor series expansion at $\{0\} \times X$ in powers of $\tau$, i.e. $e^{-t}$. For instance, a metric of the form $g=a \frac{d \tau^{2}}{\tau^{2}}+h$, where $h$ is a smooth symmetric 2-cotensor and $a$ a smooth function on $M$ with $\left.h\right|_{\tau=0}=h_{0}$ and $\left.a\right|_{\tau=0}=1$, approaches $g_{0}$ exponentially fast in $t$.

In general then, we consider an $n$-dimensional manifold $M$ with boundary $X$, and denote by $\mathcal{V}_{\mathrm{b}}(M)$ the space of b-vector fields, which consists of all vector fields on $M$ which are tangent to $X$. In local coordinates $(\tau, x) \in[0, \infty) \times \mathbb{R}^{n-1}$ near the boundary, elements of $\mathcal{V}_{\mathrm{b}}(M)$ are linear combinations, with $\mathcal{C}^{\infty}(M)$ coefficients, of

$$
\tau \partial_{\tau}, \partial_{x_{1}}, \ldots, \partial_{x_{n-1}}
$$

(In terms of $t=-\log \tau$ as above, these are thus vector fields which are asymptotic to stationary vector fields at an exponential rate, and indeed they have an expansion in $e^{-t}$.) Correspondingly, elements of $\mathcal{V}_{\mathrm{b}}(M)$ are sections of a natural vector bundle over $M$, the $b$-tangent bundle ${ }^{\mathrm{b}} T M$, the fibers of ${ }^{\mathrm{b}} T M$ being spanned by $\tau \partial_{\tau}, \partial_{x_{1}}, \ldots, \partial_{x_{n-1}}$, with $\tau \partial_{\tau}$ being a non-trivial b-vector field up to and including $\tau=0$ (even though it degenerates as an ordinary vector field). The dual bundle, the $b$-cotangent bundle, is denoted ${ }^{\mathrm{b}} T^{*} M$. In local coordinates $(\tau, x)$ near the boundary as above, the fibers of ${ }^{\mathrm{b}} T^{*} M$ are spanned by $\frac{d \tau}{\tau}, d x_{1}, \ldots, d x_{n-1}$. A $b$-metric $g$ on $M$ is then simply a non-degenerate section of the second symmetric tensor power of ${ }^{\mathrm{b}} T^{*} M$, i.e. of the form

$$
g=g_{00}(\tau, x) \frac{d \tau^{2}}{\tau^{2}}+\sum_{i=1}^{n-1} g_{0 i}(\tau, x)\left(\frac{d \tau}{\tau} \otimes d x_{i}+d x_{i} \otimes \frac{d \tau}{\tau}\right)+\sum_{i, j=1}^{n-1} g_{i j}(\tau, x) d x_{i} \otimes d x_{j}
$$

$g_{i j}=g_{j i}$, with smooth coefficients $g_{k \ell}$ such that the matrix $\left(g_{k \ell}\right)_{k, \ell=0}^{n-1}$ is invertible. In terms of the coordinate $t=-\log \tau \in \mathbb{R}$, thus $\frac{d \tau}{\tau}=-d t$, the b-metric $g$ therefore approaches a stationary ( $t$-independent in the local coordinate system) metric exponentially fast, as $\tau=e^{-t}$. A b-metric can have arbitrary signature, which corresponds to the signature of the matrix $\left(g_{k \ell}\right)_{k, \ell=0}^{n-1}$; positive definite metrics (i.e. of signature $\left.(n, 0)\right)$ are Riemannian, while those of signature $(1, n-1)$ (or $(n-1,1)$ ) are Lorentzian.

All natural tensorial constructions work equally well in the b-setting, such as the form bundles ${ }^{\mathrm{b}} \Lambda^{p} M=\Lambda^{p \mathrm{~b}} T^{*} M$ and the symmetric tensor bundles $S^{p \mathrm{~b}} T^{*} M=\bigotimes_{s}^{p}{ }^{\mathrm{b}} T^{*} M$; in particular, a b-metric is a smooth section of $S^{2}{ }^{\mathrm{b}} T^{*} M$. Another important bundle is the b-density bundle ${ }^{\mathrm{b}} \Omega M$, sections of which are smooth multiples of $\left|\frac{d \tau}{\tau} \wedge d x_{1} \ldots \wedge d x_{n-1}\right|$ in local coordinates; any b-metric of any signature gives rise to such a density via

$$
|d g|=\left|\operatorname{det}\left(g_{k \ell}\right)_{k, \ell=0}^{n-1}\right|^{1 / 2}\left|\frac{d \tau}{\tau} \wedge d x_{1} \ldots \wedge d x_{n-1}\right|
$$



Figure A.1. The radially compactified cotangent bundle $\overline{{ }^{\mathrm{b}} T^{*}} M$ near ${ }^{\mathrm{b}} T_{X}^{*} M$. The horizontal axis is the base $M$, with its boundary $X$ on the right; the vertical axis is the typical fiber of ${ }^{{ }^{\mathrm{b}} T^{*}} M$ over a point. The cosphere bundle ${ }^{\mathrm{b}} S^{*} M$, viewed as the boundary at fiber infinity of ${ }^{\mathrm{b}} T^{*} M$, is also shown, as well as the zero section $o_{M} \subset^{\overline{\mathrm{b}} T^{*}} M$ and the zero section over the boundary $o_{X} \subset^{\overline{\mathrm{b}} T_{X}^{*}} M$.

In particular, this gives rise to a positive definite inner product on $\mathcal{C}_{\mathrm{c}}^{\infty}\left(M^{\circ}\right)$, or indeed $\dot{\mathcal{C}}_{\mathrm{c}}^{\infty}(M)$, the space of functions in $\mathcal{C}_{\mathrm{c}}^{\infty}(M)$ which vanish at $X$ with all derivatives (i.e. to infinite order). The completion of $\dot{\mathcal{C}}_{\mathrm{c}}^{\infty}(M)$ in this inner product is $L_{\mathrm{b}}^{2}(M)=L^{2}(M ;|d g|)$.

The $b$-conormal bundle ${ }^{\mathrm{b}} N^{*} Y$ of a boundary submanifold $Y \subset X$ of $M$ is the subbundle of ${ }^{\mathrm{b}} T_{Y}^{*} M$ whose fiber over $p \in Y$ is the annihilator of vector fields on $M$ tangent to $Y$ and $X$. In local coordinates $\left(\tau, x^{\prime}, x^{\prime \prime}\right)$, where $Y$ is defined by $x^{\prime}=0$ in $X$, these vector fields are smooth linear combinations of $\tau \partial_{\tau}, \partial_{x_{j}^{\prime \prime}}, x_{i}^{\prime} \partial_{x_{j}^{\prime}}, \tau \partial_{x_{k}^{\prime}}$, whose span in ${ }^{\mathrm{b}} T_{p} M$ is that of $\tau \partial_{\tau}$ and $\partial_{x_{j}^{\prime \prime}}$, and thus the fiber of the b-conormal bundle is spanned by the $d x_{j}^{\prime}$, i.e. has the same dimension as the codimension of $Y$ in $X$ (and not that in $M$, corresponding to $\frac{d \tau}{\tau}$ not annihilating $\tau \partial_{\tau}$ ).

We define the $b$-cosphere bundle ${ }^{\mathrm{b}} S^{*} M$ to be the quotient of ${ }^{\mathrm{b}} T^{*} M \backslash o$ by the $\mathbb{R}^{+}$action; here $o$ is the zero section. Likewise, we define the spherical b-conormal bundle of a boundary submanifold $Y \subset X$ as the quotient of ${ }^{\mathrm{b}} N^{*} Y \backslash o$ by the $\mathbb{R}^{+}$-action; it is a submanifold of ${ }^{\mathrm{b}} S^{*} M$. A better way to view ${ }^{\mathrm{b}} S^{*} M$ is as the boundary at fiber infinity of the fiber-radial compactification $\overline{{ }^{\mathrm{b}} T^{*}} M$ of ${ }^{\mathrm{b}} T^{*} M$, where the fibers ${ }^{\mathrm{b}} T_{p}^{*} M$ are replaced by their radial compactification

$$
\begin{equation*}
\overline{{ }^{\mathrm{b}}} T_{p}^{*} M=\left({ }^{\mathrm{b}} T_{p}^{*} M \cup\left([0, \infty)_{x} \times \mathbb{S}^{n-1}\right)\right) / \sim, \tag{A.1}
\end{equation*}
$$

where the equivalence relation $\sim$ identifies $(x, \omega), x>0$, with $x^{-1} \omega \in{ }^{\mathrm{b}} T_{p}^{*} M$, upon choosing polar coordinates on ${ }^{\mathrm{b}} T_{p}^{*} M \cong \mathbb{R}^{n}$; see also [140, §2]. The b-cosphere bundle ${ }^{\mathrm{b}} S^{*} M \subset \overline{{ }^{\mathrm{b}}} T^{*} M$ still contains the boundary of the compactification of the 'old' boundary $\overline{{ }^{\mathrm{b}} T_{X}^{*}} M$; see Figure A.1.

Next, the algebra $\operatorname{Diff}_{\mathrm{b}}(M)$ of $b$-differential operators generated by $\mathcal{V}_{\mathrm{b}}(M)$ consists of operators of the form

$$
\mathcal{P}=\sum_{|\alpha|+j \leqslant m} a_{\alpha}(\tau, x)\left(\tau D_{\tau}\right)^{j} D_{x}^{\alpha}
$$

with $a_{\alpha} \in \mathcal{C}^{\infty}(M)$, writing $D=(1 / i) \partial$ as usual. (With $t=-\log \tau$ as above, the coefficients of $\mathcal{P}$ are thus constant, up to exponentially decaying remainders as $t \rightarrow \infty$.) Writing elements of ${ }^{\mathrm{b}} T^{*} M$ as

$$
\begin{equation*}
\sigma \frac{d \tau}{\tau}+\sum_{j} \xi_{j} d x_{j} \tag{A.2}
\end{equation*}
$$

we have the principal symbol

$$
\sigma_{\mathrm{b}, m}(\mathcal{P})=\sum_{|\alpha|+j=m} a_{\alpha}(\tau, x) \sigma^{j} \xi^{\alpha}
$$

which is a homogeneous degree- $m$ function in ${ }^{\mathrm{b}} T^{*} M \backslash o$. (The subscripts on the notation $\sigma_{\mathrm{b}, m}$ of the principal symbol distinguish it from the dual variable $\sigma$.) Principal symbols are multiplicative, i.e. $\sigma_{\mathrm{b}, m+m^{\prime}}\left(\mathcal{P}^{\circ} \mathcal{P}^{\prime}\right)=\sigma_{\mathrm{b}, m}(\mathcal{P}) \sigma_{\mathrm{b}, m^{\prime}}\left(\mathcal{P}^{\prime}\right)$, and one has a connection between operator commutators and Poisson brackets, to wit

$$
\sigma_{\mathrm{b}, m+m^{\prime}-1}\left(i\left[\mathcal{P}, \mathcal{P}^{\prime}\right]\right)=H_{p} p^{\prime}, \quad p=\sigma_{\mathrm{b}, m}(\mathcal{P}), p^{\prime}=\sigma_{\mathrm{b}, m^{\prime}}\left(\mathcal{P}^{\prime}\right)
$$

where $H_{p}$ is the extension of the Hamilton vector field from $T^{*} M^{\circ} \backslash o$ to ${ }^{\mathrm{b}} T^{*} M \backslash o$, which is thus a homogeneous degree- $(m-1)$ vector field on ${ }^{\mathrm{b}} T^{*} M \backslash o$ tangent to the boundary ${ }^{\mathrm{b}} T_{X}^{*} M$. In local coordinates $(\tau, x)$ on $M$ near $X$, with b-dual coordinates $(\sigma, \xi)$ as in (A.2), this has the form

$$
H_{p}=\left(\partial_{\sigma} p\right)\left(\tau \partial_{\tau}\right)-\left(\tau \partial_{\tau} p\right) \partial_{\sigma}+\sum_{j}\left(\left(\partial_{\xi_{j}} p\right) \partial_{x_{j}}-\left(\partial_{x_{j}} p\right) \partial_{\xi_{j}}\right)
$$

see [11, equation (3.20)], where a somewhat different notation is used, given by [11, equation (3.19)].

We are also interested in b-differential operators acting on sections of vector bundles on $M$. If $E$ and $F$ are vector bundles over $M$ of rank $N_{E}$ and $N_{F}$, respectively, then, in coordinate charts over which $E$ and $F$ are trivialized, such operators $\mathcal{P} \in$ $\operatorname{Diff}_{\mathrm{b}}^{m}(M ; E, F)$, so $P: \mathcal{C}^{\infty}(M ; E) \rightarrow \mathcal{C}^{\infty}(M ; F)$, are simply $N_{F} \times N_{E}$ matrices of (scalar) b-differential operators $\mathcal{P}_{i j} \in \operatorname{Diff}_{\mathrm{b}}^{m}(M)$. An example is the b-version of the exterior differential ${ }^{\mathrm{b}} d: \mathcal{C}^{\infty}\left(M ;{ }^{\mathrm{b}} \Lambda^{p} M\right) \rightarrow \mathcal{C}^{\infty}\left(M ;{ }^{\mathrm{b}} \Lambda^{p+1} M\right),{ }^{\mathrm{b}} d \in \operatorname{Diff}_{\mathrm{b}}^{1}\left(M ;{ }^{\mathrm{b}} \Lambda^{p} M,{ }^{\mathrm{b}} \Lambda^{p+1} M\right)$, given for $p=0$ by

$$
{ }^{\mathrm{b}} d u=\left(\tau \partial_{\tau} u\right) \frac{d \tau}{\tau}+\sum_{j=1}^{n-1}\left(\partial_{x_{j}} u\right) d x_{j}
$$

and extended to the higher-degree differential forms in the usual manner, so

$$
{ }^{\mathrm{b}} d\left(u d x_{i_{1}} \wedge \ldots \wedge d x_{i_{p}}\right)=\left({ }^{\mathrm{b}} d u\right) \wedge d x_{i_{1}} \wedge \ldots \wedge d x_{i_{p}}
$$

and (note that $d \tau / \tau=d \log \tau$ )

$$
{ }^{\mathrm{b}} d\left(u \frac{d \tau}{\tau} \wedge d x_{i_{1}} \wedge \ldots \wedge d x_{i_{p-1}}\right)=\left({ }^{\mathrm{b}} d u\right) \wedge \frac{d \tau}{\tau} \wedge d x_{i_{1}} \wedge \ldots \wedge d x_{i_{p-1}}
$$

Thus, ${ }^{\mathrm{b}} d=d$ is the usual exterior differential away from $X=\partial M$ if one uses the natural identification of ${ }^{\mathrm{b}} T M$ with $T M$ away from $X$, likewise for the associated bundles.

If $E$ and $F$ are real vector bundles, and $h_{E}$ and $h_{F}$ are inner products of any signature (i.e. bilinear symmetric non-degenerate maps to the reals) on the fibers of $E$ and $F$, respectively, and $\nu$ is a non-degenerate b-density (e.g. the density $|d g|$ of a b-metric), then $\mathcal{P} \in \operatorname{Diff}_{\mathrm{b}}^{m}(M ; E, F)$ has an adjoint $\mathcal{P}^{*} \in \operatorname{Diff}_{\mathrm{b}}^{m}(M ; F, E)$ characterized by

$$
\langle\mathcal{P} u, v\rangle_{F}=\left\langle u, \mathcal{P}^{*} v\right\rangle_{E}, \quad u \in \dot{\mathcal{C}}^{\infty}(M ; E) v \in \dot{\mathcal{C}}^{\infty}(M ; F),
$$

where

$$
\left\langle u_{1}, u_{2}\right\rangle_{E}=\int h_{E}\left(u_{1}, u_{2}\right) \nu, \quad u_{1}, u_{2} \in \dot{\mathcal{C}}^{\infty}(M ; E)
$$

and similarly for $F$. We maintain the same notation for the complexified bundles to which $h_{E}$ and $h_{F}$ extend as sesquilinear fiber inner products. In particular, any non-degenerate b-metric $g$ induces inner products (of various signature!) on ${ }^{\mathrm{b}} \Lambda M$ and $S^{p}{ }^{\mathrm{b}} T^{*} M$; an example of an adjoint is ${ }^{\mathrm{b}} d^{*}=\delta \in \operatorname{Diff}_{\mathrm{b}}^{1}\left(M ;{ }^{\mathrm{b}} \Lambda^{p+1} M,{ }^{\mathrm{b}} \Lambda^{p} M\right)$. Other important geometric operators include the covariant derivative with respect to a b-metric $g$,

$$
\nabla \in \operatorname{Diff}_{\mathrm{b}}^{1}\left(M ; S^{p \mathrm{~b}} T^{*} M,{ }^{\mathrm{b}} T^{*} M \otimes S^{p \mathrm{~b}} T^{*} M\right)
$$

the symmetric gradient

$$
\delta_{g}^{*} \in \operatorname{Diff}_{\mathrm{b}}^{1}\left(M ;{ }^{\mathrm{b}} T^{*} M, S^{2 \mathrm{~b}} T^{*} M\right)
$$

and the divergence

$$
\delta_{g} \in \operatorname{Diff}_{\mathrm{b}}^{1}\left(M, S^{2}{ }^{\mathrm{b}} T^{*} M,{ }^{\mathrm{b}} T^{*} M\right)
$$

besides bundle endomorphisms such as the Ricci curvature of a fixed b-metric $g$,

$$
\operatorname{Ric}(g) \in \operatorname{Diff}_{\mathrm{b}}^{0}\left(M ;{ }^{\mathrm{b}} T^{*} M,{ }^{\mathrm{b}} T^{*} M\right)
$$

For most analytic purposes the bundles are irrelevant, and thus we suppress them in the notation below.

While elements of $\operatorname{Diff}_{\mathrm{b}}(M)$ commute to leading order in the symbolic sense, they do not commute in the sense of the order of decay of their coefficients. (This is in contrast to the scattering algebra; see [111].) The normal operator captures the leading-order part of $\mathcal{P} \in \operatorname{Diff}_{\mathrm{b}}^{m}(M)$ in the latter sense, namely

$$
N(\mathcal{P})=\sum_{j+|\alpha| \leqslant m} a_{\alpha}(0, x)\left(\tau D_{\tau}\right)^{j} D_{x}^{\alpha}
$$

One can define $N(\mathcal{P})$ invariantly as an operator on the model space $M_{I}:=[0, \infty)_{\tau} \times X$ by fixing a boundary defining function of $M$; see [140, §3]. Identifying a collar neighborhood of $X \subset M$ with a neighborhood of $\{0\} \times X$ in $M_{I}$, we then have $\mathcal{P}-N(\mathcal{P}) \in \tau \operatorname{Diff}_{\mathrm{b}}^{m}(M)$ (near $\partial M$ ). Since $N(\mathcal{P})$ is dilation-invariant (equivalently, translation-invariant in $t=$ $-\log \tau)$, it is naturally studied via the Mellin transform in $\tau$ (equivalently, Fourier transform in $-t$ ), which leads to the (Mellin transformed) normal operator family

$$
\widehat{N}(\mathcal{P})(\sigma) \equiv \widehat{\mathcal{P}}(\sigma)=\sum_{j+|\alpha| \leqslant m} a_{\alpha}(0, x) \sigma^{j} D_{x}^{\alpha}
$$

which is a holomorphic family of operators $\widehat{\mathcal{P}}(\sigma) \in \operatorname{Diff}^{m}(X)$. Here the Mellin transform is the map

$$
\begin{equation*}
\mathcal{M}: u \longmapsto \hat{u}(\sigma, \cdot)=\int_{0}^{\infty} \tau^{-\imath \sigma} u(\tau, \cdot) \frac{d \tau}{\tau} \tag{A.3}
\end{equation*}
$$

with inverse transform

$$
\mathcal{M}^{-1}: v \longmapsto \check{v}(\tau, \cdot)=\frac{1}{2 \pi} \int_{\mathbb{R}+\imath \alpha} \tau^{\imath \sigma} v(\sigma, \cdot) d \sigma
$$

with $\alpha$ chosen in the region of holomorphy of $v$. Note that for $u$ which are supported near $\tau=0$ and are polynomially bounded as $\tau \rightarrow 0$, with values in a space such as $\mathbb{C}$, $\mathcal{C}^{\infty}(X), L^{2}(X)$ or $\mathcal{C}^{-\infty}(X)$, the Mellin transform $\mathcal{M} u$ is holomorphic in $\operatorname{Im} \sigma>C, C>0$ sufficiently large, with values in the same space. The Mellin transform is described in detail in $[110, \S 5]$, but the reader should keep in mind that it is a renormalized Fourier transform, corresponding to the exponential change of variables $\tau=e^{-t}$ mentioned above, so results for it are equivalent to related results for the Fourier transform. The $L^{2}$-based result, Plancherel's theorem, states that if $\nu$ is a smooth non-degenerate density on $X$ and $r_{c}$ denotes restriction to the line $\operatorname{Im} \sigma=c$, then

$$
\begin{equation*}
r_{-\alpha^{\circ}} \mathcal{M}: \tau^{\alpha} L^{2}\left(X \times[0, \infty) ; \frac{|d \tau|}{\tau} \nu\right) \longrightarrow L^{2}\left(\mathbb{R} ; L^{2}(X ; \nu)\right) \tag{A.4}
\end{equation*}
$$

is an isomorphism. We are interested in functions $u$ supported near $\tau=0$, in which case, with $r_{\left(c_{1}, c_{2}\right)}$ denoting restriction to the strip $c_{1}<\operatorname{Im} \sigma<c_{2}$, for $N>0$,

$$
\begin{equation*}
r_{-\alpha,-\alpha+N^{\circ}} \mathcal{M}: \tau^{\alpha}(1+\tau)^{-N} L^{2}\left(X \times[0, \infty) ; \frac{|d \tau|}{\tau} \nu\right) \longrightarrow \mathcal{A} \tag{A.5}
\end{equation*}
$$

where $\mathcal{A}$ is the set of functions

$$
\begin{aligned}
v: \mathbb{R} \times \imath(-\alpha,-\alpha+N) & \longrightarrow L^{2}(X ; \nu), \\
\sigma & \longmapsto v(\sigma),
\end{aligned}
$$

which are holomorphic in $\sigma$ and such that

$$
\sup _{-\alpha<r<-\alpha+N}\|v(\cdot+\imath r, \cdot)\|_{L^{2}\left(\mathbb{R} ; L^{2}(X ; \nu)\right)}<\infty ;
$$

see [110, Lemma 5.18]. Note that, in accordance with (A.4), $v$ in (A.5) extends continuously to the boundary values, $r=-\alpha$ and $r=-\alpha-N$, with values in the same space as for holomorphy. Moreover, for functions supported in, say, $\tau<1$, one can take $N$ arbitrary.

## A.2. b-pseudodifferential operators and b-Sobolev spaces

Passing from $\operatorname{Diff}_{\mathrm{b}}(M)$ to the algebra of $b$-pseudodifferential operators $\Psi_{\mathrm{b}}(M)$ amounts to allowing symbols to be more general functions than polynomials; apart from symbols being smooth functions on ${ }^{\mathrm{b}} T^{*} M$, rather than on $T^{*} M$ if $M$ was boundaryless, this is entirely analogous to the way one passes from differential to pseudodifferential operators, with the technical details being a bit more involved. One can have a rather accurate picture of b-pseudodifferential operators, however, by considering the following: for $a \in$ $\mathcal{C}^{\infty}\left({ }^{\mathrm{b}} T^{*} M\right)$, we say $a \in S^{m}\left({ }^{\mathrm{b}} T^{*} M\right)$ if $a$ satisfies

$$
\begin{equation*}
\left|\partial_{z}^{\alpha} \partial_{\zeta}^{\beta} a(z, \zeta)\right| \leqslant C_{\alpha \beta}\langle\zeta\rangle^{m-|\beta|} \text { for all multi-indices } \alpha \text { and } \beta \tag{A.6}
\end{equation*}
$$

in any coordinate chart, where $z$ are coordinates in the base and $\zeta$ coordinates in the fiber; more precisely, in local coordinates $(\tau, x)$ near $X$, we take $\zeta=(\sigma, \xi)$ as above. We define the quantization $\operatorname{Op}(a)$ of $a$, acting on smooth functions $u$ supported in a coordinate chart, by

$$
\begin{align*}
\operatorname{Op}(a) u(\tau, x)=(2 \pi)^{-n} \int & e^{i\left(\tau-\tau^{\prime}\right) \tilde{\sigma}+i\left(x-x^{\prime}\right) \xi} \phi\left(\frac{\tau-\tau^{\prime}}{\tau}\right)  \tag{A.7}\\
& \times a(\tau, x, \tau \tilde{\sigma}, \xi) u\left(\tau^{\prime}, x^{\prime}\right) d \tau^{\prime} d x^{\prime} d \tilde{\sigma} d \xi
\end{align*}
$$

where the $\tau^{\prime}$-integral is over $[0, \infty)$, and $\phi \in \mathcal{C}_{c}^{\infty}\left(\left(-\frac{1}{2}, \frac{1}{2}\right)\right)$ is identically 1 near 0 . The cutoff $\phi$ ensures that these operators lie in the 'small b-calculus' of Melrose, in particular that such quantizations act on weighted b-Sobolev spaces, defined below; see also the explicit description of the Schwartz kernels below using blow-ups. For general $u$, we define $\operatorname{Op}(a) u$ using a partition of unity. We write $\operatorname{Op}(a) \in \Psi_{\mathrm{b}}^{m}(M)$; every element of $\Psi_{\mathrm{b}}^{m}(M)$ is of the form $\operatorname{Op}(a)$ for some $a \in S^{m}\left({ }^{\mathrm{b}} T^{*} M\right)$ modulo the set $\Psi_{\mathrm{b}}^{-\infty}(M)$ of smoothing operators. We say that $a$ is a symbol of $\operatorname{Op}(a)$. The equivalence class of $a$ in $S^{m}\left({ }^{\mathrm{b}} T^{*} M\right) / S^{m-1}\left({ }^{\mathrm{b}} T^{*} M\right)$ is invariantly defined on ${ }^{\mathrm{b}} T^{*} M$ and is called the principal symbol of $\mathrm{Op}(a)$.

A different way of looking at $\Psi_{\mathrm{b}}(M)$ is in terms of Hörmander's uniform algebra, namely pseudodifferential operators on $\mathbb{R}^{n}$ arising as, say, left quantizations of symbols $\tilde{a} \in S_{\infty}^{m}\left(\mathbb{R}_{\tilde{z}}^{n} ; \mathbb{R}_{\tilde{z}}^{n}\right)$ satisfying estimates

$$
\begin{equation*}
\left|\partial_{\tilde{z}}^{\alpha} \partial_{\tilde{z}}^{\beta} \tilde{a}(\tilde{z}, \tilde{z})\right| \leqslant C_{\alpha \beta}\langle\tilde{z}\rangle^{m-|\beta|} \text { for all multi-indices } \alpha \text { and } \beta . \tag{A.8}
\end{equation*}
$$

To see the connection, consider local coordinates $(\tau, x)$ on $M$ near $\partial M$ as above, and write $\tilde{z}=(t, x)$ with $t=-\log \tau$, with the region of interest being a cylindrical set $(C, \infty)_{t} \times \Omega_{x}$ corresponding to $\left(0, e^{-C}\right)_{\tau} \times \Omega_{x}$. Then, the uniform estimates (A.8) are equivalent to estimates (pulling back $\tilde{a}$ via the map $\psi(\tau, x)=(-\log \tau, x))$

$$
\begin{align*}
& \left|\left(\tau \partial_{\tau}\right)^{\alpha_{0}} \partial_{x}^{\alpha^{\prime}} \partial_{\sigma}^{\beta_{0}} \partial_{\xi}^{\beta^{\prime}} \psi^{*} \tilde{a}(\tau, x, \sigma, \xi)\right| \leqslant C_{\alpha \beta}\langle(\sigma, \xi)\rangle^{m-|\beta|}  \tag{A.9}\\
& \quad \text { for all multi-indices } \alpha=\left(\alpha_{0}, \alpha^{\prime}\right) \text { and } \beta=\left(\beta_{0}, \beta^{\prime}\right),
\end{align*}
$$

and the quantization map becomes

$$
\begin{aligned}
& \widetilde{\mathrm{Op}}(\tilde{a}) u(\tau, x) \\
& \quad=(2 \pi)^{-n} \int e^{i \log \left(\tau / \tau^{\prime}\right) \sigma+i\left(x-x^{\prime}\right) \xi} \psi^{*} \tilde{a}(\tau, x,-\sigma, \xi) u\left(\tau^{\prime}, x^{\prime}\right)\left(\tau^{\prime}\right)^{-1} d \tau^{\prime} d x^{\prime} d \sigma d \xi,
\end{aligned}
$$

Letting $\tilde{\sigma}=\tau^{-1} \sigma$, this reduces to an oscillatory integral of the form (A.7), taking into account that in $\tau / \tau^{\prime} \in\left(C^{-1}, C\right), C>0$, the function $\log \left(\tau / \tau^{\prime}\right)$ in the phase is equivalent to $\left(\tau-\tau^{\prime}\right) / \tau$. (Notice that, in terms of $t$ and $t^{\prime}$, the cutoff $\phi$ in (A.7) is a compactly supported function of $t-t^{\prime}$, identically 1 near zero.) With $z=(\tau, x), \zeta=(\sigma, \xi)$, these estimates (A.9) would be exactly the estimates (A.6), if $\left(\tau \partial_{\tau}\right)^{\alpha_{0}}$ were replaced by $\partial_{\tau}^{\alpha_{0}}$. Thus, (A.9) gives rise to the space of b-ps.d.o's conormal to the boundary, i.e. in terms of b-differential operators, the coefficients are allowed to be merely conormal to $X=\partial M$, rather than smooth up to it. As in the setting of classical (one-step polyhomogeneous) symbols, for distributions smoothness up to the boundary is equivalent to conormality (symbolic estimates in the symbol case) plus an asymptotic expansion; thus, apart from the fact that we need to be careful in discussing supports, the b-ps.d.o. algebra is essentially locally a subalgebra of Hörmander's uniform algebra. Most properties of b-ps.d.o's are true even in this larger, 'conormal coefficients' class, and indeed this perspective is very important when the coefficients are generalized to have merely finite Sobolev regularity as was done in [71] and [76]; indeed, the 'only' significant difference concerns the normal operator, which does not make sense in the conormal setting. We also refer to [141, Chapter 6] for a full discussion, including an introduction of localizers, far from diagonal terms, etc.

If $A \in \Psi_{\mathrm{b}}^{m_{1}}(M)$ and $B \in \Psi_{\mathrm{b}}^{m_{2}}(M)$, then $A B, B A \in \Psi_{\mathrm{b}}^{m_{1}+m_{2}}(M)$, while

$$
[A, B] \in \Psi_{\mathrm{b}}^{m_{1}+m_{2}-1}(M)
$$

and its principal symbol is

$$
\frac{1}{i} H_{a} b \equiv \frac{1}{i}\{a, b\}
$$

with $H_{a}$ as above.

We also recall the notion of $b$-Sobolev spaces: fixing a volume b-density $\nu$ on $M$, which locally is a positive multiple of

$$
\left|\frac{d \tau}{\tau} d x\right|
$$

we define, for $s \in \mathbb{N}_{0}$,

$$
H_{\mathrm{b}}^{s}(M)=\left\{u \in L^{2}(M, \nu): V_{1} \ldots V_{j} u \in L^{2}(M, \nu), V_{i} \in \mathcal{V}_{\mathrm{b}}(M), 1 \leqslant i \leqslant j \leqslant s\right\}
$$

which one can extend to $s \in \mathbb{R}$ by duality and interpolation. Weighted $b$-Sobolev spaces are denoted

$$
\begin{equation*}
H_{\mathrm{b}}^{s, \alpha}(M)=\tau^{\alpha} H_{\mathrm{b}}^{s}(M) \tag{A.10}
\end{equation*}
$$

i.e. its elements are of the form $\tau^{\alpha} u$ with $u \in H_{\mathrm{b}}^{s}(M)$. Any b-pseudodifferential operator $\mathcal{P} \in \Psi_{\mathrm{b}}^{m}(M)$ defines a bounded linear map $\mathcal{P}: H_{\mathrm{b}}^{s, \alpha}(M) \rightarrow H_{\mathrm{b}}^{s-m, \alpha}(M)$ for all $s, \alpha \in \mathbb{R}$. Correspondingly, there is a notion of wave front set $\mathrm{WF}_{\mathrm{b}}^{s, \alpha}(u) \subset{ }^{\mathrm{b}} S^{*} M$ for a distribution $u \in H_{\mathrm{b}}^{-\infty, \alpha}(M)=\bigcup_{s \in \mathbb{R}} H_{\mathrm{b}}^{s, \alpha}(M)$, defined analogously to the wave front set of distributions on $\mathbb{R}^{n}$ or closed manifolds: a point $\varpi \in{ }^{\mathrm{b}} S^{*} M$ is not in $\mathrm{WF}_{\mathrm{b}}^{s, \alpha}(u)$ if and only if there exists $\mathcal{P} \in \Psi_{\mathrm{b}}^{0}(M)$, elliptic at $\varpi$ (i.e. with principal symbol non-vanishing on the ray corresponding to $\varpi$ ), such that $\mathcal{P} u \in H_{\mathrm{b}}^{s, \alpha}(M)$. Notice, however, that we $d o$ need to have a-priori control on the weight $\alpha$ (we are assuming $u \in H_{\mathrm{b}}^{-\infty, \alpha}(M)$ ), which again reflects the lack of commutativity of $\Psi_{\mathrm{b}}(M)$ to leading order in the sense of decay of coefficients at $\partial M$.

The Mellin transform is also well behaved on the b-Sobolev spaces $H_{\mathrm{b}}^{s}(X \times[0, \infty))$, and indeed gives a direct way of defining non-integer order Sobolev spaces. For $s \geqslant 0$ (cf. [110, equation (5.41)]),

$$
\begin{align*}
r_{-\alpha^{\circ}} \mathcal{M}: \tau^{\alpha} H_{\mathrm{b}}^{s} & \left(X \times[0, \infty) ; \frac{|d \tau|}{\tau} \nu\right)  \tag{A.11}\\
& \longrightarrow\left\{v \in L^{2}\left(\mathbb{R} ; H^{s}(X ; \nu)\right):\left(1+|\sigma|^{2}\right)^{s / 2} v \in L^{2}\left(\mathbb{R} ; L^{2}(X ; \nu)\right)\right\}
\end{align*}
$$

is an isomorphism, with the analogue of (A.5) also holding. Note that the right-hand side of (A.11) is equivalent to

$$
\begin{equation*}
\langle | \sigma\left\rangle^{s} v \in L^{2}\left(\mathbb{R} ; H_{\langle | \sigma| \rangle^{-1}}^{s}(X ; \nu)\right)\right. \tag{A.12}
\end{equation*}
$$

where the space on the right-hand side is the standard semiclassical Sobolev space and $\langle | \sigma\left\rangle=\left(1+|\sigma|^{2}\right)^{1 / 2}\right.$; indeed, for $s \geqslant 0$ integer, both are equivalent to the statement that, for all $\beta$ with $|\beta| \leqslant s,\langle | \sigma| \rangle^{s-|\beta|} D_{x}^{\beta} v \in L^{2}\left(\mathbb{R} ; L^{2}(X ; \nu)\right)$. Here, by equivalence we mean not only the membership in a set, but also that of the standard norms, such as

$$
\left(\sum_{|\beta| \leqslant s} \int_{\operatorname{Im} \sigma=-\alpha}\langle | \sigma| \rangle^{2(s-|\beta|)}\left\|D_{x}^{\beta} v\right\|_{L^{2}(X ; \nu)}^{2} d \sigma\right)^{1 / 2}
$$

corresponding to these spaces. Note that, by dualization, (A.12) characterizes the Mellin transform of $H_{\mathrm{b}}^{s, \alpha}$ for all $s \in \mathbb{R}$.

The basic microlocal results, such as elliptic regularity, propagation of singularities and radial point estimates, have versions in the b-setting; these are purely symbolic (i.e. do not involve normal operators), and thus by themselves are insufficient for a Fredholm analysis, since the latter requires estimates with relatively compact errors. It is usually convenient to state these results in terms of wave front set containments, but by the closed graph theorem such statements are automatically equivalent to microlocalized Sobolev estimates, and are indeed often proved by such.

Let us first discuss microlocal elliptic regularity for a classical operator $\mathcal{P} \in \Psi_{\mathrm{b}}^{m}(M)$. We recall that $\mathcal{P}$ elliptic at $\varpi \in^{\mathrm{b}} S^{*} M$ if $\sigma_{\mathrm{b}}(\mathcal{P})$ is invertible at $\varpi$; here, one renormalizes the principal symbol by using any non-degenerate homogeneous degree- $m$ section of ${ }^{\mathrm{b}} T^{*} M$, so that the restriction to ${ }^{\mathrm{b}} S^{*} M$, considered as fiber infinity, makes sense.

Proposition A.1. Suppose $u \in H_{\mathrm{b}}^{s^{\prime}, \alpha}$ for some $s^{\prime}, \alpha$, and $\varpi \notin \mathrm{WF}_{\mathrm{b}}^{s-m, \alpha}(\mathcal{P} u)$. Then, $\varpi \notin \mathrm{WF}_{\mathrm{b}}^{s, \alpha}(u)$. Quantitatively, the estimate

$$
\left\|B_{2} u\right\|_{H_{\mathrm{b}}^{s, \alpha}} \leqslant C\left(\left\|B_{1} \mathcal{P} u\right\|_{H_{\mathrm{b}}^{s-m, \alpha}}+\|u\|_{H_{\mathrm{b}}^{s^{\prime}, \alpha}}\right)
$$

is valid for $B_{1}, B_{2} \in \Psi_{\mathrm{b}}^{0}(M)$, with $B_{1}$ elliptic on $\mathrm{WF}_{\mathrm{b}}^{\prime}\left(B_{2}\right)$ and $\mathcal{P}$ elliptic on $\mathrm{WF}_{\mathrm{b}}^{\prime}\left(B_{2}\right)$.
Next, to describe propagation of singularities for a classical operator $\mathcal{P} \in \Psi_{\mathrm{b}}^{m}(M)$ with real principal symbol $p$ (scalar if $\mathcal{P}$ is acting on vector bundles), we recall that the characteristic set $\operatorname{Char}(P)$ is the complement of its elliptic set (the set of points where $\mathcal{P}$ is elliptic). Then, we have the following.

Proposition A.2. Let $u \in H_{\mathrm{b}}^{s^{\prime}, \alpha}$ for some $s^{\prime}, \alpha$. Then $\mathrm{WF}_{\mathrm{b}}^{s, \alpha}(u) \backslash \mathrm{WF}_{\mathrm{b}}^{s-m+1, \alpha}(\mathcal{P} u)$ is the union of maximally extended (null) bicharacteristics, i.e. integral curves of $H_{p}$ inside the characteristic set $\operatorname{Char}(\mathcal{P})$ of $\mathcal{P}$ inside $\operatorname{Char}(\mathcal{P}) \backslash \mathrm{WF}_{\mathrm{b}}^{s-m+1, \alpha}(\mathcal{P} u)$.

This statement is vacuous at points $\varpi$, where $H_{p}$ is radial, i.e. tangent to the dilation orbits in the fibers of ${ }^{\mathrm{b}} T^{*} M \backslash o$. Elsewhere, it again amounts to an estimate, which now is of the form

$$
\begin{equation*}
\left\|B_{2} u\right\|_{H_{\mathrm{b}}^{s, \alpha}} \leqslant C\left(\left\|B_{1} u\right\|_{H_{\mathrm{b}}^{s, \alpha}}+\|S \mathcal{P} u\|_{H_{\mathrm{b}}^{s-m+1, \alpha}}+\|u\|_{H_{\mathrm{b}}^{s^{\prime}, \alpha}}\right), \tag{A.13}
\end{equation*}
$$

which is valid whenever $B_{1}, B_{2}, S \in \Psi_{\mathrm{b}}^{0}(M)$ with $S$ elliptic on $\mathrm{WF}_{\mathrm{b}}^{\prime}\left(B_{2}\right)$, and every bicharacteristic from $\mathrm{WF}_{\mathrm{b}}^{\prime}\left(B_{2}\right)$ reaching the elliptic set of $B_{1}$, say in the backward direction along $H_{p}$, while remaining in the elliptic set in $S$; this estimate gives propagation in the forward direction along $H_{p}$.

The estimate (A.13) remains valid, for propagation in the forward direction, if $p$ is no longer real, but $\operatorname{Im} p \leqslant 0$, and in the backward direction if $\operatorname{Im} p \geqslant 0$. Such an operator is called complex absorbing. Notice that one has a better, elliptic, estimate where $\operatorname{Im} p>0$; the point is that the propagation of singularities estimate works at the boundary of this region.

Radial points of $H_{p}$ come in many flavors, depending on the linearization of $H_{p}$. In the present context, at the b-conormal bundle of the boundary of the event or cosmological horizon at infinity, the important type is saddle points, or more precisely submanifolds $L$ of normally saddle points, introduced in [75, §2.1.1] in the b-setting. (See [11] for a source/sink case, which is relevant to the wave equation on Minkowski-type spaces.) More precisely, the saddle point is of the following type: within the characteristic set of $\mathcal{P}$, one of the stable/unstable manifolds lies in ${ }^{\mathrm{b}} S_{X}^{*} M$, and the other, call it $\mathcal{L}$, is transversal to ${ }^{\mathrm{b}} S_{X}^{*} M$; the full assumptions are stated in [75, $\left.\S 2.1 .1\right]$; see also the discussion of the dynamics in §3.4. In fact, one should really consider at least the infinitesimal behavior of the linearization towards the interior of the cotangent bundle as well, i.e. work on ${ }^{\mathrm{b}} T^{*} M$, with ${ }^{\mathrm{b}} S^{*} M$ its boundary at fiber infinity; then, with $L$ a submanifold of ${ }^{\mathrm{b}} S_{X}^{*} M$ still, we are interested in the setting in which the statement about stable/unstable manifolds still holds in $\overline{{ }^{\mathrm{b}} T^{*}} M$. Then, there is a critical regularity, $s=\frac{1}{2}(m-1)+\beta \alpha$, where $\alpha$ is the Sobolev weight order as above, and $\beta$ arises from the subprincipal symbol of $\mathcal{P}$ at $L$; in the case of event horizons, it is the reciprocal surface gravity. (If $\mathcal{P} \neq \mathcal{P}^{*}$, there is a correction term to the critical regularity; see §5.1.) Namely, the theorem ([75, Proposition 2.1]) states the following facts:

- for $s>\frac{1}{2}(m-1)+\beta \alpha$, one can propagate estimates from a punctured neighborhood of $\mathcal{L} \cap{ }^{\mathrm{b}} S_{X}^{*} M$ in $\mathcal{L}$ to $X$;
- if $s<\frac{1}{2}(m-1)+\beta \alpha$, the opposite direction of propagation is possible.

Remark A.3. This is the redshift effect in the direction of propagation into the boundary, since one has then a source/sink within the boundary; that is, in the direction in which the estimates are propagated, the linearization at $L$ infinitesimally shifts the frequency (where one is in the fibers of ${ }^{\mathrm{b}} T^{*} M$ ) away from fiber infinity, i.e. to lower frequencies. Dually, this gives a blue shift effect when one propagates the estimates out of the boundary.

When the $H_{p}$-flow has an appropriate global structure, e.g. when one has complex absorption in some regions, and the $H_{p}$-flow starts from and ends in these, potentially after 'going through' radial saddle points, see [75, §2.1], one gets global estimates

$$
\begin{equation*}
\|u\|_{H_{\mathrm{b}}^{s, \alpha}} \leqslant C\left(\|\mathcal{P} u\|_{H_{\mathrm{b}}^{s-m+1, \alpha}}+\|u\|_{H_{\mathrm{b}}^{s^{\prime}, \alpha}}\right), \tag{A.14}
\end{equation*}
$$

with $s^{\prime}<s$, provided of course the threshold conditions are satisfied when radial points are present (depending on the direction of propagation). One also has dual estimates for $\mathcal{P}^{*}$, propagating in the opposite direction.

Due to the lack of gain in $\alpha$, these estimates do not directly give rise to a Fredholm theory, even if $M$ is compact, since the inclusion map $H_{\mathrm{b}}^{s, \alpha} \rightarrow H_{\mathrm{b}}^{s^{\prime}, \alpha}$ is not compact even if $s>s^{\prime}$. This can be done via the analysis of the (Mellin transformed) normal operator $\widehat{N}(\mathcal{P})(\sigma) \equiv \widehat{\mathcal{P}}(\sigma)$. Namely, when $\widehat{\mathcal{P}}(\sigma)$ has no poles in the region $-\operatorname{Im} \sigma \in\left[r^{\prime}, r\right]$, and when large $|\operatorname{Re} \sigma|$ estimates hold for $\widehat{\mathcal{P}}$, which is automatic when $\mathcal{P}$ has the global structure allowing for the global estimates (A.14), then one can obtain estimates like

$$
\|u\|_{H_{\mathrm{b}}^{s, r}} \leqslant C\left(\|N(\mathcal{P}) u\|_{H_{\mathrm{b}}^{s-m+1, r}}+\|u\|_{H_{\mathrm{b}}^{s^{\prime}, r^{\prime}}}\right)
$$

which, when applied to the error term of (A.14) via the use of cutoff functions, gives

$$
\|u\|_{H_{\mathrm{b}}^{s, r}} \leqslant C\left(\|\mathcal{P} u\|_{H_{\mathrm{b}}^{s-m+1, r}}+\|u\|_{H_{\mathrm{b}}^{s^{\prime}, r^{\prime}}}\right),
$$

with $s>s^{\prime}, r>r^{\prime}$, and dual estimates for $\mathcal{P}^{*}$, which does give rise to a Fredholm problem for $\mathcal{P}$.

We are also interested in domains in $M$, more precisely 'product' or ' p ' submanifolds with corners $\Omega$ in $M$. Thus, $\Omega$ is given by inequalities of the form $\mathfrak{t}_{j} \geqslant 0, j=1,2 \ldots, m$, such that at any point $p$ the differentials of those of the $\mathfrak{t}_{j}$, as well as of the boundary defining function $\tau$ of $M$, which vanish at $p$, must be linearly independent (as vectors in $T_{p}^{*} M$ ). For instance, if $m=2$, and $p \in X=\partial M$ with $\mathfrak{t}_{1}(p) \neq 0, \mathfrak{t}_{2}(p)=0$, then $d \tau(p)$ and $d \mathfrak{t}_{2}(p)$ must be linearly independent. The main example of interest is the domain $\Omega$ defined in $\S 3.5$ (see Figure 3.4), in which case we can take $\mathfrak{t}_{1}=\prod_{ \pm}\left(r-\left(r_{b_{0}, \pm} \pm \varepsilon_{M}\right)\right.$ ) and $\mathfrak{t}_{2}=1-\tau$.

On a manifold with corners, such as $\Omega$, one can consider supported and extendible distributions; see [81, Appendix B.2] for the smooth boundary setting, with simple changes needed only for the corners setting, which is discussed e.g. in [138, §3]. Here we consider $\Omega$ as a domain in $M$, and thus its boundary face $X \cap \Omega$ is regarded as having a different character from the $H_{j} \cap \Omega, H_{j}=\mathfrak{t}_{j}^{-1}(0)$, i.e. the support/extendibility considerations do not arise at $X$-all distributions are regarded as acting on a subspace of $\mathcal{C}^{\infty}$ functions on $\Omega$ vanishing at $X$ to infinite order, i.e. they are automatically extendible distributions at $X$. On the other hand, at the $H_{j}$ we consider both extendible distributions, acting on $\mathcal{C}^{\infty}$ functions vanishing to infinite order at $H_{j}$, and supported distributions, which act on all $\mathcal{C}^{\infty}$ functions (as far as conditions at $H_{j}$ are concerned). For example, the space of supported distributions at $H_{1}$ extendible at $H_{2}$ (and at $X$, as we always tacitly assume) is the dual space of the subspace of $\mathcal{C}^{\infty}(\Omega)$ consisting of functions vanishing to infinite order at $H_{2}$ and $X$ (but not necessarily at $H_{1}$ ). An equivalent way
of characterizing this space of distributions is that they are restrictions of elements of the dual $\mathcal{C}^{-\infty}(M)$ of $\dot{\mathcal{C}}_{\mathrm{c}}^{\infty}(M)$ with support in $\mathfrak{t}_{1} \geqslant 0$ to $\mathcal{C}^{\infty}$ functions on $\Omega$ which vanish to infinite order at $X$ and $H_{2}$; thus, in the terminology of [81], they are restrictions of elements of $\mathcal{C}^{-\infty}(M)$ with support in $\mathfrak{t}_{1} \geqslant 0$ to $\Omega \backslash\left(H_{2} \cup X\right)$.

The main interest is in spaces induced by the Sobolev spaces $H_{\mathrm{b}}^{s, r}(M)$. Notice that the Sobolev norm is of completely different nature at $X$ than at the $H_{j}$, namely the derivatives are based on complete, rather than incomplete, vector fields: $\mathcal{V}_{\mathrm{b}}(M)$ is being restricted to $\Omega$, so one obtains vector fields tangent to $X$ but not to the $H_{j}$. As for supported and extendible distributions corresponding to $H_{\mathrm{b}}^{s, r}(M)$, we have, for instance,

$$
H_{\mathrm{b}}^{s, r}(\Omega)^{\bullet,-}
$$

with the first superscript on the right denoting whether supported (•) or extendible $(-)$ distributions are discussed at $H_{1}$, and the second the analogous property at $H_{2}$; thus, $H_{\mathrm{b}}^{s, r}(\Omega)^{\bullet,-}$ consists of restrictions of elements of $H_{\mathrm{b}}^{s, r}(M)$ with support in $\mathfrak{t}_{1} \geqslant 0$ to $\Omega \backslash\left(H_{2} \cup X\right)$. Then, elements of $\mathcal{C}^{\infty}(\Omega)$ with the analogous vanishing conditions, so in the example vanishing to infinite order at $H_{1}$ and $X$, are dense in $H_{\mathrm{b}}^{s, r}(\Omega)^{\bullet,-}$; further the dual of $H_{\mathrm{b}}^{s, r}(\Omega)^{\bullet,-}$ is $H_{\mathrm{b}}^{-s,-r}(\Omega)^{-, \bullet}$ with respect to the $L^{2}$ (sesquilinear) pairing. For distributions extendible (resp. supported) at all boundary hypersurface, we shall write

$$
\begin{equation*}
\bar{H}_{\mathrm{b}}^{s, r}(\Omega) \equiv H_{\mathrm{b}}^{s, r}(\Omega)^{-,-} \quad \text { and } \quad \dot{H}_{\mathrm{b}}^{s, r}(\Omega) \equiv H_{\mathrm{b}}^{s, r}(\Omega)^{\bullet \cdot} \tag{A.15}
\end{equation*}
$$

The main use of these spaces for the wave equation is that, due to energy estimates, one can obtain a Fredholm theory using these spaces, with the supported distributions corresponding to vanishing Cauchy data (from where one propagates estimates in the complex absorption setting discussed above), while extendible distributions correspond to no control of Cauchy data (corresponding to the final spacelike hypersurfaces, i.e. with future timelike outward-pointing normal vector, to which one propagates estimates); note that dualization reverses these, i.e. one starts propagating for $\mathcal{P}^{*}$ from the spacelike hypersurfaces towards which one propagated for $\mathcal{P}$. We refer to [75, §2.1] for further details.

## A.3. Semiclassical analysis

In one part of the paper, namely the proof of SCP, we work with semiclassical bpseudodifferential operators. First recall that the uniform semiclassical operator algebra, $\Psi_{\hbar}\left(\mathbb{R}^{n}\right)$, is given by

$$
A_{\hbar}=\mathrm{Op}_{\hbar}(a)
$$

where

$$
\mathrm{Op}_{\hbar}(a) u(\tilde{z})=(2 \pi \hbar)^{-n} \int_{\mathbb{R}^{n} \times \mathbb{R}^{n}} e^{i\left(\tilde{z}-\tilde{z}^{\prime}\right) \cdot \tilde{z} / \hbar} a(\tilde{z}, \tilde{z}, \hbar) u\left(\tilde{z}^{\prime}\right) d \tilde{z} d \tilde{z}^{\prime}
$$

for

$$
u \in \mathcal{S}\left(\mathbb{R}^{n}\right) \quad \text { and } \quad a \in \mathcal{C}^{\infty}\left([0,1)_{\hbar} ; S_{\infty}^{m}\left(\mathbb{R}_{\tilde{z}}^{n} ; \mathbb{R}_{z^{\prime}}^{n}\right)\right)
$$

Its classical subalgebra, $\Psi_{\hbar, \mathrm{cl}}\left(\mathbb{R}^{n}\right)$, corresponds to $a \in \mathcal{C}^{\infty}\left([0,1)_{\hbar} ; S_{\infty, \mathrm{cl}}^{m}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right)\right)$, where $S_{\infty, \mathrm{cl}}^{m}$ denotes the space of symbols which are classical (one-step polyhomogeneous) in the fibers. The semiclassical principal symbol of such an operator is $\sigma_{\hbar, m}(A)=$ $\left.a\right|_{\hbar=0} \in S_{\infty}^{m}\left(T^{*} \mathbb{R}^{n}\right)$; the 'standard' principal symbol is still the equivalence class of $a$ in $\mathcal{C}^{\infty}\left([0,1)_{\hbar} ; S_{\infty}^{m} / S_{\infty}^{m-1}\right)$, or an element of $\mathcal{C}^{\infty}\left([0,1)_{\hbar} ; S_{\infty, \text { hom }}^{m}\right)$ in the classical setting. There are natural extensions to manifolds without boundary $X$, for which the behavior of the symbols at infinity in $\mathbb{R}_{\tilde{z}}^{n}$ is irrelevant since, as one transfers the operators to manifolds, one uses coordinate charts only whose compact subsets play a role. On the other hand, the 'conormal coefficient' semiclassical b-pseudodifferential algebra can be defined via the identifications discussed above, namely locally using, with $z=(t, x)$, the quantization

$$
A_{\hbar}=\mathrm{Op}_{\hbar}(a)
$$

where

$$
\left.\mathrm{Op}_{\hbar}(a) u(\tilde{z})=(2 \pi \hbar)^{-n} \int_{\mathbb{R}^{n} \times \mathbb{R}^{n}} e^{i\left(\tilde{z}-\tilde{z}^{\prime}\right) \cdot \tilde{z} / \hbar} \tilde{\phi}\left(t-t^{\prime}\right) a(\tilde{z}, \tilde{z}, \hbar) \tilde{z}^{\prime}\right) d \tilde{z} d \tilde{z}^{\prime}
$$

for

$$
u \in \mathcal{S}\left(\mathbb{R}^{n}\right) \quad \text { and } \quad a \in \mathcal{C}^{\infty}\left([0,1)_{\hbar} ; S_{\infty}^{m}\left(\mathbb{R}_{\tilde{z}}^{n} ; \mathbb{R}_{\tilde{z}}^{n}\right)\right)
$$

with $\tilde{\phi}$ compactly supported, identically 1 near zero, requiring an expansion of $a$ in powers of $\tau=e^{-t}$ as $t \rightarrow \infty$. The Schwartz kernel of such an operator vanishes to infinite order at $\hbar=0$ away from the diagonal (in the uniform sense that $t-t^{\prime}$ is bounded away from zero), thus working in a manifold setting is in fact almost the same as working locally.

The fully intrinsic version of this operator algebra can be obtained using Melrose's approach via blow-ups, as in [110]. First, recall that the standard b-double space $M_{\mathrm{b}}^{2}$ is constructed by taking $M^{2}=M \times M$, and blowing up the corner $(\partial M)^{2}$ in it:

$$
M_{\mathrm{b}}^{2}=\left[M^{2} ;(\partial M)^{2}\right]
$$

The diagonal then lifts to a product submanifold of this resolved space, and the b-ps.d.o's on this space are simply distributions conormal to the diagonal which vanish to infinite order at the lift of the left and right boundaries $\partial M \times M$ and $M \times \partial M$. Indeed, (A.7) is an explicit way of writing such a parametrization of conormal distributions via oscillatory integrals taking into account that in $\tau / \tau^{\prime} \in\left(C^{-1}, C\right), C>0$, regarding $\left(\tau / \tau^{\prime}, \tau\right)$ as valid
coordinates on the blown-up space, $\log \left(\tau / \tau^{\prime}\right)$ in the phase is equivalent to $\left(\tau-\tau^{\prime}\right) / \tau$, which together with $x_{j}-x_{j}^{\prime}$ defines the lifted diagonal (or b-diagonal) $\operatorname{diag}_{\mathrm{b}}$. In the semiclassical setting, one considers $M^{2} \times[0,1)_{\hbar}$, blows up $(\partial M)^{2} \times[0,1)_{\hbar}$ first to obtain a family (parametrized by $\hbar$ ) of double spaces, $\left[M^{2} \times[0,1) ;(\partial M)^{2} \times[0,1)\right]=M_{\mathrm{b}}^{2} \times[0,1)_{\hbar}$. Then the b-diagonal at $\hbar=0$ is a p-submanifold, and one blows this up to obtain the semiclassical b-double space,

$$
M_{\mathrm{b}, \hbar}^{2}=\left[M_{\mathrm{b}}^{2} \times[0,1)_{\hbar} ; \operatorname{diag}_{\mathrm{b}} \times\{0\}\right] .
$$

Elements of $\Psi_{\mathrm{b}, \hbar}^{m}(M)$ are then given by Schwartz kernels which are conormal, of order $m$, to the diagonal, smooth up to the front faces of the last two blow-ups (b- and semiclassical), and vanishing to infinite order at the lifts of the three original faces: left (i.e. $\partial M \times M \times[0,1))$, right $(M \times \partial M \times[0,1))$ and semiclassical $\left(M^{2} \times\{0\}\right)$. This is completely analogous to the construction of the semiclassical 0-double space in [107], but in that paper much more delicate semiclassical Fourier integral operators had to be considered. The algebraic properties of $\Psi_{\mathrm{b}, \hbar}^{m}(M)$ can be derived directly, but they are even more transparent from the above discussion on $\mathbb{R}^{n}$.

The b-ps.d.o. results such as elliptic estimates, propagation of singularities, etc., have semiclassical b-analogues. First, the semiclassical b-Sobolev norms are defined (up to equivalence of norms on compact manifolds) for $s \in \mathbb{N}, u_{\hbar} \in H_{\mathrm{b}}^{s, \alpha}, \hbar \in(0,1)$, by

$$
\left\|u_{\hbar}\right\|_{H_{\mathrm{b}, \hbar}^{s, \alpha}(M)}^{2}=\sum\left\|\left(\hbar V_{1}\right) \ldots\left(\hbar V_{j}\right)\left(\tau^{-\alpha} u\right)\right\|_{L_{\mathrm{b}}^{2}}^{2}
$$

where the finite sum is over all collections of up to $s$ (including zero) vector fields $V_{i} \in \widetilde{\mathcal{V}}$, $\widetilde{\mathcal{V}}$ being a finite subset of $\mathcal{V}_{\mathrm{b}}(M)$, such that at each point $p$ in $M$, elements of $\widetilde{\mathcal{V}}$ span ${ }^{\mathrm{b}} T_{p} M$. In local coordinates near a point $p \in \partial M$, this is equivalent to the squared norm

$$
\left\|\tau^{-\alpha} u\right\|_{L_{\mathrm{b}}^{2}}^{2}+\left\|\tau^{-\alpha}\left(\hbar \tau D_{\tau}\right)^{s} u\right\|_{L_{\mathrm{b}}^{2}}^{2}+\sum_{j=1}^{n-1}\left\|\tau^{-\alpha}\left(\hbar D_{x_{j}}\right)^{s} u\right\|_{L_{\mathrm{b}}^{2}}^{2}
$$

which one can again extend to $s \in \mathbb{R}$ by duality and interpolation.
One then has a notion of semiclassical b-wave front set $\mathrm{WF}_{\mathrm{b}, \hbar}^{s, \alpha}(u)$, defined for families $u=\left(u_{\hbar}\right)_{\hbar \in(0,1)}$ which are bounded by $C \hbar^{N}$ in $H_{\mathrm{b}, \hbar}^{s^{\prime}, \alpha}$ for some $s^{\prime}, \alpha, N$ and $C$. (One says that $u$ is polynomially bounded in $H_{\mathrm{b}, \hbar}^{s^{\prime}, \alpha}$.) This is then a subset of

$$
\partial\left(\overline{{ }^{\mathrm{b}} T^{*}} M \times[0,1)\right)={ }^{\mathrm{b}} S^{*} M \times[0,1) \cup^{\overline{\mathrm{b}} T^{*}} M \times\{0\}
$$

where the corner ${ }^{\mathrm{b}} S^{*} M \times\{0\}=\partial^{\mathrm{b}} T^{*} M \times\{0\}$ is part of both sets on the right, and is defined by $\varpi \notin \mathrm{WF}_{\mathrm{b}, \hbar}^{s, \alpha}(u)$ if there exists $A \in \Psi_{\mathrm{b}, \hbar}^{0}(M)$, elliptic at $\varpi$, such that $\|A u\|_{H_{\mathrm{b}, \hbar}^{s, \alpha}}=$
$\mathcal{O}\left(\hbar^{\infty}\right)$, i.e. bounded by $C_{N} \hbar^{N}$ for all $N$. Then, for instance, elliptic regularity is the statement that if $\mathcal{P} \in \Psi_{\mathrm{b}, \hbar}^{m}(M)$ is elliptic at $\varpi$, then, for $u$ polynomially bounded in $H_{\mathrm{b}, \hbar}^{s^{\prime}, \alpha}$,

$$
\varpi \notin \mathrm{WF}_{\mathrm{b}, \hbar}^{s-m, \alpha}(\mathcal{P} u) \quad \Longrightarrow \quad \varpi \notin \mathrm{WF}_{\mathrm{b}}^{s, \alpha}(u) .
$$

This corresponds to an estimate (by the uniform boundedness principle)

$$
\left\|B_{2} u\right\|_{H_{\mathrm{b}, \hbar}^{s, \alpha}} \leqslant C\left(\left\|B_{1} \mathcal{P} u\right\|_{H_{\mathrm{b}, \hbar}^{s-m, \alpha}}+\hbar^{N}\|u\|_{H_{\mathrm{b}}^{s^{\prime}, \alpha}}\right)
$$

which is valid whenever $B_{1}, B_{2} \in \Psi_{\mathrm{b}}^{0}(M)$, with $B_{1}$ elliptic on $\mathrm{WF}_{\mathrm{b}}^{\prime}\left(B_{2}\right)$ and $\mathcal{P}$ elliptic on $\mathrm{WF}_{\mathrm{b}}^{\prime}\left(B_{2}\right)$. There are analogues of propagation of singularities and radial point estimates. Thus, under global conditions on the $H_{p}$-flow, as above, one has estimates

$$
\|u\|_{H_{\mathrm{b}, \hbar}^{s, \alpha}} \leqslant C\left(\hbar^{-1}\|\mathcal{P} u\|_{H_{\mathrm{b}, \hbar}^{s-m+1, \alpha}}+\hbar^{N}\|u\|_{H_{\mathrm{b}}^{s^{\prime}, \alpha}}\right)
$$

with $s^{\prime}<s$; the $\hbar^{-1}$ corresponds to the loss of one derivative in the norm of $\mathcal{P} u$ relative to the elliptic estimate due to the propagation of singularities estimate. Notice that these estimates give small remainders due to the factor $\hbar^{N}$, which can thus be absorbed into the left-hand side for $\hbar$ sufficiently small. Therefore, one can obtain invertibility results for $\mathcal{P}=\mathcal{P}_{\hbar}$ for sufficiently small $\hbar$ directly, without having to analyze the normal operator.

## Appendix B. A general quasilinear existence theorem

Combining the results of $\S 5$ with the Nash-Moser inverse function theorem described in §11.1, we now prove that one can solve rather general quasilinear wave equations with small data globally upon modifying the forcing or the initial data in a suitable finitedimensional space, provided the linearization of the non-linear operator at zero fits into the framework of $\S 5.1$. The purpose is to present a simple result that is powerful enough for interesting applications: we will be able to use it directly to prove the non-linear stability of the static model of de Sitter space, see Theorem C.4. (Subsuming the black hole stability proof in $\S 11.2$ into the general theorem below would complicate the setup only slightly.)

Thus, the simplest way (albeit not the most natural one geometrically) to describe our requirements for a non-linear differential operator $P$, acting on sections of a stationary vector bundle $E \rightarrow M$ of rank $k$ (see $\S 5.1$ ), is to use coordinates $\left(t_{*}, x\right)=:\left(x_{0}, \ldots, x_{3}\right)$, where $x=\left(x_{1}, x_{2}, x_{3}\right)$ is a local coordinate system on $X$ in which $E$ is trivialized with fibers $\mathbb{C}^{k} ;$ we then require that for some fixed $b \in \mathcal{U}_{B},\left({ }^{24}\right)$ we have

$$
P(u)=\left(g_{b}^{\mu \nu}+q^{\mu \nu}(x, u, D u)\right) D_{\mu} D_{\nu} u+q^{\mu}(x, u, D u) D_{\mu} u+q(x, u, D u) u
$$

$\left({ }^{24}\right)$ The restriction to small angular momenta here is only due to the fact that we did not define the Kerr-de Sitter family for larger angular momenta in §3.2.
for $u$ with small $\mathcal{C}^{1}$ norm, where the $q^{\mu \nu}: \mathbb{R}^{3} \times \mathbb{C}^{k} \times \mathbb{C}^{3 k} \rightarrow \mathbb{R}$ are smooth and such that $q^{\mu \nu}(x, 0,0) \equiv 0$, and $q, q^{\mu}: \mathbb{R}^{3} \times \mathbb{C}^{k} \times \mathbb{C}^{3 k} \rightarrow \mathbb{C}^{k \times k}$ are smooth, valued in endomorphisms of $E$. For example, the non-linear operator $u \mapsto(\operatorname{Ric}+\Lambda)\left(g_{b}+u\right)-\tilde{\delta}^{*}\left(\Upsilon\left(g_{b}+u\right)-\Upsilon\left(g_{b}\right)\right)$ is of this form.

The main feature of such operators is that the linearization $L_{u}(r):=D_{u} P(r)$ is a principally scalar wave operator, and if $\tilde{u} \in H_{\mathrm{b}}^{s+2, \alpha}(M ; E), \alpha>0, s>2$, is exponentially decaying, then $D_{\tilde{u}} P$ is stationary up to an operator in $H_{\mathrm{b}}^{s, \alpha} \operatorname{Diff}_{\mathrm{b}}^{2}(M ; E)$.

We furthermore assume that the linearization $L_{0}=D_{0} P$ satisfies the assumptions (1)-(2); for simplicity, we assume $\hat{\beta} \geqslant-1$ in (5.4) as in Theorem 5.14. Due to Theorem 5.4, there exists $\alpha>0$ such that the operator $L_{0}$ has only finitely many resonances in a half-space $\operatorname{Im} \sigma>-\alpha$ and satisfies high-energy estimates in this half-space; by shrinking $\alpha>0$ if necessary, we may assume $L_{0}$ has no resonances with $-\alpha \leqslant \operatorname{Im} \sigma<0$. (The latter assumption is unnecessary; we only make it for convenience.) Denote by $R=\operatorname{Res}\left(L_{0},\{\operatorname{Im} \sigma>-\alpha\}\right)$ the finite-dimensional space of resonant states corresponding to the non-decaying resonances of $L_{0}$. We introduce a space of modifications of forcing terms removing the asymptotic behavior of elements of $R$ when solving linear initial value problems for $L_{0}$ : fix a basis $\left\{\phi_{1}, \ldots, \phi_{N}\right\}$ of $R$, and a cutoff $\chi$, identically 0 near $\Sigma_{0}$ and identically 1 for large $t_{*}$; then, adopting the notation of Theorem 5.14, we define

$$
\begin{aligned}
z: \mathbb{C}^{N} & \longrightarrow H_{\mathrm{b}}^{\infty, \alpha}(\Omega ; E)^{\cdot},-\hookrightarrow D^{\infty, \alpha}(\Omega ; E), \\
\mathbf{c}=\left(c_{1}, \ldots, c_{N}\right) & \longmapsto \sum_{j} L_{0}\left(\chi c_{j} \phi_{j}\right) .
\end{aligned}
$$

By construction, the assumptions of Theorem 5.14 are satisfied if we take $W=\{0\}$, corresponding to the fact that we eliminate all non-decaying asymptotic behavior, thus the stationary parts of the linearized operators $L_{u}, u \in H_{\mathrm{b}}^{\infty, \alpha}$, we need to consider are fixed, i.e. do not depend on any parameters.

The general Nash-Moser iteration scheme, Theorem 11.1, then implies the following theorem.

Theorem B.1. Suppose $P$ satisfies the above assumptions. Then, there exist constants $\varepsilon>0$ and $C$ such that the following holds: for data $d=\left(f, u_{0}, u_{1}\right) \in D^{\infty, \alpha}(\Omega ; E)$ (recall Definition 5.6) with $\|d\|_{20, \alpha}<\varepsilon$, there exist $\mathbf{c} \in \mathbb{C}^{N}$ and $u \in \bar{H}_{\mathrm{b}}^{\infty, \alpha}(\Omega ; E)$ solving the quasilinear wave equation

$$
\left\{\begin{array}{l}
P(u)=f+z(\mathbf{c}) \\
\text { in } \Omega^{\circ}, \\
\gamma_{0}(u)=\left(u_{0}, u_{1}\right) \\
\text { in } \Sigma_{0},
\end{array}\right.
$$

and $|\mathbf{c}| \leqslant C\|d\|_{13, \alpha}$.

One also obtains an estimate for $\bar{H}_{\mathrm{b}}^{s, \alpha}$ norms of $u$, as follows from the proof of Theorem 11.1 given in [124].

Furthermore, one can show that the map $Z: D^{\infty, \alpha}(\Omega ; E) \ni d \mapsto \mathbf{c} \in \mathbb{C}^{N}$ has surjective differential, as follows from the construction of the map $z$ and its relation to the linear operator $L_{0}$ (see $\left[68, \S\right.$ III] for details), and then $Z_{0}:=Z^{-1}(0) \subset D^{\infty, \alpha}(\Omega ; E)$ is, locally near zero, an $N$-codimensional smooth Fréchet submanifold. Therefore, we can solve the quasilinear initial value problem $P(u)=f, \gamma_{0}(u)=\left(u_{0}, u_{1}\right)$, exactly for $\left(f, u_{0}, u_{1}\right) \in Z_{0}$; that is, we have global existence (and automatically uniqueness) in a space of decaying solutions for an $N$-codimensional submanifold of the space of data.

## Appendix C. Non-linear stability of the static model of de Sitter space

In this section, we prove the non-linear stability of the static model of de Sitter space using the methods outlined in §1.1. We recall that the stability of global de Sitter space in $3+1$ dimensions was proved by Friedrich [61] (with generalizations due to Anderson [3] and Ringström [121]), which is thus a much stronger result, because it shows stability on a larger spacetime; the point is thus only to illustrate the main ideas of the paper in a simpler context which however is very illuminating.

We recall that Graham-Lee [65] proved the existence of Poincaré-Einstein metrics on the ball, with prescribed conformal class of the metric induced on the conformal boundary, close to the hyperbolic metric. Growing indicial roots in the elliptic setting do not present a problem as they do in the hyperbolic setting; one solves an analogue of a boundary value problem (see, in particular, [65, Theorem 3.10]) in which these are excluded from the considerations (somewhat analogously to scattering constructions from infinity in the hyperbolic setting). Our computations in the DeTurck gauge below parallel those of [65]; the difference in the signature affects the calculations only in a minor way.

Here, we will introduce de Sitter space simply by using a local coordinate expression for its metric; we refer to $[71, \S 8.1]$ for a detailed discussion of de Sitter space and the static model. We work in $n+1$ dimensions, use Greek letters for indices between 0 and $n$, and Latin letters for indices between 1 and $n$. Locally near a point of the future conformal boundary of (global) de Sitter space M, the de Sitter metric $g_{0}$ takes the form

$$
g_{0}=\tau^{-2} \bar{g}_{0}, \quad \bar{g}_{0}=d \tau^{2}-\sum_{i} d w_{i}^{2}
$$

in a suitable coordinate system $\tau \geqslant 0, w_{1}, \ldots, w_{n} \in \mathbb{R}$, where $\tau=0$ defines the future conformal boundary X of M within the coordinate patch; see Figure C.1. Thus, $g$ is a 0 -metric in


Figure C.1. A neighborhood of a point $q$ on the conformal boundary of de Sitter space; also indicated (shaded) is the static model at $q$, which near $q$ is the interior of the backward light cone from $q$ with respect to $\bar{g}$ (and thus $g$ ).
the sense of Mazzeo-Melrose [106], albeit with Lorentzian rather than Riemannian signature; more general Lorentzian manifolds, with a similar structure at infinity as de Sitter space, were introduced and studied by Vasy [139], and we will make use of the results of that paper freely.

It is natural to work with the frames

$$
e_{\mu}:=\tau \partial_{\mu} \quad \text { and } \quad e^{\mu}:=\frac{d w_{\mu}}{\tau}
$$

of the 0 -tangent bundle ${ }^{0} T \mathrm{M}$ and the 0 -cotangent bundle ${ }^{0} T^{*} \mathrm{M}$, respectively. From now on, indices refer to these frames, rather than the coordinate frame. Thus, for instance, for a 1-form $\omega$, we write $\omega_{\mu}=\omega\left(e_{\mu}\right)$, so $\omega=\omega_{\mu} e^{\mu}$, and raising the index gives $\omega^{0}=\omega_{0}$ and $\omega^{i}=-\omega_{i}$, i.e. $G_{0}(\omega,-)=\omega^{\mu} e_{\mu}$ if $G_{0}$ denotes the dual metric. Similarly to (6.3), we consider natural splittings of the vector bundles

$$
{ }^{0} T^{*} \mathrm{M}=W_{N} \oplus W_{T} \quad \text { and } \quad S^{2}{ }^{0} T^{*} \mathrm{M}=V_{N N} \oplus V_{N T} \oplus V_{T T}
$$

where

$$
\begin{gather*}
W_{N}=\left\langle e^{0}\right\rangle, \quad W_{T}=\left\langle e^{i}\right\rangle,  \tag{C.1}\\
V_{N N}=\left\langle e^{0} e^{0}\right\rangle, \quad V_{N T}=\left\langle 2 e^{0} e^{i}\right\rangle, \quad V_{T T}=\left\langle e^{i} e^{j}\right\rangle,
\end{gather*}
$$

and we recall the notation $\xi \eta=\xi \otimes_{s} \eta=\frac{1}{2}(\xi \otimes \eta+\eta \otimes \xi)$. It will be useful to further split up $V_{T T}$ into its tracefree ( ${ }^{\prime} 0$ ') and pure trace ( ${ }^{6} p$ ') parts,

$$
\begin{equation*}
V_{T T}=V_{T T 0} \oplus V_{T T p}, \quad V_{T T 0}=\left\{a_{i j} e^{i} e^{j}: a_{i}{ }^{i}=0\right\}, \quad V_{T T p}=\langle h\rangle, \tag{C.2}
\end{equation*}
$$

where we defined $h=\sum_{i} e^{i} e^{i}$ to be the restriction of $-g$ to $\tau=$ const. hypersurfaces. For a section $u$ of $V_{T T}$, we note that $\operatorname{tr}_{g} u=-\operatorname{tr}_{h} u$.

## C.1. Computation of the explicit form of geometric operators

One computes the connection coefficients

$$
\nabla_{0} e^{0}=0, \quad \nabla_{0} e^{i}=0, \quad \nabla_{i} e^{0}=e_{i}, \quad \nabla_{i} e^{j}=\delta_{i}^{j} e^{0} ;
$$

this easily gives $R_{\mu \nu \varkappa \lambda}=\left(g_{0}\right)_{\mu \lambda}\left(g_{0}\right)_{\nu \varkappa}-\left(g_{0}\right)_{\nu \lambda}\left(g_{0}\right)_{\mu \varkappa}$, so $\operatorname{Ric}\left(g_{0}\right)_{\nu \lambda}+n\left(g_{0}\right)_{\nu \lambda}=0$. Furthermore, the operator $\mathscr{R}_{g_{0}}$ defined in (2.9) is equal to $\mathscr{R}_{g_{0}}(r)=\operatorname{tr}_{g_{0}}(r) g_{0}-(n+1) r$, which in the splitting (C.1) is equal to the (block) matrix

$$
\mathscr{R}_{g_{0}}=\left(\begin{array}{ccc}
-n & 0 & -\operatorname{tr}_{h} \\
0 & -(n+1) & 0 \\
-h & 0 & h \operatorname{tr}_{h}-(n+1)
\end{array}\right)
$$

We next compute the wave operator on sections of the subbundles in (C.1) using the formula

$$
-\operatorname{tr} \nabla^{2} T=-\nabla_{0} \nabla_{0} T+n \nabla_{0} T+\sum_{i} \nabla_{i} \nabla_{i} T,
$$

valid for every tensor $T$ of any rank; thus, for an $N N$ tensor,

$$
\square_{g_{0}}\left(u e^{0} e^{0}\right)=\left(-e_{0}^{2}+n e_{0}+\sum_{i} e_{i}^{2}+2 n\right) u e^{0} e^{0}+4\left(e_{i} u\right) e^{0} e^{i}+2 u e^{i} e^{i}
$$

while for a $T N$ tensor,

$$
\square_{g_{0}}\left(2 u_{k} e^{0} e^{k}\right)=4 \sum_{i}\left(e_{i} u_{i}\right) e^{0} e^{0}+2\left(-e_{0}^{2}+n e_{0}+\sum_{i} e_{i}^{2}+n+3\right) u_{k} e^{0} e^{k}+4\left(e_{i} u_{j}\right) e^{i} e^{j}
$$

and for a $T$ tensor,

$$
\square_{g_{0}}\left(u_{j k} e^{j} e^{k}\right)=2 \sum_{i} u_{i i} e^{0} e^{0}+4 \sum_{i}\left(e_{i} u_{i j}\right) e^{0} e^{j}+\left(-e_{0}^{2}+n e_{0}+\sum_{i} e_{i}^{2}+2\right) u_{j k} e^{j} e^{k}
$$

Let us reformulate these expressions in a more geometric manner: if $u$ is a function on X , we have $\sum_{i}\left(e_{i} u\right) e^{i}=d_{\mathrm{X}} u$. Furthermore, for a tangential 1-form $u_{k} e^{k}$, we calculate its codifferential with respect to the metric $h$ to be $\delta_{h}\left(u_{k} e^{k}\right)=-\sum_{k} e_{k} u_{k}$; note that this is equal to $-\delta_{g_{0}}\left(u_{k} e^{k}\right)$. On symmetric 2 -tensors, the divergence

$$
\left(\delta_{g_{0}}\left(u_{\mu \nu} e^{\mu} e^{\nu}\right)\right)_{\lambda}=-g_{0}^{\mu \varkappa} \nabla_{\mu} u_{\varkappa \lambda}
$$

acts via

$$
\delta_{h}\left(u_{i j} e^{i} e^{j}\right)=-\sum_{j}\left(e_{j} u_{i j}\right) e^{i}
$$

which equals $-\delta_{g_{0}}\left(u_{i j} e^{i} e^{j}\right)$. On the other hand, the adjoint of $\delta_{h}$ acting on symmetric 2tensors (relative to the inner products induced by $h$ ) is $\left(e_{i} u_{j}\right) e^{i} e^{j}=\delta_{h}^{*}\left(u_{k} e^{k}\right)=-\delta_{g_{0}}^{*}\left(u_{k} e^{k}\right)$. Therefore, the wave operator $\square_{g_{0}}$ on symmetric 2-tensors, in the decomposition (C.1) and the trivializations described there, is given by

$$
\square_{g_{0}}=\left(-e_{0}^{2}+n e_{0}+\sum_{i} e_{i}^{2}\right)+\left(\begin{array}{ccc}
2 n & -4 \delta_{h} & 2 \operatorname{tr}_{h}  \tag{C.3}\\
2 d \mathrm{x} & n+3 & -2 \delta_{h} \\
2 h & 4 \delta_{h}^{*} & 2
\end{array}\right) .
$$

We furthermore compute

$$
\delta_{g_{0}}^{*}=\left(\begin{array}{cc}
e_{0} & 0 \\
\frac{1}{2} d \mathrm{x} & \frac{1}{2}\left(e_{0}+1\right) \\
h & \delta_{h}^{*}
\end{array}\right) \quad \text { and } \quad \delta_{g_{0}}=\left(\begin{array}{ccc}
-e_{0}+n & -\delta_{h} & \operatorname{tr}_{h} \\
0 & -e_{0}+(n+1) & -\delta_{h}
\end{array}\right)
$$

and, recalling (2.4),

$$
\mathrm{G}_{g_{0}}=\left(\begin{array}{ccc}
\frac{1}{2} & 0 & \frac{1}{2} \operatorname{tr}_{h} \\
0 & 1 & 0 \\
\frac{1}{2} h & 0 & 1-\frac{1}{2} h \operatorname{tr}_{h}
\end{array}\right)
$$

## C.2. Unmodified DeTurck gauge

Let us now consider the hyperbolic formulation

$$
\begin{equation*}
\operatorname{Ric}(g)+n g-\delta_{g}^{*} \Upsilon(g)=0, \quad \Upsilon(g)=g g_{0}^{-1} \delta_{g} \mathrm{G}_{g} g_{0} \tag{C.4}
\end{equation*}
$$

of the Einstein equation. The linearized operator $L$ around $g=g_{0}$ is given by

$$
\begin{align*}
2 L r & =2\left(D_{g_{0}}(\mathrm{Ric}+n)+\delta_{g_{0}}^{*} \delta_{g_{0}} \mathrm{G}_{g_{0}}\right)=\square_{g_{0}}+2 n+2 \mathscr{R}_{g_{0}} \\
& =-e_{0}^{2}+n e_{0}+\sum_{i} e_{i}^{2}+\left(\begin{array}{ccc}
2 n & -4 \delta_{h} & 0 \\
2 d \mathrm{x} & n+1 & -2 \delta_{h} \\
0 & 4 \delta_{h}^{*} & 2 h \operatorname{tr}_{h}
\end{array}\right) \tag{C.5}
\end{align*}
$$

in the splitting (C.1); see [65, equation (2.4)].
We note the exact commutation relation

$$
[L, \Delta]=0, \quad \Delta=\left(\begin{array}{ccc}
\tau^{-2} \Delta_{h} & 0 & 0 \\
0 & \tau^{-2} \Delta_{h,(1)} & 0 \\
0 & 0 & \tau^{-2} \Delta_{h,(2)}
\end{array}\right)
$$

where the number in the subscript indicates the degree of the tensors the corresponding Laplace operator acts on. Indeed, $\tau^{-2} \Delta_{h}=\sum_{j} D_{w_{j}}^{2}$, with the same formula holding componentwise for $\Delta_{h,(1)}$ and $\Delta_{h,(2)}$ (trivializing the respective bundles via the frame $\left\{e_{1}, \ldots, e_{n}\right\}$ of $T \mathbf{X}$ ), clearly commutes with all summands of $L$ separately. (In fact, commutation up to leading order in $\tau$ suffices for present purposes.) Since $\Delta \in \operatorname{Diff}_{b}^{2}$, the arguments of $[139, \S 4]$ apply to show that the asymptotic behavior of solutions of $L u=0$ is dictated by the indicial roots of $L$, and in fact the general form of all possible asymptotics can be deduced by purely formal calculations, which we proceed to discuss. In fact, we are only interested in indicial roots $\sigma$ with $\operatorname{Im} \sigma \geqslant 0$; roots with $\operatorname{Im} \sigma<0$ correspond
to exponentially decaying (in $-\log \tau$ ) asymptotic behavior, hence we do not study them further here.

The formal calculations use the properties of the indicial operator $I(L, \sigma)$; recall here that for a second-order 0-differential operator such as $L$, the 2-tensor $\tau^{-i \sigma} L \tau^{i \sigma} r$, with $r \in \mathcal{C}^{\infty}\left(\mathrm{X} ; S^{2}{ }^{0} T_{\mathrm{X}}^{*} \mathrm{M}\right)$ only depending on the spatial variables $w_{i}$, is equal to a quadratic polynomial in $\sigma$, valued in endomorphisms of $S^{2}{ }^{0} T \mathrm{M}$, applied to $r$, plus terms in $\tau \mathcal{C}^{\infty}\left(\mathrm{M} ; S^{2}{ }^{0} T \mathrm{M}\right)$, i.e. which vanish at the boundary. Thus, computing $I(L, \sigma)$ amounts to replacing $e_{0}$ by $i \sigma$ and dropping spatial derivatives (due to $\tau \partial_{i}$ acting on smooth functions gives a vanishing factor $\tau$ ), to wit

$$
I(2 L, \sigma)=\sigma^{2}+i n \sigma+\left(\begin{array}{ccc}
2 n & 0 & 0 \\
0 & n+1 & 0 \\
0 & 0 & 2 h \operatorname{tr}_{h}
\end{array}\right)
$$

The indicial roots are those $\sigma \in \mathbb{C}$ for which $I(L, \sigma)$ is not invertible; they are the indicial roots for the regular-singular ODE obtained from $L$ by dropping spatial derivatives. (For the related b-problem which we discuss in $\S$ C. 5 , an indicial root $\sigma$ gives rise to resonances at $\sigma-i \mathbb{N}_{0}$.) Using the refined splitting (C.2), we note that $2 h \operatorname{tr}_{h}=0$ on $V_{T T 0}$, while $2 h \operatorname{tr}_{h}=2 n$ on $V_{T T p}$. Thus, the indicial roots of $L$ are

$$
\begin{gathered}
\sigma_{N N}^{ \pm}=\frac{1}{2} i\left(-n \pm \sqrt{n^{2}+8 n}\right) \\
\sigma_{T N}^{+}=i, \quad \sigma_{T N}^{-}=-i(n+1) \\
\sigma_{T T 0}^{+}=0, \quad \sigma_{T T 0}^{-}=-i n \\
\sigma_{T T p}^{ \pm}=\sigma_{N N}^{ \pm}
\end{gathered}
$$

corresponding to $I\left(L, \sigma_{*}^{ \pm}\right)$having kernel $V_{*}$ for $* \in\{N N, T N, T T 0, T T p\}$. This is completely analogous to the result of [65, Lemma 2.9] in Riemannian signature; the differences of the expressions come from Graham and Lee using a different rescaling of the vector bundle $S^{2}{ }^{0} T^{*} \mathrm{M}$. These indicial roots correspond to the fact that one can prescribe the coefficient $a_{*}^{ \pm}(0)$ of $\tau^{i \sigma_{*}^{ \pm}}$at $\tau=0$ freely as a section of $\operatorname{ker} I\left(L, \sigma_{*}^{ \pm}\right)=V_{*}$, and there exists a unique solution on $L r=0$ attaining this desired asymptotic behavior; conversely, any solution of $L r=0$ has an asymptotic expansion $\sum_{*} \tau^{i \sigma_{*}^{ \pm}} a_{*}^{ \pm}$, with $a_{*}^{ \pm} \in \mathcal{C}^{\infty}\left(\mathrm{M} ; S^{2}{ }^{0} T^{*} \mathrm{M}\right)$ and with $a_{*}^{ \pm}(0)$ being a section of $V_{*}$. (There may be terms $|\log \tau|^{k}$ present as well.)

To proceed, we note that the indicial operators of $\delta_{g_{0}}$ and $\delta_{g_{0}}^{*}$ are

$$
I\left(\delta_{g_{0}}, \sigma\right)=\left(\begin{array}{ccc}
-i \sigma+n & 0 & \operatorname{tr}_{h} \\
0 & -i \sigma+n+1 & 0
\end{array}\right) \quad \text { and } \quad I\left(\delta_{g_{0}}^{*}, \sigma\right)=\left(\begin{array}{cc}
i \sigma & 0 \\
0 & \frac{1}{2}(i \sigma+1) \\
h & 0
\end{array}\right)
$$

For brevity, we write

$$
\begin{equation*}
\sigma_{+}:=\sigma_{N N}^{+}=\frac{1}{2} i\left(-n+\sqrt{n^{2}+8 n}\right) . \tag{C.6}
\end{equation*}
$$

Concretely then, for instance,

$$
r_{1}=\tau^{i \sigma_{+}}\left(\begin{array}{c}
i \sigma_{+}  \tag{C.7}\\
0 \\
h
\end{array}\right)
$$

solves $L r_{1}=\mathcal{O}\left(\tau^{i \sigma_{+}+1}\right)$, i.e. $r_{1}$ solves the linearized gauged Einstein equation up to terms decaying one order better; and in fact $r_{1}$ is a pure gauge solution (up to faster decaying terms) in the sense that

$$
r_{1}=\delta_{g_{0}}^{*}\left[\tau^{i \sigma_{+}}\binom{1}{0}\right]+\mathcal{O}\left(\tau^{i \sigma_{+}+1}\right)
$$

However, $r_{2}=\tau^{i \sigma_{+}} h$, say, which also solves $L r_{2}=0$ up to less growing error terms, is not in the range of $\delta_{g_{0}}^{*}$ acting on $\tau^{i \sigma_{+}}$times smooth sections of ${ }^{0} T^{*} \mathrm{M}$. Taking the linear stability of de Sitter space for granted, $r_{2}$ cannot appear as the asymptotic behavior of a gravitational wave on de Sitter space; put differently, the asymptotic behavior $r_{2}$ is ruled out by the linearized constraint equations.

As explained in §1.1, this argument, ruling out non-pure gauge growing asymptotics, is insufficient for the purpose of understanding the non-linear stability problem, where one is given initial data satisfying the non-linear constraint equations; we are therefore led to consider modifications of (C.5) for which all non-decaying modes are pure gauge modes. The way to arrange this is to study (modifications of) the constraint propagation equation, to which we turn next.

## C.3. Stable constraint propagation

We recall that for the Einstein equation (C.4) in the unmodified wave map/DeTurck gauge, the constraint propagation operator is

$$
\square_{g_{0}}^{\mathrm{CP}}=2 \delta_{g_{0}} \mathrm{G}_{g_{0}} \delta_{g_{0}}^{*}
$$

Again, we can compute the asymptotic behavior of solutions of $\square_{g_{0}}^{\mathrm{CP}} u=0$ (and thus resonances of $\square_{g_{0}}^{\mathrm{CP}}$ on the static patch) by finding indicial roots; we calculate

$$
I\left(\square_{g_{0}}^{\mathrm{CP}}, \sigma\right)=\left(\begin{array}{cc}
\sigma^{2}+i n \sigma+2 n & 0 \\
0 & (\sigma-i)(\sigma+i(n+1))
\end{array}\right)
$$

and therefore find that $\square_{g_{0}}^{\mathrm{CP}}$ has the indicial roots $\sigma_{N N}^{ \pm}$and $\sigma_{T N}^{ \pm}$, so in particular solutions of $\square_{g_{0}}^{\mathrm{CP}} u=0$ are generically exponentially growing (in $-\log \tau$ ).

As in $\S 8$, we therefore consider modifications of $\delta_{g_{0}}^{*}$; concretely, we consider

$$
\begin{equation*}
\tilde{\delta}^{*} u:=\delta_{g_{0}}^{*} u-\gamma_{1} e^{0} \cdot u+\gamma_{2} u_{0} g_{0}, \quad \gamma_{1}, \gamma_{2} \in \mathbb{R} \tag{C.8}
\end{equation*}
$$

for a 1-form $u$; this is the expression analogous to (8.1) in the current setting. Defining

$$
\widetilde{\square}_{g_{0}}^{\mathrm{CP}}=2 \delta_{g_{0}} \mathrm{G}_{g_{0}} \tilde{\delta}^{*}
$$

this gives an extra (first-order) term $2 \delta_{g_{0}} \mathrm{G}_{g_{0}}\left(\tilde{\delta}^{*}-\delta_{g_{0}}^{*}\right)$ relative to $\square_{g_{0}}^{\mathrm{CP}}$. Using

$$
\tilde{\delta}^{*}-\delta_{g_{0}}^{*}=-\gamma_{1}\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{2} \\
0 & 0
\end{array}\right)+\gamma_{2}\left(\begin{array}{cc}
1 & 0 \\
0 & 0 \\
-h & 0
\end{array}\right)
$$

and

$$
2 \delta_{g_{0}} \mathrm{G}_{g_{0}}=\left(\begin{array}{ccc}
-e_{0}+2 n & -2 \delta_{h} & \left(-e_{0}+2\right) \operatorname{tr}_{h}  \tag{C.9}\\
d \mathrm{x} & 2\left(-e_{0}+n+1\right) & -2 \delta_{h}-d_{\mathrm{x}} \operatorname{tr}_{h}
\end{array}\right)
$$

one computes

$$
I\left(\widetilde{\square}_{g_{0}}^{\mathrm{CP}}, \sigma\right)=\left(\begin{array}{cc}
p_{1} & 0 \\
0 & p_{2}
\end{array}\right)
$$

where

$$
\begin{aligned}
& p_{1}=\sigma^{2}+i\left(n+\gamma_{1}+(n-1) \gamma_{2}\right) \sigma-2 n\left(\gamma_{1}-1\right) \\
& p_{2}=\sigma^{2}+i\left(n+\gamma_{1}\right) \sigma-(n+1)\left(\gamma_{1}-1\right)
\end{aligned}
$$

Therefore, if $n+\gamma_{1}>0, n+\gamma_{1}+(n-1) \gamma_{2}>0$ and $\gamma_{1}>1$, the roots of $p_{1}$ and $p_{2}$ have negative imaginary parts, giving SCP. For the sake of comparison with Theorem 8.1, if we take $\gamma_{1}=\gamma$ and $\gamma_{2}=\frac{1}{2} \gamma$, i.e. taking $e=1$ in (8.2), we obtain SCP for de Sitter space (in any dimension) for all $\gamma>1$, or $h<1$ for $h=\gamma^{-1}$ in the notation of (8.4).

## C.4. Asymptotics for the linearized gauged Einstein equation

For simplicity, we now fix $\gamma_{1}=2$ and $\gamma_{2}=1$ and the resulting operator $\tilde{\delta}^{*}$ in (C.8); for these values, we do have SCP. We then consider the modified gauged Einstein equation $($ Ric $+n)(g)-\tilde{\delta}^{*} \Upsilon(g)=0$; we denote the linearized operator again by $L$ and calculate, using (C.9),

$$
2 L=-e_{0}^{2}+n e_{0}+\sum_{i} e_{i}^{2}+\left(\begin{array}{ccc}
e_{0} & -2 \delta_{h} & \left(e_{0}-2\right) \operatorname{tr}_{h} \\
d_{\mathrm{X}} & 2 e_{0}-n-1 & d_{\mathrm{X}} \operatorname{tr}_{h} \\
h\left(e_{0}-2 n\right) & 4 \delta_{h}^{*}+2 h \delta_{h} & h e_{0} \operatorname{tr}_{h}
\end{array}\right)
$$

Since we have arranged SCP, a mode stability statement parallel to UEMS in the de Sitter setting would now imply that all non-decaying modes of $L$ are pure gauge solutions. (This is the main difference to the black hole setting, in which one also has modes with frequency zero corresponding to the Kerr-de Sitter family. Perturbations of de Sitter space, on the other hand, decay exponentially fast to de Sitter space, up to diffeomorphisms.) We prove this directly. Using the bundle splitting (C.1) and further splitting $V_{T T}$ according to (C.2), we have

$$
I(2 L, \sigma)=\sigma^{2}+i n \sigma+\left(\begin{array}{cccc}
i \sigma & 0 & 0 & (i \sigma-2) n \\
0 & 2 i \sigma-n-1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
i \sigma-2 n & 0 & 0 & i n \sigma
\end{array}\right)
$$

First, we note that $I(2 L, \sigma)$ preserves sections of the bundle $V_{T N}$ and equals scalar multiplication by $\sigma^{2}+i(n+2) \sigma-(n+1)$, which has roots $-i$ and $-i(n+1)$, both of which lie in the lower half-plane.

Next, on $V_{T T 0}$, the operator $I(2 L, \sigma)$ is scalar multiplication by $\sigma(\sigma+i n)$, whose only root in the closed upper half-plane is $\sigma=0$; this corresponds to $L r=\mathcal{O}(\tau)$ for any section $r \in \mathcal{C}^{\infty}\left(\mathrm{M}, V_{T T 0}\right)$.

Lastly, on $V_{N N} \oplus V_{T T p}$, one finds

$$
I(2 L, \sigma)\left(\begin{array}{l}
1 \\
0 \\
h
\end{array}\right)=\left(\sigma^{2}+i(2 n+1) \sigma-2 n\right)\left(\begin{array}{l}
1 \\
0 \\
h
\end{array}\right)
$$

which vanishes only for $\sigma=-i$ and $\sigma=-2 i n$ which are both in the lower half-plane; on the other hand,

$$
I(2 L, \sigma)\left(\begin{array}{c}
i \sigma \\
0 \\
h
\end{array}\right)=\left(\sigma^{2}+i n \sigma+2 n\right)\left(\begin{array}{c}
i \sigma \\
0 \\
h
\end{array}\right)
$$

(Note that, for $\operatorname{Im} \sigma \geqslant 0$, the two vectors above are linearly independent, and hence span $V_{T T 0} \oplus V_{T T p}$.) Corresponding to the unique zero of the quadratic polynomial appearing here with non-negative imaginary part $\sigma=\sigma_{+}$(see (C.6)), we have, for any $f \in \mathcal{C}^{\infty}(\mathrm{X})$,

$$
2 L \tau^{i \sigma_{+}}\left(\begin{array}{c}
i \sigma_{+} f \\
0 \\
h f
\end{array}\right)=\tau^{i \sigma_{+}+1}\left(\begin{array}{c}
0 \\
\left(i \sigma_{+}+n\right) \sum_{j} \partial_{w_{j}} f e^{j} \\
0
\end{array}\right)+\mathcal{O}\left(\tau^{i \sigma_{+}+2}\right)
$$

Since $\sigma_{+}-i$ is not an indicial root of $L$, we can solve away the $\tau^{i \sigma_{+}+1}$ error term, as we proceed to do; note that, for all $n \geqslant 2$, one has $2<-n+\sqrt{n^{2}+8 n}<4$, thus $\operatorname{Im} \sigma_{+} \in(1,2)$,
and we ultimately find

$$
2 L\left[\tau^{i \sigma_{+}}\left(\begin{array}{c}
i \sigma_{+} f  \tag{C.10}\\
0 \\
h f
\end{array}\right)+\frac{n+i \sigma_{+}}{2 n} \tau^{i \sigma_{+}+1}\left(\begin{array}{c}
0 \\
\sum_{j} \partial_{w_{j}} f e^{j} \\
0
\end{array}\right)\right]=o(1) .
$$

Note that the leading part is equal to $f r_{1}$, with $r_{1}$ given in (C.7); this was shown to be a pure gauge solution up to lower-order terms. In order to proceed, we now restrict to a static patch, where we can explicitly exhibit these non-decaying modes as pure gauge modes.

## C.5. Restriction to a static patch

We fix a static patch of de Sitter space by choosing a point $q \in \mathrm{X}$ as the origin of our coordinate system $\left(\tau, w_{1}, \ldots, w_{n}\right)$, and homogeneously blowing up $q$; coordinates on the static patch are then

$$
\tau, \quad x_{i}:=\frac{w_{i}}{\tau}
$$

with the front face given by $\tau=0$. Correspondingly, our frame takes the form

$$
e_{0}=\tau \partial_{\tau}-\sum_{j} x_{j} \partial_{x_{j}}, \quad e_{i}=\partial_{x_{i}}
$$

and the coframe

$$
e^{0}=\frac{d \tau}{\tau}, \quad e^{i}=d x_{i}+x_{i} \frac{d \tau}{\tau}
$$

We work on a neighborhood $\Omega$ of the causal past of $q$; concretely, let us take

$$
\Omega=\left\{0 \leqslant \tau \leqslant 1, \sum_{j} x_{j}^{2} \leqslant 1+\varepsilon_{M}\right\}
$$

for any fixed $\varepsilon_{M}>0$, so $\Omega$ is a domain with corners within

$$
M:=\left\{0 \leqslant \tau<\infty, \sum_{j} x_{j}^{2}<1+3 \varepsilon_{M}\right\} .
$$

Suppose now that $r \in \mathcal{C}^{\infty}(M)$ is a smooth function on global de Sitter space $M$. Then, the pull-back $\tilde{r}$ of $r$ to $\Omega$ is

$$
\begin{equation*}
\tilde{r}\left(\tau, x_{i}\right)=r\left(\tau x_{i}\right)=r(0)+\tau \sum_{i} x_{i} \partial_{w_{i}} r(0)+\mathcal{O}\left(\tau^{2}\right) \tag{C.11}
\end{equation*}
$$

continuing the Taylor expansion further, one finds that $\tilde{r}$ is (asymptotically as $\tau \rightarrow 0$ ) a sum of terms of the form $\tau^{j}$ times a homogeneous polynomial of degree $j$ in the $x_{i}$. Thus,
one can deduce the resonance expansion in the static patch from the calculations in §C. 4 by taking $r$ to be a homogeneous polynomial in the coordinates $w_{i}$ of degree $\leqslant 1$ (since higher-order terms will give $o(1)$ contributions, the imaginary part of all resonances being $<2)$ and reading off the terms in the resulting asymptotic expansions in $\tau$. Indeed, every resonant state on static de Sitter space arises as a term in the asymptotic expansion of the solution of a wave equation with smooth forcing, compactly supported and with support disjoint from $X$; and conversely, solutions of such equations on static de Sitter spaces admit an expansion into resonances up to terms of any fixed, prescribed rate of decay $\tau^{C}, C \in \mathbb{R}$; but the asymptotic behavior of waves on static de Sitter space, which are in this way equivalent to knowledge of resonances and resonant states, can simply be read off by restriction from the asymptotics on global de Sitter space.

We thus obtain the following result.
Proposition C.1. For the operator $L \in \operatorname{Diff}_{\mathrm{b}}^{2}\left(\Omega ; S^{2}{ }^{\mathrm{b}} T_{\Omega}^{*} M\right)$, the following is a complete list of the resonances $\sigma$ of $L$ which satisfy $\operatorname{Im} \sigma>\frac{1}{2}\left(-n+\sqrt{n^{2}+8 n}\right)-2$, and the corresponding resonant states:
(1) $\sigma=\sigma_{+}=\frac{1}{2} i\left(-n+\sqrt{n^{2}+8 n}\right)$ : resonance of order 1 and rank 1 ; basis of resonant states

$$
\tau^{i \sigma_{+}}\left(\begin{array}{c}
i \sigma_{+} \\
0 \\
h
\end{array}\right)
$$

(2) $\sigma=\sigma_{+}-i$ : resonance of order 1 and rank $n$; basis of resonant states

$$
\tau^{i \sigma_{+}+1}\left(\begin{array}{c}
-\sigma_{+}^{2} x_{j} \\
\left(i \sigma_{+}+1\right) e^{j} \\
i \sigma_{+} x_{j} h
\end{array}\right), \quad j=1, \ldots, n
$$

(3) $\sigma=0$ : resonance of order 1 and rank $\frac{1}{2} n(n+1)-1$; basis of resonant states

$$
\left(\begin{array}{c}
0 \\
0 \\
a_{i j} e^{i} e^{j}
\end{array}\right), \quad \sum_{i} a_{i i}=0
$$

Proof. We prove the result for $\sigma=\sigma_{+}$and $\sigma_{+}-i$ : setting $f \equiv 1$ in (C.10) yields the resonant state at $\sigma_{+}$, while setting $f=i \sigma_{+} w_{j}, j=1, \ldots, n$, yields the resonant states at $\sigma_{+}-i$ due to (C.11).

We can now complete the proof that all non-decaying resonant states are pure gauge solutions.

Proposition C.2. All the resonant states corresponding to resonances in $\operatorname{Im} \sigma \geqslant 0$, viewed as mode solutions of $L$ on the spacetime, lie in the range of $\delta_{g_{0}}^{*}$ acting on 1-forms on the spacetime.

Proof. At $\sigma_{+}$we compute, in the splittings (C.1),

$$
\delta_{g_{0}}^{*} \tau^{i \sigma_{+}}\binom{1}{0}=\tau^{i \sigma_{+}}\left(\begin{array}{c}
i \sigma_{+} \\
0 \\
h
\end{array}\right)
$$

More generally, we may compute

$$
\delta_{g_{0}}^{*} \tau^{i \sigma_{+}}\binom{f}{0}=\tau^{i \sigma_{+}}\left(\begin{array}{c}
i \sigma f \\
0 \\
h f
\end{array}\right)+\tau^{i \sigma_{+}+1}\left(\begin{array}{c}
0 \\
\frac{1}{2} \sum_{j} \partial_{w_{j}} f e^{j} \\
0
\end{array}\right)
$$

and one can solve away the second term, with the result

$$
\delta_{g_{0}}^{*}\left[\tau^{i \sigma_{+}}\binom{f}{0}+\frac{1}{i \sigma_{+}} \tau^{i \sigma_{+}+1}\binom{0}{\sum_{j} \partial_{w_{j}} f e^{j}}\right]=o(1)
$$

Putting $f=1$ gives the resonant state at $\sigma_{+}$, thus proving the result for the resonance $\sigma_{+}$, while putting $f=i \sigma_{+} w_{j}, j=1, \ldots, n$, we find

$$
\delta_{g_{0}}^{*} \tau^{i \sigma_{+}+1}\binom{i \sigma_{+} x_{j}}{e^{j}}=\tau^{i \sigma_{+}+1}\left(\begin{array}{c}
-\sigma_{+}^{2} x_{j} \\
\left(i \sigma_{+}+1\right) e^{j} \\
i \sigma_{+} x_{j} h
\end{array}\right)
$$

proving the result for the resonance $\sigma_{+}-i$. Finally, for $\sigma=0$, we observe

$$
\delta_{g_{0}}^{*}\binom{0}{\sum_{i} a_{i j} x_{i} e^{j}}=\delta_{g_{0}}^{*} \tau^{-1}\binom{0}{\sum_{i} a_{i j} w_{i} e^{j}}=\left(\begin{array}{c}
0 \\
0 \\
a_{i j} e^{i} e^{j}
\end{array}\right)
$$

finishing the proof.
Remark C.3. For any choice of parameters $\gamma_{1}$ and $\gamma_{2}$, the space of resonances at zero is always non-trivial, and contains the resonant states given in Proposition C. 1 (3). There are further modifications one can consider, for instance using a conformally rescaled background metric $g^{0}=\tau^{\gamma_{3}} g_{0}$ and considering the gauge $\Upsilon(g)-\Upsilon\left(g_{0}\right)$, with

$$
\Upsilon(g)=g\left(g^{0}\right)^{-1} \delta_{g} \mathrm{G}_{g} g^{0}
$$

but this does not affect the previous statement regarding the zero resonance. Thus, if we are restricting ourselves to modifications of Einstein's equations which are well behaved from the perspective of global de Sitter space, there seems to be no way to eliminate all non-decaying resonances! Choosing $\gamma_{1}, \gamma_{2}$ and $\gamma_{3}$ appropriately, one can remove all non-decaying resonances apart from zero, but this is quite delicate.

Denote by $N_{\Theta}:=n+1+\frac{1}{2} n(n+1)-1$ (so $N_{\Theta}=9$ for $n=3$ ) the total dimension of the space of non-decaying resonant states; then, paralleling the proof of Proposition 10.2, we let $\Theta$ be the $N_{\Theta}$-dimensional space of 1-forms $\theta$ of the form

$$
\theta=-D_{g_{0}} \Upsilon\left(\delta_{g_{0}}^{*}(\chi \omega)\right)=\delta_{g_{0}} \mathrm{G}_{g_{0}} \delta_{g_{0}}^{*}(\chi \omega)
$$

where $\chi(\tau)$ is a fixed cutoff, identically 1 near $\tau=0$ and identically 0 for $\tau \geqslant \frac{1}{2}$, say, and $\omega$ is one of the 1-forms used in the proof of Proposition C. 2 exhibiting the non-decaying modes as pure gauge modes. Thus, we have

$$
L\left(\delta_{g_{0}}^{*}(\chi \omega)\right)=\tilde{\delta}^{*} \theta
$$

furthermore, $\theta$ is compactly supported in $(0,1)_{\tau}$, due to

$$
0=\delta_{g_{0}} \mathrm{G}_{g_{0}} L\left(\delta_{g_{0}}^{*} \omega\right)=-\widetilde{\square}_{g_{0}}^{\mathrm{CP}}\left(D_{g_{0}} \Upsilon\left(\delta_{g_{0}}^{*} \omega\right)\right)
$$

and SCP, which gives $D_{g_{0}} \Upsilon\left(\delta_{g_{0}}^{*} \omega\right)=0$ as $\delta_{g_{0}}^{*} \omega$ is a non-decaying mode. One can of course also check directly that the resonant states described in Proposition C. 1 are annihilated by $\delta_{g_{0}} \mathrm{G}_{g_{0}}$; for the zero resonant states, this is straightforward to check, while for the resonant states at $\sigma_{+}$and $\sigma_{+}-i$, this follows from the fact that $\delta_{g_{0}} \mathrm{G}_{g_{0}}$ applied to the expression in square brackets in (C.10) gives a result of order $\tau^{i \sigma_{+}+2}$. The upshot is that

$$
\Theta \subset \mathcal{C}_{\mathrm{c}}^{\infty}\left(\Omega^{\circ} ; T^{*} \Omega^{\circ}\right)
$$

can be used as the fixed, $N_{\Theta}$-dimensional space of gauge modifications, using which we can prove the non-linear stability of the static model. That is, modifying the forcing terms of the linearized equations which we need to solve in the course of a non-linear iteration scheme by $\tilde{\delta}^{*} \theta$ for suitable $\theta \in \Theta$ (which are found at each step by the linear solution operators), we can solve the linear equations-and thus the non-linear gauged Einstein equation-in spaces of exponentially decaying 2-tensors.

Theorem C.4. Let $\Sigma_{0}=\Omega \cap\{\tau=1\}$ be the Cauchy surface of $\Omega$. Let

$$
h, k \in \mathcal{C}^{\infty}\left(\Sigma_{0} ; S^{2} T^{*} \Sigma_{0}\right)
$$

be initial data satisfying the constraint equations (2.2), and suppose $(h, k)$ is close to the data induced by the static de Sitter metric $g_{0}$ in the topology of

$$
H^{21}\left(\Sigma_{0} ; S^{2} T^{*} \Sigma_{0}\right) \oplus H^{20}\left(\Sigma_{0} ; S^{2} T^{*} \Sigma_{0}\right)
$$

Then, there exist a compactly supported gauge modification $\theta \in \Theta$ and a section

$$
\tilde{g} \in H_{\mathrm{b}}^{\infty, \alpha}\left(\Omega ; S^{2 \mathrm{~b}} T_{\Omega}^{*} M\right),
$$

with $\alpha>0$ small and fixed, such that $g=g_{0}+\tilde{g}$ solves the Einstein equation

$$
\operatorname{Ric}(g)+n g=0,
$$

attaining the given initial data at $\Sigma_{0}$ in the gauge $\Upsilon(g)-\theta=0$ (see (C.4) for the definition of $\Upsilon)$. More precisely, $g$ solves the initial value problem

$$
\begin{cases}\operatorname{Ric}(g)+n g-\tilde{\delta}^{*}(\Upsilon(g)-\theta)=0 & \text { in } \Omega^{\circ} \\ \gamma_{0}(g)=i_{0}(h, k) & \text { on } \Sigma_{0}\end{cases}
$$

where $i_{0}$ constructs correctly gauged (relative to $\Upsilon(g)=0$ ) Cauchy data from the given initial data ( $h, k$ ), analogously to Proposition 3.10.

Proof. Given what we have arranged above, this follows directly from Theorem B. 1 if we take $z: \mathbb{R}^{N_{\Theta}} \cong \Theta \rightarrow \mathcal{C}_{\mathrm{c}}^{\infty}\left(\Omega^{\circ} ; T^{*} \Omega^{\circ}\right)$ to be the map $\theta \mapsto-\tilde{\delta}^{*} \theta$.

The number of derivatives here is rather excessive: in fact, due to the lack of trapping, one does not lose derivatives beyond the usual loss of one derivative for hyperbolic equations; thus, one can prove this theorem using a Newton-type iteration method as in $[71, \S 8]$. But, since we state this result in order to present a simple analogue of Theorem 11.2, we refrain from optimizing it.

While the above arguments prove the stability of the static model of de Sitter space, there is absolutely no direct implication for the initial value problem near a Schwarzschild-de Sitter spacetime: the limit $M . \rightarrow 0$ in which Schwarzschild-de Sitter space becomes de Sitter space is very singular.
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[^0]:    $\left({ }^{2}\right)$ For the initial value problem in the ODE example $u^{\prime}=u^{2}$, one can eliminate the constant asymptotic behavior of the linearized equation by adding a suitable forcing term, or equivalently by modifying the initial data; thus, the non-linear framework would show the solvability of $u^{\prime}=u^{2}, u(0)=u_{0}$, with $u_{0}$ small, up to modifying $u_{0}$ by a small quantity - and this is of course trivial, if one modifies it by $-u_{0}$ ! A more interesting example would be an ODE of the form $\left(\partial_{x}+1\right) \partial_{x} u=u^{2}$, solving near $u=0$; the decaying mode $e^{-x}$ of the linearized equation causes no problems, and the zero mode 1 can be eliminated by modifying the initial data-which now lie in a 2 -dimensional space-by elements in a fixed 1-dimensional space.

[^1]:    $\left({ }^{3}\right)$ The second Bianchi identity is in fact in a consequence of the diffeomorphism invariance $\operatorname{Ric}\left(\phi^{*} g\right)=\phi^{*} \operatorname{Ric}(g)$ of the Ricci tensor; see $[23, \S 3.2]$.

[^2]:    $\left(^{7}\right)$ We recall the statement in Proposition 5.19 (1) below. Solvability in an exponentially weighted $L^{2}$-space follows by means of energy estimates; the conormality relies on microlocal propagation estimates.

[^3]:    $\left({ }^{9}\right)$ In the follow-up work [73], the first author gives a detailed self-contained proof of UEMS for the Einstein-Maxwell system, linearized around a spherically symmetric Reissner-Nordström-de Sitter spacetime. A fortiori, this gives UEMS for Schwarzschild-de Sitter spacetimes, Theorem 4.1, as the special case when both the black hole charge and the electromagnetic perturbation vanish.

[^4]:    $\left({ }^{10}\right)$ Roughly, at $\mu=0$, the Schrödinger operator is essentially $\left(\mu D_{\mu}\right)^{2}+V_{S}$, which with $x=-\log \mu$ equals $D_{x}^{2}+V_{S}$, with $V_{S}=\mathcal{O}(\mu)=\mathcal{O}\left(e^{-x}\right)$ exponentially decaying.
    ${ }^{11}$ ) See also the arguments around [78, equations (3.29) and (3.32)] for a discussion in the context of asymptotically hyperbolic spaces-the present problem can be regarded as living on 1-dimensional hyperbolic space, given as the interval $\left(r_{-}, r_{+}\right)_{r}$ with the metric $\mu^{-2} d r^{2}$, whose Laplacian is $\left(\mu D_{r}\right)^{2}$ as in (7.9)

[^5]:    ${ }^{(12)}$ Recall that the sign conventions in [126], which we are using presently, are the opposite of what we use in the rest of the paper.
    ${ }^{(13)}$ There seem to be two typos in [126, equation (9)]: a missing factor $F$ in the second term, and the differentiations in the fifth term are with respect to $u$ rather than $v$. This does not affect the argument in [126] however, since this equation is only used once one has arranged $Y=v$ and $X= \pm 1$, hence $\partial_{u} X=\partial_{v} X \equiv 0$ and $\partial_{u} \partial_{v} Y \equiv 0$.

[^6]:    ${ }^{(14)}$ The notation here is that of [93, equation (47)], not the slightly different one used in [92, Appendix B].

[^7]:    $\left({ }^{15}\right)$ In this case, the linearized Einstein tensor can be decomposed in the same manner as the linearized metric perturbation, i.e. in the present context as (7.2). For $l=1$ however, as discussed above, the coefficient of $H_{T}$, or $\dot{E}_{T}$ for the linearized Einstein tensor, vanishes.

[^8]:    $\left({ }^{16}\right)$ This is the 1 -form denoted $X_{a}$ in [92, equation (2•8)], not the scalar quantity $X$ from the previous paragraph.

[^9]:    (17) This is independent of $e$ and can be computed explicitly: for $\eta \neq 0$ and $\xi \neq 0$, the eigenspace is $\left.\left.\eta^{\perp} \oplus\langle\nu| \eta\right|^{2} d t_{*}+c^{2}|\eta|^{2} d r-r^{2} \xi \eta\right\rangle$; if $\eta \neq 0$ and $\xi=0$, it is $\eta^{\perp} \oplus\left\langle\nu d t_{*}+c^{2} d r\right\rangle$; and, if $\eta=0$, it is $\eta^{\perp}=T^{*} \mathbb{S}^{2}$.

[^10]:    $\left({ }^{18}\right)$ A fixed bound would be sufficient for present, real-principal-type, purposes, but the smallness will be essential at the critical set in the proof of Proposition 8.21 below.

[^11]:    $\left({ }^{19}\right)$ The assumption in the reference that $|\operatorname{Im} \sigma|$ is bounded renders the skew-adjoint part of the operator in [140, Proposition 3.8] semiclassically subprincipal.

[^12]:    $\left({ }^{21}\right)$ This is the unique symmetric choice of $T$, i.e. for which $T^{\mu \nu}=T^{\nu \mu}$.

[^13]:    $\left({ }^{22}\right)$ This is not a complicated computation. Writing the basis vectors as $f_{j}, j=1, \ldots, 10,\left\langle f_{4}, f_{7}, f_{9}\right\rangle$ and $\left\langle f_{1}, f_{2}, f_{3}, f_{5}, f_{6}, f_{8}, f_{10}\right\rangle$ decouple. For the former space, the matrix $\left(i r^{-1} \sigma\right)^{-1} S$ is lower triangular in the basis $f_{4}, f_{7}, f_{4}-f_{9}$, with diagonal entries, thus eigenvalues, $\gamma_{1}^{\prime}, 0,0$. For the second space, the matrix is lower triangular in the basis $f_{1}, f_{2}, f_{5}, 2 f_{1}-f_{3}, f_{5}-f_{10}, f_{2}-f_{6}, f_{1}-f_{3}+f_{8}$, with diagonal entries $2 \gamma_{1}^{\prime}, \gamma_{1}^{\prime}, 2 \gamma_{2}^{\prime}, 0,0,0,0$.

[^14]:    $\left({ }^{23}\right)$ This is a simple calculation: writing the basis 'vectors' as $f_{j}, j=1, \ldots, 7$ (where really $f_{3}$ and $f_{5}$ are two copies of the same basis of a fiber of $T^{*} \mathbb{S}^{2}$, and $f_{7}$ is a basis of a fiber of $g^{\perp}$ —which is irrelevant here since all entries of the matrix in (9.8) are scalar), the spaces $\left\langle f_{3}, f_{5}\right\rangle$ and $\left\langle f_{7}\right\rangle$ decouple, giving the eigenvalues $2 \varkappa_{ \pm}+\gamma_{1}, 6 \varkappa_{ \pm}$and $4 \varkappa_{ \pm}$, respectively, and then, restricted to $\left\langle f_{1}, f_{2}, f_{4}, f_{6}\right\rangle$, the matrix is lower triangular in the basis $f_{1}, f_{6}, f_{2}, f_{4}$, with diagonal entries $2 \gamma_{1}, 4 \varkappa_{ \pm}+2 \gamma_{2}, 4 \varkappa_{ \pm}, 8 \varkappa_{ \pm}$.

