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#### Abstract

Let $G$ be an abelian group. A tri-colored sum-free set in $G$ is a collection of triples $\left(\boldsymbol{a}_{i}, \boldsymbol{b}_{i}, \boldsymbol{c}_{i}\right)$ in $G$ such that $\boldsymbol{a}_{i}+\boldsymbol{b}_{j}+\boldsymbol{c}_{k}=0$ if and only if $i=j=k$. Fix a prime $q$ and let $C_{q}$ be the cyclic group of order $q$. Let $\theta=\min _{\rho>0}\left(1+\rho+\cdots+\rho^{q-1}\right) \rho^{-(q-1) / 3}$. Blasiak, Church, Cohn, Grochow, Naslund, Sawin, and Umans (building on previous work of Croot, Lev and Pach, and of Ellenberg and Gijswijt) showed that a tri-colored sum-free set in $C_{q}^{n}$ has size at most $3 \theta^{n}$. Between this paper and a paper of Pebody, we will show that, for any $\delta>0$, and $n$ sufficiently large, there are tri-colored sum-free sets in $C_{q}^{n}$ of size $(\theta-\delta)^{n}$. Our construction also works when $q$ is not prime.


## 1 Introduction

Let $G$ be an abelian group. Let $\boldsymbol{t} \in G^{n}$. We make the following slightly nonstandard definition: a sum-free set in $G^{n}$ with target $\boldsymbol{t}$ is a collection of triples $\left(\boldsymbol{a}_{i}, \boldsymbol{b}_{i}, \boldsymbol{c}_{i}\right)$ in $G^{n} \times G^{n} \times G^{n}$ such that $\boldsymbol{a}_{i}+\boldsymbol{b}_{j}+\boldsymbol{c}_{k}=\boldsymbol{t}$ if and only if $i=j=k$. We may always replace $\left(\boldsymbol{a}_{i}, \boldsymbol{b}_{i}, \boldsymbol{c}_{i}\right)$ by $\left(\boldsymbol{a}_{i}, \boldsymbol{b}_{i}, \boldsymbol{c}_{i}-\boldsymbol{t}\right)$ to make the target $\mathbf{0}$ (as we did in the abstract, and as is more standard), but allowing an arbitrary target will simplify our notation. The usual terminology is "tri-colored sum-free set", but we omit the reference to the coloring as we never consider any other kind.

If $X \subset G^{n}$ is a set with no three-term arithmetic progressions, then $\{(\boldsymbol{x}, \boldsymbol{x},-2 \boldsymbol{x}): \boldsymbol{x} \in X\}$ is sum-free with target $\mathbf{0}$, so lower bounds on sets without three-term arithmetic progressions are also bounds on sum-free sets. The reverse does not hold: the largest known three-term arithmetic progression free subsets of $C_{3}^{n}$ (where $C_{q}$ is the cyclic group of order $q$ ) are of size $2.217^{n}$ [10]. Before this paper, the largest known sum-free sets in $C_{3}^{n}$ were of size $2.519^{n}$ [1]; this paper will raise the bound to $2.755^{n}$ and show that this bound is tight.

Letting $r_{3}\left(G^{n}\right)$ denote the largest subset of $G^{n}$ with no three-term arithmetic progressions, the question of whether limsup $\sup _{n \rightarrow \infty} r_{3}\left(G^{n}\right)^{1 / n}<|G|$ was open, until recently, for every abelian $G$ containing elements of order greater than two. The breakthrough work of Croot, Lev, and Pach [9] introduced a polynomial method to prove that strict inequality holds when $G$ is cyclic of order 4, and Ellenberg and Gijswijt [12] built upon their ideas to prove it for cyclic groups of odd prime order. Blasiak et al. [5] applied the same method to prove upper bounds for sum-free sets in $G^{n}$ for any fixed finite abelian group $G$.

We recall here one case of their bound. Let $C_{q}$ be the cyclic group of order $q$. Let $\theta=\min _{\beta>0}(1+\beta+$ $\left.\cdots+\beta^{q-1}\right) \beta^{-(q-1) / 3}$ and let $\rho$ be the value of $\beta$ at which the minimum is attained. We note that the minimum is attained at a unique point which belongs to $(0,1)$ because $\left(1+\beta+\cdots+\beta^{q-1}\right) \beta^{-(q-1) / 3}$ approaches $\infty$ as
$\beta$ goes to 0 from above, is increasing on the interval $[1, \infty)$, and has increasing first derivative on the interval $(0,1)$.

The following result of [5] is closely related to the results of [12] (for primes) and [21, Theorem 4] (for prime powers). (What we denote $\theta$ is called $q J(q)$ in [5].)

Theorem 1 ([5, Theorem 4.14]). If $q$ is a prime power, then sum-free sets in $C_{q}^{n}$ have size at most $3 \theta^{n}$.
Prior to this paper, it was not clear whether any of these applications of the polynomial method yielded tight bounds. In fact, Theorem 1 is tight to within a subexponential factor.

Theorem 2. Fix an integer $q \geq 2$. Define $\theta$ as above. For $n$ sufficiently large, there are sum-free sets in $C_{q}^{n}$ with size $\geq \theta^{n} e^{-2 \sqrt{(2 \log 2 \log \theta) n}-O_{q}(\log n)}$.

In this paper, we show Theorem 2 except for a hypothesis on the existence of a probability distribution satisfying certain properties (Theorem 4). In [20], Pebody will verify Theorem 4, completing the proof of Theorem $2 .{ }^{1}$

The question of whether Theorem 1 also yields a tight bound for $\lim \sup r_{3}\left(G^{n}\right)^{1 / n}$ remains open.
Sum-free sets have applications in theoretical computer science, especially the circle of ideas surrounding fast matrix multiplication algorithms. The $O\left(n^{2.41}\right)$ algorithm of Coppersmith and Winograd [8] rests on a combinatorial construction that can, in hindsight, be interpreted ${ }^{2}$ as a large sum-free set in $\mathbb{F}_{2}^{n}$. In the same paper they presented a conjecture in additive combinatorics that, if true, would imply that the exponent of matrix multiplication is 2 , i.e., that there exist matrix multiplication algorithms with running time $O\left(n^{2+\varepsilon}\right)$ for any $\varepsilon>0$. This conjecture, along with another conjecture by Cohn et al. [7] that also implies the exponent of matrix multiplication is 2, was shown by Alon, Shpilka, and Umans [1] to necessitate the existence of sum-free sets of size $3^{n-o(n)}$ in $\mathbb{F}_{3}^{n}$. The upper bound on sum-free sets by Blasiak et al. [5] thus refutes both of these conjectures. Furthermore, Blasiak et al. [5] show that a more general family of proposed fast matrix multiplication algorithms based on the "simultaneous triple product property" (STPP) [7] in an abelian group $H$ necessitates the existence of sum-free sets of size $|H|^{1-o(1)}$. Their upper bound on sum-free sets in abelian groups of bounded exponent thus precludes achieving matrix multiplication exponent 2 using STPP constructions in such groups.

A second application of sum-free sets in theoretical computer science concerns property testing, the study of randomized algorithms for distinguishing functions $f$ having a specified property from those which have large Hamming distance from every function that satisfies the property. A famous example is the Blum-Luby-Rubinfeld (BLR) linearity tester [6], which queries the function value at only $O(1 / \delta)$ points and succeeds, with error probability less than $1 / 3$, in distinguishing linear functions on $\mathbb{F}_{2}^{n}$ from those that have distance $\delta \cdot 2^{n}$ from any linear function. Testers which can distinguish low-degree polynomials on $\mathbb{F}_{2}^{n}$ from those that are far from any low-degree polynomial constitute an important ingredient in the celebrated PCP Theorem [2]. Bhattacharya and Xie [4] demonstrated that constructions of large sum-free sets in $\mathbb{F}_{2}^{n}$ could be used to derive lower bounds on the complexity of testing certain linear-invariant properties of Boolean functions.

Finally, sum-free sets have applications to removal lemmas in additive combinatorics, a topic that is heavily intertwined with property testing. In particular, Green [16] proved an "arithmetic removal lemma" for abelian groups which implies that for every $\varepsilon>0$, there is a $\delta>0$ such that for any abelian group $G$ and three subsets $A, B, C$, either there are at least $\delta|G|^{2}$ distinct triples $(a, b, c) \in A \times B \times C$ satisfying $a+b+c=0$, or one can eliminate all such triples by deleting at most $\varepsilon|G|$ elements from each of $A, B$, and $C$. Green's argument yields an upper bound for $\delta^{-1}$ which is a tower of twos of height polynomial in $\varepsilon^{-1}$. This bound

[^0]can be improved using combinatorial ${ }^{3}$ or Fourier analytic ${ }^{4}$ techniques, but for general abelian groups $G$ the value of $\delta$ is not bounded below by any polynomial function of $\varepsilon$. However, when $G$ is the group $\mathbb{F}_{q}^{n}$, Fox and Lovasz [14] have applied our nearly-tight construction of sum-free sets in $G$ to obtain bounds of the form
$$
\varepsilon^{-C_{q}+o(1)}<\delta^{-1}<(\varepsilon / 3)^{-C_{q}},
$$
where $C_{q}$ is a constant depending on $q$ but not $n$, and where $o(1)$ goes to 0 as $\varepsilon$ goes to 0 for any fixed $q$.

## 2 Notation

Throughout this paper, we will use the following conventions: Lower case Roman letters denote integers, elements of cyclic groups (denoted $C_{q}$ ), of finite fields (denoted $\mathbb{F}_{q}$ ), or general finite sets. Lower case Roman letters in boldface denote elements of $\mathbb{Z}_{\geq 0}^{m}$ (for any $m$ ), $C_{q}^{m}$ or $\mathbb{F}_{q}^{m}$. Capital Roman letters denote subsets of $\mathbb{Z}_{\geq 0}^{m}, C_{q}^{m}$ or $\mathbb{F}_{q}^{m}$. Lower case Greek letters denote real numbers; lower case Greek letters in boldface denote elements of $\mathbb{R}^{m}$. A notation such as $\alpha(x)$ or $\boldsymbol{\alpha}(x)$ refers to a function of $x$ valued in real numbers, or real vectors. For any sets $U$ and $V$, we write $U^{V}$ for the set of $U$-valued functions on $V$. All logarithms are to base $e$.

We fix a positive integer $q$. In section 4, we will fix $n$ to be a positive integer divisible by 3 . The notation $O_{q}()$ will always refer to bounds as $n \rightarrow \infty$ through integers divisible by 3 , with $q$ fixed. Let $\boldsymbol{t}=(q-1, q-1, \ldots, q-1) \in \mathbb{Z}_{\geq 0}^{n}$.

We define the following sets of lattice points:

$$
\begin{aligned}
I & =\{0,1, \ldots, q-1\} \subset \mathbb{Z}_{\geq 0} \\
T & =\left\{(a, b, c) \in I^{3}: a+b+c=q-1\right\}
\end{aligned}
$$

## 3 Entropy

Let $A$ be a finite set and let $\boldsymbol{e}=\left(e_{1}, e_{2}, \ldots, e_{n}\right) \in A^{n}$. We define the probability distribution $\boldsymbol{\sigma}(\boldsymbol{e})$ on $A$ by $\boldsymbol{\sigma}_{a}(\boldsymbol{e})=\#\left\{r: e_{r}=a\right\} / n$. In other words, $\boldsymbol{\sigma}(\boldsymbol{e})$ is the probability distribution of uniformly randomly selecting an element of $\boldsymbol{e}$.

Let $A$ be a finite set and $\boldsymbol{\lambda} \in \mathbb{R}_{\geq 0}^{A}$ a probability distribution on $A$. The entropy, $\eta(\boldsymbol{\lambda})$, is defined by

$$
\eta(\boldsymbol{\lambda})=-\sum_{a \in A} \boldsymbol{\lambda}_{a} \log \left(\boldsymbol{\lambda}_{a}\right)
$$

where $0 \log 0$ is considered to be 0 . The importance of the entropy function in our situation is the following:
Lemma 3. Let $A$ be a finite set, and let $e_{0} \in A^{n}$. Then

$$
n \eta\left(\boldsymbol{\sigma}\left(\boldsymbol{e}_{0}\right)\right)-O_{|A|}(\log n) \leq \log \left(\#\left\{\boldsymbol{e} \in A^{n}: \boldsymbol{\sigma}(\boldsymbol{e})=\boldsymbol{\sigma}\left(\boldsymbol{e}_{0}\right)\right\}\right) \leq n \eta\left(\boldsymbol{\sigma}\left(\boldsymbol{e}_{0}\right)\right) .
$$

The implied constant in $O$ depends only on $|A|$ and not on $n$ or $\boldsymbol{e}_{0}$.
Proof. For $a \in A$, let $n_{a}=n \boldsymbol{\sigma}_{a}\left(\boldsymbol{e}_{0}\right)$ be the number of times $a$ appears in $\boldsymbol{e}_{0}$.
The number of $\boldsymbol{e} \in A^{n}$ such that $\boldsymbol{\sigma}(\boldsymbol{e})=\boldsymbol{\sigma}\left(\boldsymbol{e}_{0}\right)$ is equal to the multinomial coefficient

$$
\binom{n}{\left(n_{a}\right)_{a \in A}}:=\frac{n!}{\prod_{a \in A} n_{a}!} .
$$

[^1]For the upper bound, we take one term from the multinomial formula

$$
n^{n}=\left(\sum_{a \in A} n_{a}\right)^{n} \geq\binom{ n}{\left(n_{a}\right)_{a \in A}} \prod_{a \in A} n_{a}^{n_{a}},
$$

so

$$
\binom{n}{\left(n_{a}\right)_{a \in A}} \leq \prod_{a \in A}\left(\frac{n}{n_{a}}\right)^{n_{a}}=\exp \left(n \eta\left(\boldsymbol{\sigma}\left(e_{0}\right)\right)\right) .
$$

For the lower bound, we use the following version of Stirling's formula. (See, e.g., [22].)

$$
\left(n+\frac{1}{2}\right) \log (n)-n+\frac{1}{2} \log (2 \pi)<\log (n!)<\left(n+\frac{1}{2}\right) \log (n)-n+\frac{1}{2} \log (2 \pi)+\frac{1}{12}
$$

Applying this estimate to each of the factorial terms, and using $\sum_{a \in A} n_{a}=n$ we find that

$$
\left|\log \binom{n}{\left(n_{a}\right)_{a \in A}}-\sum_{a \in A} n_{a} \log \left(\frac{n}{n_{a}}\right)\right| \leq|A|\left[\log (n)+\log (2 \pi)+\frac{1}{6}\right] .
$$

Note that $\eta\left(\boldsymbol{\sigma}\left(\boldsymbol{e}_{0}\right)\right)=\sum_{a \in A} \frac{n_{a}}{n} \log \left(\frac{n}{n_{a}}\right)$, so this gives

$$
\left|\log \binom{n}{\left(n_{a}\right)_{a \in A}}-n \eta\left(\boldsymbol{\sigma}\left(\boldsymbol{e}_{0}\right)\right)\right| \leq|A|\left[\log (n)+\log (2 \pi)+\frac{1}{6}\right] .
$$

If $A$ and $B$ are finite sets, $f: A \rightarrow B$ is a map and $\boldsymbol{\lambda}$ is a probability distribution on $A$, then we define the probability distribution $f_{*} \lambda$ on $B$ by

$$
\left(f_{*} \boldsymbol{\lambda}\right)_{b}=\sum_{a \in f^{-1}(b)} \boldsymbol{\lambda}_{a}
$$

It is well known that $\eta\left(f_{*} \boldsymbol{\lambda}\right) \leq \eta(\boldsymbol{\lambda})$, with strict inequality if there are distinct elements $a_{1}$ and $a_{2} \in A$ with $f\left(a_{1}\right)=f\left(a_{2}\right)$ and $\boldsymbol{\lambda}_{a_{1}}, \boldsymbol{\lambda}_{a_{2}}>0$.

With $\rho$ and $\theta$ as defined before, define a probability distribution $\boldsymbol{\psi}$ on $I$ by

$$
\boldsymbol{\Psi}_{k}=\frac{\rho^{k}}{1+\rho+\cdots+\rho^{q-1}} .
$$

Let $f: T \rightarrow I$ be the map $f((i, j, k))=k$. The following is proved in [20]. ${ }^{5}$
Theorem 4 ([20, Theorem 4]). There is an $S_{3}$-symmetric probability distribution $\boldsymbol{\pi}$ on $T$ with $f_{*}(\boldsymbol{\pi})=\boldsymbol{\psi}$.
More precisely, [20] proves that $\boldsymbol{\psi}, \boldsymbol{\psi}, \boldsymbol{\psi}$ are compatible in the sense that there are random variables $X_{1}, X_{2}, X_{3}$ whose distributions are each $\boldsymbol{\psi}$ and such that $X_{1}+X_{2}+X_{3}$ is constant. As each variable has expectation $(p-1) / 3$, that constant is certainly $p-1$, so $\left(X_{1}, X_{2}, X_{3}\right)$ is a random $T$-valued variable. Its probability distribution is a probability distribution on $T$ whose three projections are each $\boldsymbol{\psi}$. Symmetrizing it, we obtain an $S_{3}$-symmetric probability distribution on $T$ whose projection under $f$ is $\boldsymbol{\psi}$, as stated in Theorem 4.

We will need to compute:
Lemma 5. With notation as above, $\eta(\boldsymbol{\Psi})=\log \theta$.

[^2]
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Proof. Note that

$$
\boldsymbol{\psi}_{k}=\frac{\rho^{k-(q-1) / 3}}{\theta}
$$

We have

$$
\begin{equation*}
\eta(\boldsymbol{\psi})=-\sum_{k \in I} \boldsymbol{\psi}_{k} \log \frac{\rho^{k-(q-1) / 3}}{\theta}=\left(\sum_{k \in I} \boldsymbol{\psi}_{k}\right) \log \theta-\left(\sum_{k \in I}(k-(q-1) / 3) \boldsymbol{\psi}_{k}\right) \log \rho . \tag{1}
\end{equation*}
$$

The result follows by substituting

$$
\begin{aligned}
& \sum_{k \in I} \boldsymbol{\psi}_{k}=1 \\
& \sum_{k \in I}(k-(q-1) / 3) \boldsymbol{\psi}_{k}=\frac{\rho}{\theta} \cdot \frac{d}{d \beta}\left[\left(1+\beta+\cdots+\beta^{q-1}\right) \beta^{-(q-1) / 3}\right]_{\beta=\rho}=0,
\end{aligned}
$$

into (1).
Remark 6. If $\boldsymbol{\pi}$ is any $S_{3}$-symmetric probability distribution on $T$ then $f_{*}(\boldsymbol{\pi})$ has expected value $\frac{q-1}{3}$. Of all probability distributions on $I$ with expected value $\frac{q-1}{3}$, the distribution $\boldsymbol{\psi}$ has the greatest entropy.

## 4 The construction

Let $\boldsymbol{\pi}$ be the probability distribution on $T$ guaranteed by Theorem 4. Fix $n$ divisible by 3 , so that when $S_{3}$ acts on the lattice $\mathbb{Z}^{T}$ by permuting the coordinates according to the $S_{3}$ action on $T$, the fixed point set of the action includes lattice vectors whose coordinates sum up to $n$. We can approximate $\boldsymbol{\pi}$ to within $O_{q}(1 / n)$ by an $S_{3}$-symmetric distribution $\boldsymbol{\pi}^{\prime}$ where the probability of each element is an integer multiple of $1 / n$; such a $\pi^{\prime}$ can be found by scaling down $\mathbb{Z}^{T}$ by $1 / n$, taking the set of $S_{3}$-fixed points that belong to the probability simplex, and selecting the closest such point to $\boldsymbol{\pi}$. Then the marginal distribution $\boldsymbol{\psi}^{\prime}$ will be within $O_{q}(1 / n)$ of $\boldsymbol{\psi}$. The entropy function of a probability distribution, viewed as function of the vector of the probabilities of the elements, is a differentiable function on the open set of probability distributions assigning positive probability to every element. Thus, because $\boldsymbol{\psi}$ assigns positive probability to each element, the entropy is Lipschitz in a neighborhood of $\boldsymbol{\psi}$. For large enough $n, \boldsymbol{\psi}^{\prime}$ is in that neighborhood, so

$$
\begin{equation*}
\eta\left(\boldsymbol{\psi}^{\prime}\right)=\eta(\boldsymbol{\psi})-O_{q}(1 / n)=\log \theta-O_{q}(1 / n) . \tag{2}
\end{equation*}
$$

(The second equality is Lemma 5.)
Define the following sets:

$$
\begin{aligned}
W & =\left\{\boldsymbol{a} \in I^{n}: \boldsymbol{\sigma}(\boldsymbol{a})=\boldsymbol{\psi}^{\prime}\right\} \\
V & =\left\{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}) \in W^{3}: \boldsymbol{a}+\boldsymbol{b}+\boldsymbol{c}=\boldsymbol{t}\right\}
\end{aligned}
$$

We will show in Lemma 10 that $|V|$ and $|W|$ grow exponentially in $n$, with $|V|$ having the faster growth rate. Our sum-free set in $C_{q}^{n}$ will be a subset of $V$.

Let $p$ be a prime number between $4|V| /|W|$ and $8|V| /|W|$ (such a prime exists by Bertrand's postulate). Since $|V|$ grows faster than $|W|$, the prime $p$ goes to $\infty$ as $n$ does. Let $S$ be a subset of $\mathbb{F}_{p}$ having no three distinct elements in arithmetic progression. Behrend's construction [3], with Elkin's improvement [11], implies that, for $p$ sufficiently large one can choose such a set whose cardinality is at least $p \cdot e^{-2 \sqrt{2 \log 2 \log p}}$.

Let $h: \mathbb{Z}^{n+2} \rightarrow \mathbb{F}_{p}$ be a linear map, chosen uniformly at random from all such linear maps. For any $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}) \in V$, the sequence

$$
h(0,1, \boldsymbol{a}), \frac{1}{2} h(1,1, \boldsymbol{t}-\boldsymbol{b}), h(1,0, \boldsymbol{c})
$$

constitutes a (possibly degenerate) arithmetic progression in $\mathbb{F}_{p}$. Thus, this arithmetic progression is contained in $S$ if and only if its three terms are all equal to one another and lie in $S$. Define $V^{\prime}$ to be the subset of $V$ given by

$$
V^{\prime}=\left\{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}) \in W^{3}: \begin{array}{l}
\boldsymbol{a}+\boldsymbol{b}+\boldsymbol{c}=\boldsymbol{t} \\
h(0,1, \boldsymbol{a})=\frac{1}{2} h(1,1, \boldsymbol{t}-\boldsymbol{b})=h(1,0, \boldsymbol{c}) \in S
\end{array}\right\} .
$$

Define $V^{\prime \prime}$ to be the set of all $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}) \in V^{\prime}$ such that every other $\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}, \boldsymbol{c}^{\prime}\right) \in V^{\prime}$ obeys $\boldsymbol{a}^{\prime} \neq \boldsymbol{a}, \boldsymbol{b}^{\prime} \neq \boldsymbol{b}, \boldsymbol{c}^{\prime} \neq \boldsymbol{c}$.
Remark 7. For this remark, assume $q$ is odd. Define a tri-colored 3-AP-free set in $C_{q}^{n}$ to be a set of triples $\left(\boldsymbol{a}_{i}, \boldsymbol{b}_{i}^{\prime}, \boldsymbol{c}_{i}\right)$ in $\left(C_{q}^{n}\right)^{3}$ such that $\boldsymbol{a}_{i}+\boldsymbol{c}_{k}=2 \boldsymbol{b}_{j}^{\prime}$ if and only if $i=j=k$. Replacing $\left(\boldsymbol{a}_{i}, \boldsymbol{b}_{i}, \boldsymbol{c}_{i}\right)$ with $\left(\boldsymbol{a}_{i}, \frac{1}{2}(\boldsymbol{t}-\boldsymbol{b}) \bmod q, \boldsymbol{c}_{j}\right)$ turns any tri-colored sum-free set into a tri-colored 3-AP-free set. In our set $V^{\prime \prime}$, each of $\boldsymbol{a}, \boldsymbol{b}$ and $\boldsymbol{c}$ has entries distributed over $I$ with probability distribution $\boldsymbol{\psi}$. Therefore in the tri-colored 3-AP free set, the entries of $\boldsymbol{a}$ and $\boldsymbol{c}$ will be distributed with probability $\boldsymbol{\psi}$, but the entries of $\boldsymbol{b}$ will be distributed with the different distribution $g_{*} \boldsymbol{\psi}$ where $g: I \rightarrow I$ is the map $g(b)=\frac{1}{2}(q-1-b) \bmod q$. By contrast, if $X \subset C_{q}^{n}$ is a 3-AP-free set in the standard sense, then $\{(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{x}): \boldsymbol{x} \in X\}$ is a tri-colored 3-AP-free set but, for this tri-colored 3-AP-free set, each of the three components has the same distribution. This discrepancy suggests that it may be hard to lift our constructions out of the colored setting.

The set $V^{\prime \prime}$ will be our sum-free set. We verify that it is sum-free in Lemma 9 .
Lemma 8. For any $\boldsymbol{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right) \in W$, we have $\sum a_{i}=n(q-1) / 3$.
Proof. By definition, $\boldsymbol{\sigma}(\boldsymbol{a})=\boldsymbol{\psi}^{\prime}$, so we want to show the expected value of the distribution $\boldsymbol{\psi}^{\prime}$ is $(q-1) / 3$. But $\boldsymbol{\psi}^{\prime}$ is the marginal of the $S_{3}$ symmetric distribution $\boldsymbol{\pi}^{\prime}$ on $T$. As $\boldsymbol{\pi}^{\prime}$ is a symmetric distribution for a triple of random variables summing to $q-1$, the expectation of each variable must be $(q-1) / 3$.

Lemma 9. For any choice of the map $h$, the set $V^{\prime \prime}$ is a sum-free set with target $\boldsymbol{t}$ in $C_{q}^{n}$.
Proof. Suppose that we have three (not necessarily distinct) triples $\left(\boldsymbol{a}_{i}, \boldsymbol{b}_{i}, \boldsymbol{c}_{i}\right)(i=0,1,2)$ in $V^{\prime \prime}$ such that $\boldsymbol{a}_{0}+\boldsymbol{b}_{1}+\boldsymbol{c}_{2}=\boldsymbol{t}$ in $C_{q}^{n}$.

We claim that we also have $\boldsymbol{a}_{0}+\boldsymbol{b}_{1}+\boldsymbol{c}_{2}=\boldsymbol{t}$ in $\mathbb{Z}^{n}$. By Lemma 8, the entries of $\boldsymbol{a}_{0}, \boldsymbol{b}_{1}$ and $\boldsymbol{c}_{2}$ each sum to $n(q-1) / 3$ (in $\mathbb{Z}$ ) so the sum of all the entries of $\boldsymbol{a}_{0}+\boldsymbol{b}_{1}+\boldsymbol{c}_{2}$ (with the sum taken in $\mathbb{Z}$ ) must be $n(q-1)$. Now the sum $\boldsymbol{a}_{0}+\boldsymbol{b}_{1}+\boldsymbol{c}_{2}$ in $\mathbb{Z}^{n}$ has each entry congruent to $q-1 \bmod q$, by the assumption $\boldsymbol{a}_{0}+\boldsymbol{b}_{1}+\boldsymbol{c}_{2}=\boldsymbol{t}$ in $C_{q}^{n}$, and each entry is nonnegative, because the entries of $\boldsymbol{a}_{0}, \boldsymbol{b}_{1}$, and $\boldsymbol{c}_{2}$ are nonnegative. So each entry is at least $q-1$. We just saw that the sum of all the entries is $n(q-1)$, so each entry is exactly $q-1$, as claimed.

Now that we know $\boldsymbol{a}_{0}+\boldsymbol{b}_{1}+\boldsymbol{c}_{2}=\boldsymbol{t}$ in $\mathbb{Z}^{n}$, we deduce that $\left(h\left(0,1, \boldsymbol{a}_{0}\right), \frac{1}{2} h\left(1,1, \boldsymbol{t}-\boldsymbol{b}_{1}\right), h\left(1,0, \boldsymbol{c}_{2}\right)\right)$ is an arithmetic progression in $\mathbb{F}_{p}$. Since $\left(\boldsymbol{a}_{0}, \boldsymbol{b}_{0}, \boldsymbol{c}_{0}\right) \in V^{\prime}$, we have $\boldsymbol{a}_{0} \in W$ and $h\left(0,1, \boldsymbol{a}_{0}\right) \in S$. Similarly, $\boldsymbol{b}_{1}, \boldsymbol{c}_{2} \in W$ and $\frac{1}{2} h\left(1,1, \boldsymbol{t}-\boldsymbol{b}_{1}\right), h\left(1,0, \boldsymbol{c}_{2}\right) \in S$. So $\left(h\left(0,1, \boldsymbol{a}_{0}\right), \frac{1}{2} h\left(1,1, \boldsymbol{t}-\boldsymbol{b}_{1}\right), h\left(1,0, \boldsymbol{c}_{2}\right)\right)$ is a (possibly degenerate) arithmetic progression in $S$. As $S$ is arithmetic-progression-free, we must have $h\left(0,1, \boldsymbol{a}_{0}\right)=$ $\frac{1}{2} h\left(1,1, \boldsymbol{t}-\boldsymbol{b}_{1}\right)=h\left(1,0, \boldsymbol{c}_{2}\right) \in S$. We have now checked that $\left(\boldsymbol{a}_{0}, \boldsymbol{b}_{1}, \boldsymbol{c}_{2}\right)$ obeys all the conditions to be an element of $V^{\prime}$.

Now, recalling the definition of $V^{\prime \prime}$ and the fact that $\left(\boldsymbol{a}_{i}, \boldsymbol{b}_{i}, \boldsymbol{c}_{i}\right) \in V^{\prime}$ for $i=0,1,2$, we may conclude that $\left(\boldsymbol{a}_{i}, \boldsymbol{b}_{i}, \boldsymbol{c}_{i}\right)=\left(\boldsymbol{a}_{0}, \boldsymbol{b}_{1}, \boldsymbol{c}_{2}\right)$ for $i=0,1,2$. In other words, the three triples $\left(\boldsymbol{a}_{0}, \boldsymbol{b}_{0}, \boldsymbol{c}_{0}\right),\left(\boldsymbol{a}_{1}, \boldsymbol{b}_{1}, \boldsymbol{c}_{1}\right)$ and $\left(\boldsymbol{a}_{2}, \boldsymbol{b}_{2}, \boldsymbol{c}_{2}\right)$ are all equal to one another.

We will now begin to estimate the expected value of $\left|V^{\prime \prime}\right|$.
Lemma 10. We have

$$
|V| \geq \exp \left(\eta\left(\boldsymbol{\pi}^{\prime}\right) n-O_{q}(\log n)\right)
$$

and

$$
\exp \left(\eta\left(\boldsymbol{\psi}^{\prime}\right) n\right) \geq|W| \geq \exp \left(\eta\left(\boldsymbol{\psi}^{\prime}\right) n-O_{q}(\log n)\right)
$$
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Since $\boldsymbol{\psi}^{\prime}=f_{*} \boldsymbol{\pi}^{\prime}$, we have $\eta\left(\boldsymbol{\pi}^{\prime}\right) \geq \eta\left(\boldsymbol{\psi}^{\prime}\right)$. Moreover, if $n$ is large enough that the distribution $\boldsymbol{\pi}^{\prime}$ is not a point-mass on $\left(\frac{q-1}{3}, \frac{q-1}{3}, \frac{q-1}{3}\right)$, then we have strict inequality since $\boldsymbol{\pi}^{\prime}$ is $S_{3}$-symmetric, so $\boldsymbol{\pi}_{i j k}^{\prime}>0$ implies $\pi_{j i k}^{\prime}>0$. This establishes the previous claim that $|V|$ and $|W|$ grow exponentially, with $|V|$ having the faster rate.

Proof. Since $W=\left\{\boldsymbol{e} \in I^{n}: \boldsymbol{\sigma}(\boldsymbol{e})=\boldsymbol{\psi}^{\prime}\right\}$, the lower and upper bounds for $|W|$ follow from Lemma 3. We now need to establish the lower bound for $V$.

Let $V_{0}=\left\{\boldsymbol{f} \in T^{n}: \boldsymbol{\sigma}(\boldsymbol{f})=\boldsymbol{\pi}^{\prime}\right\}$. An element of $T^{n}$ is an $n$-tuple of triples of integers $\left(\left(a_{1}, b_{1}, c_{1}\right),\left(a_{2}, b_{2}, c_{2}\right), \ldots,\left(a_{n}, b_{n}, c_{n}\right)\right.$ with $a_{i}+b_{i}+c_{i}=q-1$. Reorganizing these integers as $\left(\left(a_{1}, a_{2}, \ldots, a_{n}\right),\left(b_{1}, b_{2}, \ldots, b_{n}\right),\left(c_{1}, c_{2}, \ldots, c_{n}\right)\right)$, we obtain a triple of length $n$ vectors $\boldsymbol{a}, \boldsymbol{b}$ and $\boldsymbol{c}$ with $\boldsymbol{a}+\boldsymbol{b}+\boldsymbol{c}=\boldsymbol{t}$. Let us apply this construction to some $\boldsymbol{f}$ in $V_{0}$ to get some $\boldsymbol{a}, \boldsymbol{b}$ and $\boldsymbol{c}$. Since $\boldsymbol{\pi}^{\prime}$ is $S_{3}$ symmetric, we have $\boldsymbol{\sigma}(\boldsymbol{a})=\boldsymbol{\sigma}(\boldsymbol{b})=\boldsymbol{\sigma}(\boldsymbol{c})=\boldsymbol{\psi}^{\prime}$ so $\boldsymbol{a}, \boldsymbol{b}$ and $\boldsymbol{c}$ lie in $W$ and $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}) \in V$. This construction gives an injection from $V_{0}$ into $V$, so $|V| \geq\left|V_{0}\right|$.

By Lemma 3, $\left|V_{0}\right|=\exp \left(\eta\left(\boldsymbol{\pi}^{\prime}\right) n-O_{q}(\log n)\right)$, so $|V| \geq \exp \left(\eta\left(\boldsymbol{\pi}^{\prime}\right) n-O_{q}(\log n)\right)$ as desired.
Lemma 11. Suppose $p>q$. For any two distinct elements $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}),\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}, \boldsymbol{c}^{\prime}\right) \in V$, the $(n+2) \times 6$-matrix over $\mathbb{F}_{p}$ given by

$$
M=\left(\begin{array}{cccccc}
0 & 0 & 1 / 2 & 1 / 2 & 1 & 1 \\
1 & 1 & 1 / 2 & 1 / 2 & 0 & 0 \\
\boldsymbol{a} & \boldsymbol{a}^{\prime} & (\boldsymbol{t}-\boldsymbol{b}) / 2 & \left(\boldsymbol{t}-\boldsymbol{b}^{\prime}\right) / 2 & \boldsymbol{c} & \boldsymbol{c}^{\prime}
\end{array}\right)
$$

has rank at least 3 .
Proof. The first two rows already have rank 2, so we simply must show that the bottom $n$ rows are not all in the span of the first two. If the bottom $n$ rows were in the span of the first two, then modulo $p$ the first column would equal the second, the third column equal the fourth, and the fifth column equal the sixth. Since the entries of the matrix are between 0 and $q-1$, and $p>q$, equality of columns modulo $p$ implies outright equality. This gives $\boldsymbol{a}=\boldsymbol{a}^{\prime}, \boldsymbol{b}=\boldsymbol{b}^{\prime}$ and $\boldsymbol{c}=\boldsymbol{c}^{\prime}$, contrary to our assumption that $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c})$ and $\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}, \boldsymbol{c}^{\prime}\right)$ are distinct.

Lemma 12. When $p>q$ and $h$ is a uniformly random homomorphism of $\mathbb{Z}^{n+2}$ to $\mathbb{F}_{p}$, the expected cardinality of $V^{\prime \prime}$ is at least $\frac{1}{32} e^{-2 \sqrt{2 \log 2 \log p}} \cdot|W|$.

Proof. For any $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}) \in V$, we want to compute the probability that there exists $s \in S$ such that

$$
\begin{equation*}
h(0,1, \boldsymbol{a})=\frac{1}{2} h(1,1, \boldsymbol{t}-\boldsymbol{b})=h(1,0, \boldsymbol{c})=s . \tag{3}
\end{equation*}
$$

Furthermore, since $h(0,1, \boldsymbol{a}), \frac{1}{2} h(1,1, \boldsymbol{t}-\boldsymbol{b}), h(1,0, \boldsymbol{c})$ always form a (possibly degenerate) arithmetic progression, if any two of these values are equal to $s$ then the third one equals $s$ as well. The vectors $(0,1, \boldsymbol{a})$ and $(1,0, \boldsymbol{c})$ are linearly independent modulo $p$, so the pair $(h(0,1, \boldsymbol{a}), h(1,0, \boldsymbol{c}))$ is uniformly distributed in $\mathbb{F}_{p}^{2}$ and the probability that (3) is satisfied for a fixed $s \in S$ is $p^{-2}$. Summing over all (a,b,c) $\in V$ and $s \in S$ we obtain

$$
\begin{equation*}
\mathbb{E}\left(\left|V^{\prime}\right|\right)=\frac{|V||S|}{p^{2}} \tag{4}
\end{equation*}
$$

An element $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}) \in V^{\prime}$ belongs to $V^{\prime \prime}$ unless there exists some other $\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}, \boldsymbol{c}^{\prime}\right) \in V^{\prime}$ such that one of the equations $\boldsymbol{a}=\boldsymbol{a}^{\prime}, \boldsymbol{b}=\boldsymbol{b}^{\prime}$, or $\boldsymbol{c}=\boldsymbol{c}^{\prime}$ holds. In order for any such equation to hold, it must be the case that there is a single element $s \in S$ such that

$$
\begin{equation*}
s=h(0,1, \boldsymbol{a})=h\left(0,1, \boldsymbol{a}^{\prime}\right)=\frac{1}{2} h(1,1, \boldsymbol{t}-\boldsymbol{b})=\frac{1}{2} h\left(1,1, \boldsymbol{t}-\boldsymbol{b}^{\prime}\right)=h(1,0, \boldsymbol{c})=h\left(1,0, \boldsymbol{c}^{\prime}\right) . \tag{5}
\end{equation*}
$$

By Lemma 11, the six-tuple $\left(h(0,1, \boldsymbol{a}), h\left(0,1, \boldsymbol{a}^{\prime}\right), \frac{1}{2} h(1,1, \boldsymbol{t}-\boldsymbol{b}), \frac{1}{2} h\left(1,1, \boldsymbol{t}-\boldsymbol{b}^{\prime}\right), h(1,0, \boldsymbol{c}), h\left(1,0, \boldsymbol{c}^{\prime}\right)\right)$ is uniformly distributed on a subspace of $\mathbb{F}_{p}^{6}$ of dimension at least 3 . Hence, for any $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}),\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}, \boldsymbol{c}^{\prime}\right) \in V$
and for a fixed $s$, the probability that (5) holds is at most $p^{-3}$. The probability that there exists some $s$ for which (5) holds is thus bounded by $|S| p^{-3}$.

For any $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}) \in V$, the number of elements $\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}, \boldsymbol{c}^{\prime}\right) \in V$ such that $\boldsymbol{a}^{\prime}=\boldsymbol{a}$ is equal to $|V| /|W|$. (To see this, note that the group $S_{n}$ acts on $V$ and $W$ by permuting the coordinates of vectors. These actions are compatible with the projection map $V \rightarrow W$ defined by $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}) \mapsto \boldsymbol{a}$. The fibers of this projection map must be equinumerous because the action of $S_{n}$ on $W$ is transitive.) Thus, for any $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}) \in V$ the probability that ( $\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}$ ) belongs to $V^{\prime}$ but not $V^{\prime \prime}$ because it "collides" with another ordered triple of the form ( $\boldsymbol{a}, \boldsymbol{b}^{\prime}, \boldsymbol{c}^{\prime}$ ) in $V^{\prime}$ is bounded above by $\frac{|V|}{|W|}|S| p^{-3}$. The analogous counting argument applies to collisions with triples of the form $\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}, \boldsymbol{c}^{\prime}\right)$ and $\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}, \boldsymbol{c}\right)$. Summing over $|V|$ choices of $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c})$, we find that the expected cardinality of $V^{\prime} \backslash V^{\prime \prime}$ is bounded above by

$$
3|V| \frac{|V|}{|W|}|S| p^{-3}=\frac{3|V|}{p|W|} \cdot \frac{|V||S|}{p^{2}}<\frac{3}{4} \cdot \mathbb{E}\left(\left|V^{\prime}\right|\right) .
$$

Thus,

$$
\mathbb{E}\left(\left|V^{\prime \prime}\right|\right) \geq \frac{1}{4} \mathbb{E}\left(\left|V^{\prime}\right|\right)=\frac{|V||S|}{4 p^{2}}=\frac{1}{4} \cdot \frac{|V|}{p} \cdot \frac{|S|}{p}>\frac{e^{-2 \sqrt{2 \log 2 \log p}}}{32} \cdot|W| .
$$

We now prove our main theorem.
Theorem 13. If $n$ is sufficiently large then there exists a sum-free set in $C_{q}^{n}$ with target $\boldsymbol{t}$ whose size is greater than $\theta^{n} e^{-2 \sqrt{2 \log 2 \log \theta n}-O_{q}(\log n)}$.

Proof. The random set $V^{\prime \prime}$ constructed above is a sum-free set in $C_{q}^{n}$ with target $\boldsymbol{t}$ (Lemma 9) and its expected size is greater than $\frac{1}{32} e^{-2 \sqrt{2 \log 2 \log p}} \cdot|W|$ (Lemma 12), because we may take $n$ large enough that $p>q$. Using Lemma 10 we have

$$
|W| \geq \exp \left(\eta\left(\boldsymbol{\psi}^{\prime}\right) n-O_{q}(\log n)\right) \geq \exp \left(\left(\log \theta-O_{q}(1 / n)\right) n-O_{q}(\log n)\right) \geq \theta^{n} \exp \left(-O_{q}(\log n)\right)
$$

for all sufficiently large $n$. The inequality $|V| \leq|W|^{2}$ holds because the projection map $V \rightarrow W^{2}$ defined by $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}) \mapsto(\boldsymbol{a}, \boldsymbol{b})$ is one-to-one. This justifies the second inequality in

$$
p<8 \frac{|V|}{|W|} \leq 8|W|<8 \exp \left(\eta\left(\boldsymbol{\psi}^{\prime}\right) n\right) \leq 8 \exp \left(\left(\log \theta+O_{q}(1 / n)\right) n\right),
$$

while the third inequality follows from Lemma 10 . Taking logarithms of both sides, we deduce that $\log p<n \log \theta+O_{q}(1)$, and hence

$$
e^{-2 \sqrt{2 \log 2 \log p}}>e^{-2 \sqrt{2 \log 2\left(n \log \theta+O_{q}(1)\right)}}>e^{-2 \sqrt{2 \log 2 \log \theta n}-O_{q}(1 / \sqrt{n})}
$$

Hence,

$$
\mathbb{E}\left(\left|V^{\prime \prime}\right|\right)>\frac{1}{32} e^{-2 \sqrt{2 \log 2 \log \theta n}-O_{q}(1 / \sqrt{n})} \cdot|W| \geq \theta^{n} e^{-2 \sqrt{2 \log 2 \log \theta n}-O_{q}(\log n)}
$$

for sufficiently large $n$. The theorem follows because there must exist at least one choice of $h$ for which the cardinality of the random set $V^{\prime \prime}$ is at least as large as its expected value.

It follows from Roth's theorem that our construction produces sum-free sets $V^{\prime \prime} \subseteq V$ of size $\mathbb{E}\left(\left|V^{\prime \prime}\right|\right) \leq$ $\mathbb{E}\left(V^{\prime}\right)=\frac{V|S|}{p^{2}}=o(|W|)$ regardless of how we choose $S$. We do not know if an arbitrary sum-free set contained in $V$ must have size $o(|W|)$, only the trivial bound $|W|$. It would be interesting to improve this situation.
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[^0]:    ${ }^{1}$ [20] was written in response to a preprint version of the paper which stated Theorem 4 as a conjecture, and we have chosen to preserve the chronology here, though otherwise updating the paper to reflect his result.
    ${ }^{2}$ This interpretation was made explicit by Fu and Kleinberg [15].

[^1]:    ${ }^{3}$ See [13], building upon the combinatorial proof of Green's result in [18].
    ${ }^{4}$ See [17], which pertains to the case $G=\mathbb{F}_{2}^{n}$ and adapts the proof idea of [13] to the analytic setting.

[^2]:    ${ }^{5}$ A proof was also claimed in a preprint [19], but we are unable to confirm all the steps in the argument.

