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Abstract

Analytical models and simulations predict a rapid decline in the halo density profile associated with the
transition from the “infalling” regime outside the halo to the “collapsed” regime within the halo. Using data from
SDSS, we explore evidence for such a feature in the density profiles of galaxy clusters using several different
approaches. We first estimate the steepening of the outer galaxy density profile around clusters, finding evidence
for truncation of the halo profile. Next, we measure the galaxy density profile around clusters using two sets of
galaxies selected on color. We find evidence of an abrupt change in galaxy colors that coincides with the location
of the steepening of the density profile. Since galaxies that have completed orbits within the cluster are more
likely to be quenched of star formation and thus appear redder, this abrupt change in galaxy color can be
associated with the transition from single-stream to multi-stream regimes. We also use a standard model
comparison approach to measure evidence for a “splashback”-like feature, but find that this approach is very
sensitive to modeling assumptions. Finally, we perform measurements using an independent cluster catalog to
test for potential systematic errors associated with cluster selection. We identify several avenues for future work:
improved understanding of the small-scale galaxy profile, lensing measurements, identification of proxies for the
halo accretion rate, and other tests. With upcoming data from the DES, KiDS, and HSC surveys, we can expect
significant improvements in the study of halo boundaries.

Key words: cosmology: observations – galaxies: clusters: general

1. Introduction

In the standard cosmological model, gravitational collapse

causes small perturbations in an initially smooth dark matter

density field to collapse into dense clumps known as halos. The

matter distribution in and around halos can be divided into two

components, which we will refer to as “infalling” and

“collapsed.” Infalling material is in the process of falling

toward the halo, but has not yet passed through an orbital

pericenter. Such material has experienced a first turnaround at

the point when gravity halted its motion away from the halo

due to the expansion of the universe, but has not yet

experienced a second turnaround after passing by the halo.

Collapsed material, on the other hand, has experienced at least

one orbital pericenter passage and is in orbit around the halo12

(Gunn & Gott 1972; Fillmore & Goldreich 1984; Bertschinger

1985). Close to the halo center, collapsed material dominates

the mass distribution, while far away from the halo center

infalling material dominates. The transition between these two

regimes happens near the halo virial radius; the scale of first

turnaround, on the other hand, is about five times larger.

Using N-body simulations, Diemer & Kravtsov (2014,
hereafter DK14) determined that stacked dark matter halo
density profiles exhibit a sharp decline near the transition from
the infalling regime to the collapsed regime. DK14 associated
this feature with the second turnaround of dark matter particles,
which results in a density caustic in the accreted material. A
caustic here refers to a narrow, localized region of enhanced
density; just beyond the second turnaround caustic, the density
declines rapidly, producing the feature observed by DK14.
Owing to the connection between the observed steepening of
the profile and second turnaround, this feature has recently
been termed the splashback feature. Subsequently, Adhikari
et al. (2014) developed a simple model for the location of the
feature and confirmed the results from DK14. The idea that
second turnaround is associated with a caustic in the density
profile dates back to work by Fillmore & Goldreich (1984) and
Bertschinger (1985). However, it was not obvious that a clear
feature resulting from second turnaround would persist in
realistic simulations and after averaging across many halos.
A significant steepening of the profile followed by a

flattening as one moves outward from the center is clearly
seen in the clustering signal of galaxies and clusters measured
from Sloan Digital Sky Survey (SDSS) data (Abbas &
Sheth 2007; Sheldon et al. 2009) and in weak lensing
measurements around SDSS clusters (Johnston et al. 2007;
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Sheldon et al. 2009). Recently, Tully (2015) presented
evidence for a steep decline in the galaxy density profile and
a discontinuity in the velocity dispersion around galaxy groups
in a context similar to that considered here. Related investiga-
tions into cluster density profiles in the infalling and collapsed
regimes using spectroscopic data have been performed by
Rines et al. (2013), Gifford et al. (2017), and references therein.

More et al. (2016, hereafter M16) measured a steepening of the
galaxy density profile around REDMAPPER clusters (Rozo &
Rykoff 2014; Rykoff et al. 2014) identified in data from the SDSS
eighth data release (DR8; Aihara et al. 2011) and identified this
steepening with the splashback feature seen by DK14. By fitting
the DK14 model for the radial density profile—which accounts
for the rapid steepening of the profile around the splashback radius
—to their SDSS measurements, M16 determined that the model
with a splashback feature provided a good fit to the data, while a
model without a splashback feature did not (χ2 of 60–140 for
9 degrees of freedom). M16 then compared the location of the
feature inferred from the data to expectations from N-body
simulations, finding evidence of tension.

Identifying the splashback feature in data is challenging for
many reasons. First, observers typically measure only the
projected density profile of a halo rather than the 3D radial
profile. Projection smears out the otherwise sharp splashback
feature, making it harder to distinguish from a profile that does
not have a splashback feature. Second, while measuring the
mass profile of halos is possible with gravitational lensing, such
measurements currently have relatively low signal-to-noise.
Measurements of galaxy density can be used as a high signal-
to-noise proxy for the matter density, but doing so introduces
additional uncertainties because the relation between the galaxy
density and the matter density is not known precisely. Third, to
increase the signal-to-noise of density profile measurements,
one typically stacks measurements across halos with a range of
mass, redshift, and accretion rates. Stacking can broaden the
sharp splashback feature, making it more difficult to detect.
Finally, effects such as halo miscentering can introduce
significant systematic uncertainties into measurements of the
halo profiles.

The main goal of this work is to carefully examine the
transition from the infalling to collapsed regimes around galaxy
cluster halos using data from SDSS. In particular, we are
interested in whether the data provide evidence for a truncation of
the halo density profile consistent with that seen in simulations
and whether such truncation can be connected to the phase space
behavior of the matter around the halo. These findings together
would imply the existence a physical halo boundary. We employ
the same SDSS-derived REDMAPPER cluster catalog and galaxy
catalog as used in M16. The large number of REDMAPPER
clusters and galaxies detected in SDSS make this data set the best
currently available for measuring the galaxy density profile
around clusters. We extend the modeling of M16 to include an
important source of systematic error: the miscentering of halos in
the cluster catalogs (George et al. 2012; Rykoff et al. 2014;
Hoshino et al. 2015; van Uitert et al. 2015). Using these
improved models, we explore whether the data favor the
truncated Einasto model introduced by Diemer & Kravtsov
(2014) to describe the splashback feature over a pure Einasto
model (Sérsic 1963; Einasto 1965). We present constraints on the
steepening of the collapsed component of the halo profile near the
splashback region and compare with existing literature in both

data and simulations. Additionally, we investigate the relative
abundance of red galaxies around the same clusters as a signature
of the transition from the infalling to the collapsed regimes.
Finally, we perform similar galaxy profile measurements using a
cluster catalog derived from the same SDSS data but independent
of the REDMAPPER cluster catalog. This test is important since it
is conceivable that some feature of the REDMAPPER algorithm
could lead to the appearance of an artificial splashback-like
feature. Concerns about potential systematic biases affecting
measurements of the splashback feature are well motivated:
recent work by Zu et al. (2016) suggests that the quantity á ñRmem

used by M16 to split their cluster sample can be significantly
contaminated by projection effects. A closer examination of the
splashback feature in the absence of á ñRmem splitting is therefore
warranted.
As a brief aside, we note that the dark matter mass distribution

is commonly described using the halo model (for a review, see
Cooray & Sheth 2002). In the simplest version of this model, all
of the dark matter in the universe is assumed to live inside of
halos. The matter distribution as measured by the halo-matter
cross-correlation can then be divided into two components: the
“one-halo” term, which describes the distribution of matter
within halos, and the “two-halo” term, which describes the
distribution of the halos themselves. In the language of the halo
model, the “collapsed” material can be associated with the one-
halo term and the “infalling” material can be associated with the
two-halo term. Halo models can also be written down in a way
that make the connection to phase space more explicit (e.g.,
Sheth et al. 2001). In this work, however, we will generally use
the terminology of the collapsed and infalling material.
The paper is organized as follows. In Section 2, we

summarize the data used in this work; in Section 3, we outline
our methodology for measuring and fitting the galaxy density
profiles; in Section 4, we present our findings related to
constraining the halo profile in the infalling-to-collapsed
transition regime; in Section 5, we present our results related
to the relation between this transition and the colors of galaxies;
we discuss our results and implications for future work in
Section 6. Throughout this analysis, we will assume a flat-
ΛCDM cosmological model with h=0.7 and ΩM=0.3 and
we will measure cluster-centric distances in comoving units.
Logarithms in base 10 are denoted with log.

2. Data

We use data from SDSS in our analysis. The main data set is
the same as that used by M16: the REDMAPPER galaxy clusters
described in Rykoff et al. (2014) and the SDSS DR8 photometric
galaxies (Aihara et al. 2011). We select galaxy clusters with
richness 20<λ<100 and redshifts 0.1<z<0.33, resulting
in a catalog of 8649 clusters. The photometric galaxies are
selected by requiring the galaxy to have an i-band magnitude
brighter than 21.0 (after dust extinction correction), a magnitude
error smaller than 0.1, and none of the following flags:
SATURATED, SATUR_CENTER, BRIGHT, and DEBLENDED. The
Landy–Szalay estimator used in Section 3.1 requires a set of
random points that uniformly populate the volume of space in
which clusters and galaxies could be observed. The cluster
randoms used for this purpose are generated by the REDMAPPER
algorithm; these incorporate the redshift and richness distribution
of the REDMAPPER clusters. The galaxy randoms were generated
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by distributing points uniformly inside the footprint of the i<21
galaxy sample.

To select the red and blue galaxies used in Section 5, we
perform an additional color cut in the rest-frame g−r color.
We compute this quantity using the K-corrected absolute
magnitudes in the SDSS database, ABSMAGG and ABSMAGR.
We define two subsamples: the quartile with the largest g−r
(the “red” sample, g−r> 0.74) and the quartile with the
smallest g−r (the “blue” sample, g−r< 0.39). For the
purposes of this study, a more sophisticated selection based on,
e.g., a red-sequence selection in color–magnitude-redshift
space is not necessary. The simple selection defined here is
sufficient to demonstrate the connection between galaxy color
and features of interest in the galaxy density profile.

3. Methods

3.1. Galaxy Profile Measurement

We calculate the projected number density of galaxies
around clusters, Σg(R), as a function of the projected comoving
cluster-centric distance, R, by cross-correlating the clusters and
the galaxies. We compute the cluster-galaxy angular correlation
using the Landy–Szalay estimator (Landy & Szalay 1993) in
redshift bins of Δz=0.05. We only bin the clusters in redshift
bins; the galaxy photometric redshift information is not used
because of the large associated uncertainties. For each redshift

bin centered at z̄i, we assume that clusters with - < <D
z̄ zi

z

2

+ D
z̄i

z

2
are located at = ¯z zi. We then calculate the i-band

absolute magnitude, Mi, for all galaxies assuming that they are
located at z̄i. Following M16, we then restrict the galaxy
sample to - < -( )M h5 log 19.43i , corresponding to an
apparent magnitude cut of mi<21 at the redshift limit of the
cluster catalog, z=0.33. For each redshift bin, we measure the
cluster–galaxy correlation function in 15 comoving radial bins
from 0.1 to 10.0 h

−1 Mpc. The correlation function measure-
ments in a given redshift bin are then converted to Σg by
multiplying by the mean galaxy density in that redshift bin.
Finally, we average the measurements in all redshift bins,
weighting by the number of cluster–galaxy pairs in each bin.
Similar to M16, we use a jackknife resampling approach with
100 subregions to estimate the covariance of our Σg(R)

measurement.
M16 also measured the galaxy density profiles around two

subsamples of clusters split on the parameter á ñRmem , defined as
the average of the cluster member distances from the cluster
center, weighted by the probability of cluster membership.
á ñRmem was first introduced by Miyatake et al. (2016), where it
was shown that a sample of REDMAPPER clusters split on this
parameter exhibited similar masses (as inferred from weak
lensing observations), but different large scale clustering
biases, with the larger á ñRmem sample having a larger
bias. M16 showed that the location of the splashback radius
inferred from their density profile’s measurements was
correlated with á ñRmem . Given the connection between the
splashback radius and cluster accretion rate established
by DK14, it was argued that á ñRmem could therefore provide a
measure of the cluster accretion rate. However, recent work by
Zu et al. (2016) suggests that á ñRmem is strongly affected by
projection effects, which are in turn correlated with the
surrounding density field. Given these concerns, we do not
rely on á ñRmem splits in this analysis.

3.2. Modeling the Splashback Feature

DK14 measured the stacked density profile of dark matter
halos in simulations. They fit an Einasto model (Einasto 1965;
Navarro et al. 2004) to the inner halo profile (radii <r R0.5 vir,
where Rvir is the halo virial radius as defined in Bryan &
Norman (1998)) while using the relation of Gao et al. (2008) to
fix the Einasto parameter α as a function of halo peak height, ν.
The peak height is defined as ν≡δc/σ(M, z), where
δc=1.686 is the linear collapse threshold (which is nearly
redshift and cosmology independent) and σ2(M, z) is the
variance of the matter field on scales corresponding to mass M
at redshift z (see, e.g., Gunn & Gott 1972). Extending these fits
to the outer profile ( >r R0.5 vir), DK14 found that the stacked
density profiles exhibited a sharp decline relative to the Einasto
fit just outside the halo virial radius; this decline was associated
with the caustic produced by splashback of dark matter
particles. To model this behavior, DK14 introduced simple
fitting formulae. They model the halo density profile as the sum
of an Einasto profile that effectively describes the collapsed
material and a power-law profile that effectively describes the
infalling material.13 The use of an Einasto profile to model the
collapsed material is well motivated by many studies using
N-body simulations (Navarro et al. 2004, 2010; Merritt
et al. 2005, 2006). The use of a power-law term to describe
the infalling material is motivated by, e.g., the self-similar
collapse models of Gunn & Gott (1972). For a single peak, self-
similar collapse models predict a power-law profile with index
−1.5. However, for CDM halos forming as a result of
gravitational collapse around intially Gaussian perturbations,
the infalling material is not expected to follow a pure power-
law profile at large scales. Furthermore, nonlinear dynamics
can modify the profile of infalling material within the halo. The
precise form of the infalling material profile must therefore be
calibrated using, e.g., N-body simulations. The simple power-
law model, however, was shown to provide a good fit to the
stacked profiles of simulated halos out to ∼9 Rvir in DK14. To
model the observed steepening of the density profile near
Rvir, DK14 multiplied the Einasto profile by the function
ftrans(r), which is unity for small r, but declines rapidly in a
narrow region near the radius rt.
The complete profile introduced by Diemer & Kravtsov

(2014) that provides good fits to the stacked 3D density profile
of simulated halos from small scales out to ∼9 Rvir has the form

r r r= +( ) ( ) ( ) ( )r r r , 1coll infall

r r=( ) ( ) ( ) ( )r r f r 2coll Ein
trans

r r
a

= - -
a⎛

⎝
⎜⎜

⎡

⎣
⎢

⎛

⎝
⎜

⎞

⎠
⎟

⎤

⎦
⎥

⎞

⎠
⎟⎟( ) ( )r

r

r
exp

2
1 , 3s

s

Ein

= +
b g b-⎡

⎣
⎢
⎢

⎛

⎝
⎜

⎞

⎠
⎟

⎤

⎦
⎥
⎥

( ) ( )f r
r

r
1 , 4

t
trans

r r=
-⎛

⎝
⎜

⎞

⎠
⎟( ) ( )r

r

r
, 5

s

infall
0

0

e

where ρcoll and ρinfall represent the profiles of the collapsed and

infalling material, respectively. Note that ρcoll and ρinfall

13
The DK14 model also includes a constant term equal to the mean density of

the universe. Here, since the measurements are effectively mean-subtracted, we
do not include such a constant term.
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correspond to the ρinner and ρouter used by DK14. Since r0 is

completely degenerate with ρ0, we will fix r0=1.5 h
−1 Mpc

throughout.
The profile of Equations (1)–(5) contains eight free

parameters. DK14 first fit density profile measurements from
simulations allowing all eight parameters to vary freely, and
found that the profile provided a good fit to these measure-
ments. Because some of the parameters in their fits were
correlated, DK14 also explored how the number of free
parameters could be reduced by fixing various parameter
combinations. In this analysis, we will allow all eight model
parameters (after fixing r0) to vary independently for two
reasons. First, the parameter combinations constrained
by DK14 depend on quantities such as the halo peak height
and the virial radius, both of which cannot be measured
precisely from the data. Second, it is not necessarily true that
parameter combinations that can be fixed when fitting the dark
matter alone can also be fixed when fitting the galaxy
distribution, given the uncertain relation between galaxies
and mass. Allowing all eight parameters to vary simultaneously
was also the approach taken by M16. As we will discuss below,
however, allowing all eight parameters to vary freely (with
some weak priors) can make it difficult todistinguishbetween
models that have a truncation caused by ftrans and models that
have ftrans=1.

Another common parameterization for modeling the density
profiles of dark matter halos is the Navarro–Frenk–White
(NFW) profile of Navarro et al. (1996). The NFW profile is
also known to be a good fit to simulated dark matter halos,
though it may not be as successful as the Einasto model at
capturing the behavior of the inner halo profile (Navarro
et al. 2004, 2010; Merritt et al. 2005, 2006). Since we do not
have a very strong theoretical prior to prefer the Einasto profile
over the NFW profile in this analysis of galaxy density profiles,
we will also consider the impact on our splashback fits of
replacing the Einasto profile with the generalized NFW model
(gNFW):

r
r

=
+

a a-

( ) ( )
( ) ( )r

1

, 6i

r

r

r

r

gNFW 3

s s

gNFW gNFW

where ρi sets the normalization of the profile and αgNFW sets its

shape.
Since we measure projected densities on the sky, it is

necessary to integrate ρ(r) along the line of sight to obtain the
projected density Σ(R):

ò rS = +
-

( ) ( ) ( )R dh R h , 7
h

h
2 2

max

max

where R is the projected distance to the halo center. To avoid

divergence of the profiles, we restrict the line-of-sight

integration to −hmax<h<hmax. We set hmax=40 h
−1 Mpc

for the results presented here; we have found that our results are

quite robust to this choice.
The above equations for r ( )r and Σ(R) were found to

accurately describe the mass distribution around simulated dark
matter halos in simulations by DK14. In this work, however,
we will follow M16 and apply the same models to the
measured galaxy distributions, which we label with subscript
“g”s: ρg(r) and Σg(R) (note that these functions measure
number densities rather than mass densities). That is, we are
assuming that any differences between the galaxy distribution

and the dark matter mass distribution (i.e., galaxy bias) can be
absorbed into the fitting parameters. In the limit of constant
galaxy bias, this assumption is certainly true. However, at small
scales, galaxy bias is expected to be scale-dependent (e.g.,
Peacock & Smith 2000; Seljak 2000) and, as a result, this
assumption may break down. M16 tested this assumption using
subhalo profiles around cluster-size halos in dark matter
simulations, showing that it is robust. However, the galaxy
density profile is not expected to follow the subhalo profile at
small scales, and the precise relation between the galaxy profile
and the matter profile on small scales is still an active research
area (e.g., Nagai & Kravtsov 2005; Guo et al. 2011; Budzynski
et al. 2012).
In the model testing parts of this work, we will adopt an

operational definition and define the splashback radius as the
location of the steepest slope in the model density profiles. To
differentiate between the splashback radius in the two-dimensional
(2D) and three-dimensional (3D) profiles, we define Rsp

3D as the
location of steepest slope in the three-dimensional galaxy density
(ρg), and R

D
sp
2 as the analogous quantity in the projected galaxy

density (Σg). Note that alternate ways of identifying the
splashback radius exist in the literature (e.g., Mansfield
et al. 2016). Our definition has the benefit of being well-defined
and relatively easy to measure in observational data.

3.3. Modeling Cluster Miscentering

To measure the cluster-centric distance R in the data, we use
the cluster centers computed by the REDMAPPER algorithm.
REDMAPPER assigns cluster centers in a probabilistic fashion:
each cluster member galaxy is assigned a probability of being
the cluster center, Pcen based on its color, magnitude, redshift,
and local density (Rykoff et al. 2014). The galaxy with the
highest Pcen is then considered to be the cluster center. The
model for the cluster density profile introduced in Section 3.2,
on the other hand, is defined with respect to the center of dark
matter halos identified in N-body simulations using the
ROCKSTAR halo finder (Behroozi et al. 2013).
It is possible for the REDMAPPER cluster center to differ

from the centers of ROCKSTAR-identified halos in two ways.
First, it is possible that no cluster galaxy lies at the true center
of the dark matter halo. This can happen stochastically, or if
observational effects such as masking prevented the central
galaxy from being observed. A second possibility is that a
cluster member galaxy does lie at the true center of the dark
matter halo, but it is not the galaxy with the highest Pcen. We
refer to both of these effects as miscentering. Miscentering can
significantly alter the measured density profile at scales below
the typical miscentering distance (i.e., the distance between the
assumed and true halo centers). Although the transition
between the infalling and collapsed regimes occurs at scales
greater than the miscentering distance, we will see below that
changes to the small-scale halo profile can significantly alter
how models fit the profile in the transition region. We note
that M16 tested for the effects of miscentering on their
determination of the splashback radius by selecting clusters
with high Pcen and repeating the density profile measurements;
however, they did not include a prescription for miscentering in
their model for the galaxy density.
We model the effects of miscentering following the

approaches of Melchior et al. (2016) and Simet et al. (2017).
The miscentered density profile, Σg, can be related to the

4
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profile in the absence of miscentering, Sg,0, via

S = - S + S( ) ( ) ( ) ( )f R f R1 , 8g g gmis ,0 mis ,mis

where fmis is the fraction of clusters that are miscentered, and

Sg,mis is the galaxy density profile for the miscentered clusters.

For clusters that are miscentered by Rmis from the true halo

center, the corresponding density profile is (Yang et al. 2006;

Johnston et al. 2007)

ò
q
p

q

S

= S + +
p

( ∣ )

( ) ( )

R R

d
R R RR

2
2 cos . 9

g

g

,mis mis

0

2

,0
2

mis
2

mis

The profile averaged across the distribution of Rmis values is

then

òS = S( ) ( ) ( ∣ ) ( )R dR P R R R , 10g g,mis mis mis ,mis mis

where P(Rmis) is the probability that a cluster is miscentered by

a (comoving) distance Rmis. Following Simet et al. (2017), we

assume that P(Rmis) results from a miscentering distribution

that is a 2D Gaussian on the sky. The 1D probability

distribution P(Rmis) is then given by a Rayleigh distribution:

s s
= -

⎡

⎣
⎢

⎤

⎦
⎥( ) ( )P R

R R
exp

2
, 11

R R

mis
mis

2

mis
2

2

where σR controls the width of the distribution. Following Simet

et al. (2017), we set σR=τ Rλ, where Rλ=(λ/100)
0.2 h−1 Mpc

and we adopt the mean value of =l -R̄ h0.98 Mpc1 for our

sample. The miscentering model is then completely specified by

the parameters fmis and τ. To determine how uncertainty on

miscentering propagates to uncertainty on evidence for splash-

back, we will consider several different (reasonable) priors on

fmis and τ below.
The weak lensing analysis of REDMAPPER clusters by Simet

et al. (2017) assumed Gaussian priors of fmis=0.2±0.07 and
τ=0.4±0.1, derived using results from Rykoff et al. (2014).
Rykoff et al. (2014) quantified the miscentering of the SDSS
REDMAPPER clusters based on 82 and 54 X-ray selected
clusters in the XCS (Mehrtens et al. 2012) and ACCEPT
(Cavagnolo et al. 2009) data sets, respectively. Follow-up
studies from Hoshino et al. (2015) examined data from stripe
82, finding that the visually determined centroid of the
REDMAPPER clusters agree fairly well with the REDMAPPER-
determined centroid. Our fiducial analysis uses the Simet et al.
(2017) priors, but we will also consider variations on these
priors, including a model without miscentering and a model
where the widths of the priors on the miscentering parameters
are doubled. Existing data sets used to infer the amount of
cluster miscentering are quite limited and systematics in
identifying/selecting the X-ray cluster centers can introduce
additional uncertainties in the inferred miscentering priors
(George et al. 2012).

3.4. Model Fitting

We fit the model described in Sections 3.2 and 3.3 to the
data using a Bayesian approach. We define a Gaussian

likelihood, , via

 q q q= - - --( ∣ ) ( ( )) ( ( )) ( )d d m C d mln
1

2
, 12T 1

where d is the data vector of Σg measurements, q( )m is the

model for these measurements evaluated at parameter values q,
and C is the covariance matrix of the data. The free parameters

of the model are ρ0, ρs, rt, rs, α, β, γ, se, and the miscentering

parameters τ and fmis.
To compute the posteriors on the model parameters given

the likelihood of Equation (12), we run a Markov Chain Monte
Carlo (MCMC) analysis using emcee (Foreman-Mackey
et al. 2013). Following M16, when computing the posterior,
we impose Gaussian priors on several model parameters:
a = log log 0.2 0.6, b = log log 4.0 0.2, and g=log

log 6.0 0.2. Note that the prior on α adopted here and
in M16 is quite weak. The central value of α=0.2 is motivated
from N-body simulations: given the weak lensing mass estimates
of the REDMAPPER clusters, simulations predict that dark matter
halos of the same mass should have α∼0.2 (Gao et al. 2008).
However, what we measure is the galaxy density profile and not
the dark matter profile, which is significantly less constrained.
Previous measurements in SDSS and simulations by Masjedi et al.
(2006) suggest that the galaxy density profile may be significantly
steeper than the dark matter profile at scales smaller than ∼0.1
h
−1Mpc. Simulations also show that α is dependent on the halo
peak height, ν, which leads to a dependence on halo mass and
redshift (Gao et al. 2008). Finally, Dutton & Macciò (2014) have
shown that there is significant scatter in α between different halos,
with s = +a z0.16 0.03log . Our prior on α is wide enough that
it has little effect on our parameter constraints. One could imagine,
however, imposing a tighter prior on α motivated by simulations;
as we will discuss below, such a prior can significantly
impact model fits to the measured density profiles. The central
values of the priors on β and γ are motivated by the analysis
of DK14. Finally, we restrict Î -[ ]r h0.1, 5.0 Mpcs

1 ,

Î -[ ]r h0.1, 5.0 Mpct
1 , and Î [ ]s 1.0, 10.0e . Given the MCMC

parameter chains, we can compute the location of the minimum of

the logarithmic derivative of the 3D density profile, Rsp
3D. Note

that when computing Rsp
3D, we use the profile without the

modifications for miscentering since we are interested in the true
splashback radius of the halo.
Throughout this analysis, we set the upper limit of the scales

we fit to be 8.0 h−1 Mpc, since the model introduced in
Section 3.2 is not expected to be a good fit much beyond
~ R9 vir, where Rvir is the halo virial radius (DK14), and for the
cluster sample considered here Rvir∼1 h

−1 Mpc. At small
scales, systematics in the galaxy density measurements are
expected to become significant. This is especially important in
this analysis because cluster fields are inherently crowded.
Issues such as detection incompleteness, photometry inaccu-
racy, and blending can be important at these scales (Melchior
et al. 2015, 2016). In addition, the relation between galaxy
distribution and dark matter distribution become more
complicated at small scales, and the model described in
Section 3.2 may no longer be sufficient. In M16, a minimum
scale of 0.1 h−1 Mpc was used. In this analysis, we will
consider two choices of the minimum scale.
Becausesplashback corresponds to a steepening of the outer

halo density profile, it is worthwhile to consider model-
independent approaches to measuring this steepening. The
logarithmic derivative of the density profile can be constrained
in model-independent ways (e.g., the Savitzky–Golay approach
taken by M16 and Adhikari et al. 2016). However, a steep
feature in the 3D profile will appear significantly less steep in
the 2D projected profile. Furthermore, miscentering can change
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the shape of the splashback feature in the 2D profile. These
effects present a challenge for non-parametric methods, since
such methods can only be applied to the measured 2D profile and
cannot be used to infer the 3D profile or the profile in the absence
of miscentering. Additionally, near the splashback radius, the
infalling matter and collapsed matter make roughly equal
contributions to the total density profile, making inferences
about the collapsed material alone difficult with non-parametric
methods.

3.5. Model Comparison via the Bayesian Odds Ratio

We first consider a model comparison approach to determine
whether the data support the existence of a splashback feature.
In such an approach, one must take care to define the models
with and without the feature. For the model with a splashback
feature, we adopt the model of DK14. Defining a model
without a splashback feature is more complicated. Since ftrans
was introduced by DK14 to describe this feature, it makes
sense to consider ftrans=1 as a splashback-free model as was
done by M16. However, in the simulations of DK14, the
Einasto parameters were fixed by fitting only the inner halo
(R< 0.5 Rvir). We fit the Einasto profile as part of the global fit
using all radii, and in this case the steep outer profile around the
splashback radius may drive the best-fit values of rs and α to
smaller and larger values, respectively. This can both
compromise the quality of the fit at small radii and allow the
Einasto profile in the ftrans=1 model to become sufficiently
steep at ~R R D

sp
2 to describe steepening due to a splashback

feature. For now, we will perform the model comparison
between models with ftrans free and ftrans=1, but we will return
to the subtleties of this comparison in Section 4.2.

To compare the =f 1trans and ftrans=free models, we use a
Bayesian odds ratio. The odds ratio is defined as the ratio of the
posteriors for two models, M1 and M2, given the data D and
prior information I (see, e.g., Ivezić et al. 2014):

º =
( ∣ )

( ∣ )

( ∣ ) ( ∣ )

( ∣ ) ( ∣ )
( )O

p M D I

p M D I

P D M I P M I

P D M I P M I

,

,

,

,
. 1321

2

1

2 2

1 1

Assuming we have no prior reason to prefer M1 over M2, the

above reduces to

=
( ∣ )

( ∣ )
( )O

P D M I

P D M I

,

,
1421
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1

ò
ò

q q q

q q q
=

( ∣ ) ( ∣ )

( ∣ ) ( ∣ )
( )

p D M I p M I d

p D M I p M I d
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, , ,
, 15

2 2 2 2
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where q represents the parameter spaces of the two models.

The terms in the numerator and denominator of Equation (14)

are sometimes referred to as theevidence for M1 and M2,

respectively. The evidence measures the probability that the

data would be observed if a particular model is correct. The

integrals in Equation (15) are high-dimensional, so to

evaluate them we use a method that relies on the MCMC

parameter chains for both models.14 To interpret the odds

ratios that we compute, we use the Jeffreys’ scale (Jeffreys &

Lindsay 1963). The Jeffreys’ scale identifies the different

regimes of ( )Oln 21 with “weak” ( < <( )O0 ln 1.1621 ),

“definite” ( < <( )O1.16 ln 2.321 ), “strong” ( < <( )O2.3 ln 21

4.6), and “very strong” ( < ( )O4.6 ln 21 ) preference for one

model over another. In addition to the odds ratio, we also

report the Δχ2 between the two models in order to compare

with M16.

3.6. Test with theAlternative Cluster Catalog

The construction of a cluster catalog like REDMAPPER
requires many non-trivial choices that can potentially lead to
poorly understood selection effects that could alter the
measured Σg. To make any claim of a splashback detection
more robust, it is therefore important to test the measurements
on alternative cluster catalogs. A large number of cluster-
finding algorithms exist in the literature (van Breukelen &
Clewley 2009; Soares-Santos et al. 2011; Wen et al. 2012;
Rykoff et al. 2014).
To this end, we repeat the measurements of Σg using the

group catalog of Yang et al. (2007, hereafter Y07). The Y07
catalog contains groups of galaxies identified in SDSS DR7
data across a wide range of masses, including clusters as
massive as the REDMAPPER clusters. Unlike the REDMAPPER
algorithm, the Y07 algorithm does not require grouping
galaxies in color space (see Yang et al. 2005for a detailed
description of the algorithm). Instead, the Y07 algorithm uses
spectroscopic redshift information to iteratively assign galaxies
to groups. Briefly, this iterative assignment assumes that all
groups live in dark matter halos whose masses are estimated
from an assumed mass-to-light relationship. Given the
estimated halo mass, galaxy assignment is performed assuming
that the galaxy distribution is described by an NFW profile. The
halo centers and the mass-to-light ratio are then adjusted and
group assignment is iterated until convergence is achieved. The
scatter in the halo masses, Mh, assigned in this fashion is
expected to be roughly twice as large as the scatter in the mass
estimates obtained from the REDMAPPER mass–richness
relation.15

We select groups in the Y07 catalog with halo masses in the
range of < + <( )M M h13.90 log log 14.89h . Accounting
for the different mass definitions used by Y07, this mass range
corresponds roughly to the mass of the 20<λ<100 clusters
in REDMAPPER, assuming the mass–richness relation derived
in Simet et al. (2017). We impose a redshift selection of
0.1<z<0.2, where the upper cutoff comes from Y07 and the
lower bound is to match the REDMAPPER catalog. The redshift
range is slightly different from the REDMAPPER cluster sample,
but we do not expect significant redshift-dependences of the
splashback feature resulting from this difference. This selection
yields a total of 3292 groups, which is roughly 2.5 times fewer
than in the REDMAPPER cluster sample. This is mainly due to
the different redshift ranges of the two samples.
We measure the Σg profile around the Y07 groups using the

galaxy sample described in Section 2 and fit these measure-
ments using the models described in Section 3.2. For the
miscentering model, since fmis and τ are not well constrained
for the Y07 catalog, we adopt the loose miscentering priors of
Model D in Table 1.

14
See http://www.astroml.org/book_figures/chapter5/fig_model_

comparison_mcmc.html for an example.

15
The most massive groups in Y07 are estimated to have a mass scatter of

∼0.2 dex. Using the Simet et al. (2017) mass–richness relation, the
REDMAPPER mass scatter is expected to be roughly ∼0.1 dex, or half that
of the Y07 mass estimates.
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4. Evidence for Halo Truncation

4.1. Model Comparison Tests and Halo Miscentering

The projected galaxy density profile, Σg(R), measured

around REDMAPPER clusters is shown as the blue points with

error bars in Figure 1. Our measurement appears to be in

excellent agreement with that of M16. We now explore various

model fits to these measurements and the results of our model

comparison tests.
We first consider as a check on our measurements the case

where miscentering is not included in the model and we fit the

data over a range of scales from 0.1 to 8.0 h−1Mpc. This is

essentially identical to the analysis of M16. The inferred Δχ2

and Bayesian odds ratio between the models with ftrans=1 and
ftrans=free are listed in Table 1 (REDMAPPER Model A). In

this case, we find significant preference for the model with

ftrans=free, with Δχ2∼139 relative to the ftrans=1 model.

This value is consistent with the Δχ2 reported by M16. The

evidence ratio also indicates strong preference for the

ftrans=free model, having a value of ~Oln 7621 , amounting

to “decisive” evidence on Jeffreys’ scale. The best-fit model

parameters for the two models are shown in Table 2. Also listed

in Table 2 are the constraints on Rsp
3D determined from the

ftrans=free model fits. We note that our determination of Rsp
3D

is consistent with that of M16. We do not list R D
sp
2 here, but

note that it is smaller than Rsp
3D due to projection.

Next, we consider how miscentering affects the preference

for the ftrans=free model. We first explore the case where the

miscentering parameters fmis and τ are fixed to the central

values from the priors of Simet et al. (2017; Model B in

Table 1). In this case, the Δχ2 and the evidence ratio are

decreased significantly relative to the no-miscentering model,

though both still indicate strong preference for the ftrans=free
model. Comparing the Models A and B for REDMAPPER in

Table 2, we see that including miscentering in the model fits

changes the best-fit rs under the model with ftrans=free from

0.85 h−1Mpc to 0.32 h−1Mpc.
When we allow the miscentering parameters to vary while

imposing the priors from Simet et al. (2017; Model C), we find

that the cD 2 and odds ratio are reduced even further. As shown

in Table 2, the ftrans=1 model fits the data in this case with a

large miscentering fraction, fmis=0.47. This value is dis-

favored at roughly 3σ by the miscentering priors of Simet et al.

(2017). As we discuss below, we find that it is precisely the

miscentering prior that is largely driving the ftrans=1 model to
be disfavored.
To help understand how miscentering is affecting the fits to

Σg(R) and the results of the model comparison, we show the
model fits with the Simet et al. (2017) miscentering priors
(Model C) in Figure 1. The left panels of the figure illustrate the
fits with ftrans =1, while the right panels illustrate the fits
when ftrans=free (note that in the left panel, the green and red
curves are identical since ftrans= 1). Comparing the gray curves
(which represent the total model without miscentering) to the
black dashed curves (which represent the total model with the
preferred miscentering), we see that miscentering has the effect
of flattening the inner galaxy profile of the clusters. This makes
sense: the offsets caused by miscentering mean that the density
profile is effectively averaged across scales on the order of the
miscentering radius, causing an otherwise sharp inner profile to
be flattened. This redistribution of the density at small scales
also has the effect of narrowing the minimum in the logarithmic
derivative of the profile.
Figure 1 makes it clear that the models with ftrans=free and

with ftrans=1 can both fit the data very well (as further
evidenced by the low value of Δχ2 in this case). The residuals
for both fits (shown in the bottom panels of the figure) appear
almost identical between the two model fits. The preference for
one model over the other, then, is driven by the priors on the
model parameters, in particular, the prior on fmis, as we will
discuss below. The minimum of the logarithmic derivative of
Σg occurs in roughly the same location in both fits, as can be
seen in the middle panels of Figure 1. However, while the two
models generate very similar total profiles (and similar total
logarithmic derivatives), they fit the data in significantly
different ways. To see this, consider the red curves in Figure 1,
which show theprofile of the collapsed component when
ftrans=1 (left) and when ftrans=free (right). We see that the
ftrans=1 model fits the outer profile (R0.5 h−1Mpc) with a
large value of α. In general, larger α results in a shallower inner
profile for r<rs. However, in the case of the ftrans=1 fit, the
value of rs is decreased, which results in a steep profile at
R0.5 h−1Mpc; a large fmis then flattens the inner profile
somewhat. The model with ftrans=free, on the other hand,
prefers a shallower inner profile at the same radii (as a result of
larger rs), does not require as much miscentering, and is
steepened substantially by the ftrans term at R0.5 h−1Mpc.
The model with ftrans=1 prefers a miscentering fraction of

fmis∼0.45, in tension with the miscentering prior, which
prefers fmis=0.2. This tension between the preferred

Table 1

Results of Model Comparison with Various Modeling and Data Choices

Model Catalog Priors Scales [h
−1Mpc] Δχ2

( )Oln 21

A: no miscentering RM fmis=0.0, τ=0.0 0.1<R<8.0 139 69

B: fixed miscentering RM fmis=0.2, τ=0.4 0.1<R<8.0 73.3 36

C: fiducial miscentering RM fmis=0.2±0.07, τ=0.4±0.1 0.1<R<8.0 5.2 8.9

D: wide miscentering prior RM fmis=0.2±0.14, τ=0.4±0.2 0.1<R<8.0 2.6 3.2

E: excluding small scales RM fmis=0.2±0.07, τ=0.4±0.1 0.3<R<8.0 0.8 0.6

F: NFW profile RM fmis=0.2±0.07, τ=0.4±0.1 0.1<R<8.0 42.8 31

G: wide miscentering prior, tighter prior on α Y07 fmis=0.2±0.14, τ=0.4±0.2, a = ( )log log 0.2 0.1 0.1<R<8.0 14.1 7.8

Note. RM indicates the REDMAPPER catalog, Y07 indicates the catalog of Y07. Δχ2 and ( )Oln 21 values indicate the results of the model comparison between the

ftrans=1 and ftrans=free models, and are computed as described in Section 3.5.
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miscentering fraction and the miscentering prior, when

combined with the behavior of the Einasto profile, drives the

preference for the model with ftrans=free evaluated using the

evidence ratio. In support of this conclusion, when we allow

more freedom in the miscentering model by doubling the

widths of the Simet et al. (2017) miscentering priors (Model D

in Table 1), we find that the evidence ratio in favor of

ftrans=free is weakened by roughly a factor of 300 relative to

the case with Model C miscentering priors. Solely by going

from a model without miscentering (Model A) to a model with

weak miscentering (Model D), the log odds ratio has been

reduced from =Oln 6921 to =Oln 3.221 . We note, though,

that the odds ratio on the Jeffreys’ scale is still “strong,” even

with these weaker miscentering priors. When we explore the

extreme case of no priors on the miscentering parameters, we

find that the odds ratio is reduced to =Oln 0.8621 , amounting

to only “weak evidence.”
As noted previously, M16 also considered the effects of

miscentering on their analysis, but took a very different

approach than that taken here. M16 repeated their measure-

ments of the galaxy density using only clusters of low

miscentering probability (Pcen> 0.9), finding that the change

in Rsp
3D was within measurement uncertainty. We have repeated

this test using our measurements, finding similar results.

However, we do find that the galaxy density profile for the high

Pcen clusters is somewhat steeper on small scales than for the

full sample, as is expected for a sample with better centering.

While miscentering may not significantly impact the location of

Figure 1. Measured galaxy profile Σg around REDMAPPER clusters in SDSS and the corresponding best-fitting models. The top panels show Σg measurements and
model fits, the middle panels show the logarithmic derivative of the Σg models, and the bottom panels show the ratio of the Σg data points to the model. The left panels
shows the model fits with no steepening function (i.e., ftrans = 1), while the right panels show the fits with additional steepening beyond an Einasto profile (i.e., ftrans is

allowed to vary). The red curves in the upper panels show contribution to the projected galaxy density from the collapsed component (r r=( ) ( ) ( )r r f r
g
coll Ein

trans ). The

green curve in the right panel shows the contribution from the Einasto term of the model (ρEin(r)). The gray curves are the total profile without miscentering, while the
dashed black curves are the profiles with miscentering. Comparing the left and the right panels reveals that a model with large miscentering and ftrans=1 can produce
a very similar total profiletoa model with small miscentering and ftrans free.
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Rsp
3D, as we have shown above, it can still have a significant

impact on the inferred model parameters and the shape of the
logarithmic derivative of the profile. Furthermore, the Pcen

parameter in REDMAPPER does not fully encapsulate all
possible mechanisms of cluster miscentering, such as the
intrinsic scatter between the center of the dark matter halo and
the BCG (since the REDMAPPER center is constrained to be on
top of one of the cluster galaxies). For these reasons,it is
important to include miscentering when modeling the halo
profile as we have done here.

Given the impact of systematics such as miscentering,
nonlinear galaxy bias, detection incompleteness, photometry
inaccuracy, and blending on the inner density profile, it makes
sense to consider removing the innermost scales when fitting
the galaxy density measurements. We perform such a fit by
excluding scales below 0.3 h−1 Mpc; the results are shown as
Model E in Tables 1 and 2. We find that when scales below 0.3
h−1 Mpc are excluded, the data no longer exhibit a statistically
significant preference for ¹f 1trans : Δχ2=0.8 and odds ratio
of 1.8. This is not surprising given that this is effectively
ignoring all the constraining power on small scales, which we
have seen previously is very important for distinguishing the
ftrans=1 and ftrans=free models.

The above analysis highlights the fact that allowing additional
freedom in the inner galaxy density profile significantly affects
the ability of the data to distinguish between models with
ftrans=1 and ¹f 1trans . This behavior can be understood in the
following way. The Einasto model of Equation (2) couples the
inner profile and the outer profile: as α is increased, the inner
profile becomes shallower while the outer profile becomes
steeper. If one ignores miscentering in the modeling of the
galaxy density profile (as was done in M16), then the value of α
is strongly constrained by the inner profile to be α∼0.2. In this
case, fitting the data at intermediate scales requires truncation of
the Einasto profile by the ftrans term, and ftrans=1 will be
excluded at high significance. If, on the other hand, one allows
for miscentering (or removes the innermost scales), the inner
density profile can be fit by larger α, smaller rs,and larger fmis.
Since a model with larger α already has a steep outer profile, the
preference for additional steepening in the outer halo profile (as
parameterized with ftrans) is reduced. We compare the posteriors
on α, rs,and fmis for the two model fits in Figure 2.

We note that the high values of α preferred by the model
fits with ftrans=1 are disfavored by other studies. As shown
in Table 2, these fits generally prefer α in the range of
0.3–0.4. These values are well within our prior of

a = log log 0.2 0.6, but may be somewhat extreme relative
to expectations for the dark matter from N-body simulations
(Gao et al. 2008). A tighter prior on α from a combination of
simulations and data would mean less sensitivity to the
uncertainties in the miscentering parameters, and would
therefore help improve our ability to make a more robust case
for ¹f 1trans using the model comparison approach explored
in this section.
Unlike the Einasto profile, the gNFW profile of Equation (6)

forces the slope of the outer halo profile to asymptote to −3 at
large radius, regardless of parameter values. Therefore, we
expect that if the measured outer halo profile exhibits a sharp
steepening, the preference for ¹f 1trans will be greater when
assuming agNFW profile than when using the Einasto model.
Indeed, as shown in Table 1 (Model F), the evidence for
ftrans=1 is increased when using the gNFW model. In some
sense, the gNFW analysis provides a better measure of the

Table 2

Best-fit Model Parameters with ftrans Free (Number Preceding Semicolon in Each Column) and ftrans=1 (Number Following Semicolon)
and Under Different Modeling Assumptions

Model Catalog rs [h
−1 Mpc] rt [h

−1 Mpc] α β γ fmis τ -[ ]R h Mpcsp
3D 1

A RM 0.85; 0.36 1.25; — 0.10; 0.42 3.83; — 6.26; — 0.0; 0.0 —; — 1.23±0.05

B RM 0.32; 0.29 1.31; — 0.16; 0.41 3.71; — 6.42; — 0.22; 0.22 0.32; 0.32 1.16±0.05

C RM 0.27; 0.20 1.38; — 0.17; 0.41 3.98; — 6.73; — 0.22; 0.47 0.34; 0.40 1.18±0.08
D RM 0.24; 0.19 1.42; — 0.19; 0.44 4.11; — 6.82; — 0.25; 0.51 0.34; 0.41 1.17±0.09

E RM 0.35; 0.44 1.34; — 0.23; 0.93 3.66; — 6.45; — 0.20; 0.22 0.42; 0.43 1.15±0.07

F RM 0.79; 0.10 1.23; — 1.54; 0.74 3.65; — 6.23; — 0.21; 0.50 0.45; 0.33 1.22±0.17

G Y07 0.35; 0.28 1.30; — 0.2; 0.38 3.75; — 6.20; — 0.51; 0.48 0.16; 0.20 1.16±0.08

Note. Modeling choices are described in Table 1. We have excluded some parameters in this table for clarity. The remaining parameters are given in Table 3.

Figure 2. Posteriors on the galaxy profile parameters recovered from the
MCMC analysis of the galaxy profile measurements. Black curves show results
of the analysis that allowthe parameters in the ftrans term of Equation (4) to be
free, while red curve shows results when ftrans=1. Both analyses use the
Model C miscentering priors from Table 1.
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detection significance of ¹f 1trans because the outer slope is
essentially fixed. However, the sensitivity of the model
comparison results to the parameterization of the profile of
the collapsed component is certainly a drawback to this
approach to detecting a splashback-like feature.

4.2. The Slope of the Halo Profile near Rsp

We have seen that once miscentering is introduced into the
=f 1trans model from DK14, the resultant model is flexible

enough to produce a steep outer profile while still being
consistent (at moderate significance) with our fiducial priors.
Consequently, the ability of the data to distinguish between this
model and the ftrans=free model is reduced. An alternative to
the model comparison approach is to use the model fits to
directly constrain the logarithmic derivative of the halo profile in
the infalling-to-collapsed transition regime, as shown in Figure 3.
Using simple collapse models, Dalal et al. (2010) argued the
power-law index of the outer halo profile is set by the profile of
the initial perturbation that gave rise to the halo. For power-law
initial profiles of arbitrary steepness, the steepest logarithmic
slope of the collapsed outer halo profile is −3. Departures from
the power-law form can give rise to logarithmic slopes slightly
steeper than −3, and for an NFW profile the slope asymptotes to
−3 at large radii. Finding that the halo profile reaches
logarithmic slopes significantly steeper than −3 over a narrow
range of radii, then, would imply truncation of the halo profile.16

To constrain the logarithmic slope of the galaxy density
profile, we draw sample profiles from our MCMC chains for
the fits with ftrans=free and compute the logarithmic
derivatives of these profiles. Figure 3 shows the resultant
constraints on the logarithmic derivatives of ρg(r) (gray band)
and r ( )r

g
coll (red band). The figure shows that we obtain a

fairly tight constraint on the slope of r
g
coll out to radii at least

as large as Rsp
3D (i.e., where the logarithmic derivative of the

total profile has a minimum, marked with a vertical line in the
figure). This is a non-trivial finding since r

g
coll and r

g
infall have

roughly equal magnitudes in this regime and therefore make
degenerate contributions to the total profile. It is clear from
Figure 3 that over a narrow range of radius (roughly
0.7 h−1Mpc to 1.3 h−1Mpc) the profile of the collapsed
component exhibts a rapid steepening from logarithmic slopes
shallower than −3 to logarithmic slopes steeper than −5. This
rapid steepening to slopes less than −3 can be taken as
evidence for truncation of the halo profile.
The use of the model fits to infer the logarithmic derivative

of the galaxy density profile is well motivated. We have shown
that these models provide excellent fits to the data (as
illustrated by the residuals in Figure 1) and the parameteriza-
tion used here is known to be a good fit to the splashback
feature in simulations (DK14). Additionally, M16 has shown
using simulations that this approach can be used to accurately
recover the 3D profile from the projected 2D profile. Finally,
given the considerable freedom we have allowed in our model
fits, we expect our constraints on the logarithmic derivatives to
be quite robust to modeling uncertainty.
To explore the results shown in Figure 3 further, we show

the posterior on the logarithmic slopes of r
g
coll (top panel) and

ρg (bottom panel) evaluated at Rsp in Figure 4. We show the
posteriors for model fits with ftrans=free (red curves) and for
ftrans=1 (green curves). Note, though, that since the ftrans=1
model is a special case of the ftrans=free model and since we

Figure 3. Constraints on the 3D logarithmic derivative of the collapsed

component (r ( )r
g
coll ) and total galaxy density (ρg(r)) from our model fits to the

measured galaxy density profile around REDMAPPER clusters. The best-fit

value of the splashback radius, Rsp
3D, is shown as the vertical line. The data

prefer a profile that exhibits a steepening to slopes significantly steeper than −3
over a narrow range in radius. This finding can be interpreted as evidence for
truncation of the halo profile consistent with that seen in simulations by DK14.

Figure 4. Constraint on the logarithmic derivative of the three-dimensional
profile of collapsed component (top panel) and the total galaxy profile (bottom

panel) evaluated at the splashback radius, Rsp
3D, inferred from model fits to the

measured galaxy density profiles. Solid (red) curves show results for fits when
the parameters describing the profile of the splashback feature (i.e., ftrans) are
allowed to vary, while dashed (green) curves show results for fits with
ftrans=1. As discussed in the text, the ftrans=free model provides a better
description of the data. We find significant evidence for slopes of the collapsed
material profile significantly steeper than −3 at the splashback radius,
suggesting a truncation of the halo profile.

16
Halos that are simulated into the future and left to relax exhibit truncated

Hernquist profiles (Hernquist 1990) that reach slopes of −4;however,this
steepening happens gradually rather than over a narrow region around Rsp

(Busha et al. 2005).
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have shown that the latter model generally provides a better fit
to the data, the ftrans=free model should provide a more
accurate representation estimate of the profile slope than the
ftrans=1 model.

Figure 4 makes it clear that the data prefer a logarithmic
slope of r

g
coll at Rsp that is quite steep, indeed significantly

steeper than the −3 expected for an NFW profile; the recovered
estimate of the slope at Rsp is −5.1±0.4. The estimated slope
of the total profile is also significantly steeper than −3, with a
recovered value of −3.32±0.15. Therefore, even allowing for
considerable uncertainty in the profile of infalling matter, these
results suggest that the profile of thecollapsed component
reaches slopes significantly steeper than −3 near Rsp. Again,
these findings can be taken as evidence for truncation of the
halo profile similar to that seen in simulations by DK14. Unlike
the model comparison results discussed in Section 4.1, these
findings are quite robust to priors on the model parameters and
choices of fitting scales.

Figure 4 also shows the results obtained from the model fits
with ftrans=1 (green dashed curves). These fits yield
significantly shallower slopes than the model fits, where ftrans
is allowed to vary. This may be surprising given that the
logarithmic slopes of the projected profiles have almost
identical steepness (see Figure 1). The explanation is that
projection and miscentering act to smooth out a steep feature in
the 3D profile, making it appear significantly less steep in the
2D profile. Even these fits, however, prefer slopes of r

g
coll at

Rsp
3D that are significantly steeper than −3. Note, though, that

Rsp
3D inferred from the ftrans=1 fits tends to be smaller than

Rsp
3D inferred from the ftrans=free fits (see Figure 1).

Consequently, the distributions shown in Figure 4 are not
coming from the same physical radius. Since the slope of the
Einasto profile gets more negative with increasing radius,
evaluating the ftrans=free model slope at the Rsp

3D of the
ftrans=free fits would make the value of the slope more
negative.

4.3. Alternative Cluster Catalog

We now consider the results of analyzing the measurements
of Σg around the groups identified in the Y07 catalog. As noted
above, the use of an alternative cluster catalog provides an
important systematics test for the existence of a splashback-like
feature in the data.

Since the miscentering parameters appropriate for the Y07
groups are not known precisely, we use the wide miscentering
priors of Model D in Table 1. However, given these wide priors
and the lower signal-to-noise of the Σg measurement for the
Y07 groups, we find that for our fiducial analysis the model
fits with ftrans=free prefer values of rt that are at the edges
of the prior on this parameter. We find that this can be
prevented by imposing a somewhat tighter prior on α:
a = ( )log log 0.2 0.1. This prior is still fairly loose relative

to expectations from simulations, and is consistent with the
values of α recovered from the analysis of REDMAPPER
clusters when ftrans is allowed to vary.

The Σg measurements around the Y07 groups are shown in
Figure 7 and the results for the model fits are summarized in
Tables 1 and 2. In general, we find that the parameter values
recovered from the Y07 fits agree quite well with those from
the analysis of REDMAPPER clusters. The recovered splashback

radius is also in good agreement. The Y07 analysis exhibits a
large evidence ratio in support of the model with ftrans=free,
but this is somewhat misleading (at least in comparison to the
REDMAPPER results) because of the prior we have imposed on
α for this analysis.
Figure 8 shows the distribution of profile slopes for the Y07

groups, analogous to Figure 4 for the REDMAPPER clusters.
The slope distributions shown in Figure 4 are quite consistent
with those from the REDMAPPER measurement. They indicate
logarithmic slopes of r

g
coll at Rsp of −4.9±0.7, significantly

steeper than the slope expected for an NFW profile and
consistent with expectations for a splashback feature.
We note that this test does not completely exclude the

possibility of systematic effects introduced by the cluster finder
(REDMAPPER or Y07), which could bias the location of Rsp or
the steepness of the collapsed component at Rsp. Nevertheless,
the fact that both REDMAPPER and Y07 strongly prefer
logarithmic slopes that are significantly steeper than −3 at Rsp

is fairly convincing evidence that the finding of truncation of
the halo profile is robust.

5. Connecting the Halo Boundary to Galaxy Colors

Our analysis has until now focused on examining the total
galaxy density profile near the transition between the infall
regime and the collapsed regime. Another approach to probing
this transition is to examine galaxy colors. The passage of a
galaxy through a cluster is expected to quench star formation in
the galaxy. This process can happen through several channels:
gravitational interactions with other galaxies or the cluster
potential itself (e.g., Moore et al. 1996), stripping of the gas in
the galaxy as a result of ram pressure from cluster gas (e.g.,
Gunn & Gott 1972), and stripping of gas from the galaxy’s
gaseous halo, thereby preventing replenishment of gas used to
form stars (i.e., “strangulation,” see, e.g., Larson et al. 1980;
Kawata & Mulchaey 2008). Regardless of how it happens,
quenching of star formation will cause a galaxy to appear
redder than galaxies with active star formation. Measurements
of a transition in galaxy clusters near the cluster virial radius
have been performed in several previous studies including
Dressler et al. (1997), Weinmann et al. (2006), and references
therein. Here, we focus on the shape of this transition and its
connection to the phase space boundary between the infalling
and collapsed regimes.
In these scenarios, the typical timescales for quenching are

comparable to the time taken to move across the extent of the
cluster, roughly 2–4 Gyr (Wetzel et al. 2013). Therefore, if
interactions within the cluster are responsible for quenching, a
galaxy that has undergone a single passage through a cluster
will appear redder than a galaxy that has not yet passed through
the cluster. Since galaxies outside the splashback radius are
significantly more likely to still be on their first infall, we
expect a sharp increase in the fraction of red galaxies near the
splashback radius.
Another possibility is that galaxy color simply correlates

with formation time or the time of accretion of the galaxy onto
the cluster and is not affected by processes inside the cluster
(e.g., Hearin et al. 2015). In this case, a sharp increase in the
red fraction at Rsp

3D would still be expected because within this
radius the infalling galaxies suddenly start to be mixed with
galaxies thatwere accreted2–4 Gyr ago, which would also
result in a sharp change in the red fraction. The main point in
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the context of this paper is that in both scenarios the sharp
increase in the red fraction is associated with the transition from
the infalling to collapsed regimes at the splashback radius.

To investigate this, we consider two galaxy subsamples
selected based on their rest-frame colors as described in
Section 2. We measure the galaxy density profiles of the
individual subsamples, and we will define the red/blue fraction
to be the ratio of these two profiles to the Σg for the full galaxy
sample. The Σg and corresponding model fits for the two
galaxy color subsamples and the full sample are shown in the
top panel of Figure 5; the inferred logarithmic derivatives of the
3D profile from the model fits are shown in the bottom panel.
For this analysis, we use the Model C miscentering priors
because these reflect recent constraints from analysis of
REDMAPPER clusters.

Note that the profile of the blue galaxies approaches a power
law with index close to −1.5 at large scales. Such a power law
is precisely the expectation for infalling material that has not
reached shell crossing (Dalal et al. 2010). Consider particles

outside of Rsp
3D that are falling toward a cluster that dominates

the local mass distribution. In the absence of shell crossing, the
mass interior to the particles remains constant as they fall, and
so their free-fall velocity scales as v∼r−0.5, where r is the
distance between the cluster center and the particles. The mass
contributed by such particles to a radial shell at r and with

thickness dr will be proportional to the time the particles spend
in the shell, so ~( ( ) )dM r dr dr dr v, where M(r) is the mass
enclosed at radius r. Assuming M(r) follows a power law and
substituting the radial dependence of v, we have M(r)∼r1.5.
The density profile, then, scales as ρ∼M/r3∼r−1.5.
The blue galaxy sample appears to be quite consistent with a

purely infalling component at large r. In “pre-processing”
models, quenching occurs in the dense environment surround-
ing the cluster, but prior to falling into the cluster (Fujita 2004).
Quenching in this way should remove galaxies from the blue
sample as r decreases and add galaxies to the red sample,
leading to a departure from the expected slope of −1.5. The
fact that we observe logarithmic derivatives close to −1.5
constrains the degree to which pre-processing contributes to
quenching. Note, however, that we do observe slightly steeper
slopes for the red galaxies than for the blue galaxies, which
could be consistent with some amount of quenching due to pre-
processing. This picture is complicated somewhat by the
presence of so-called “backsplash” galaxies that have passed
through the cluster (and may therefore have been quenched by
processes inside the cluster) but have been ejected as a result of
gravitational slingshot to several virial radii (Wetzel
et al. 2014). We postpone more in depth modeling of these
scenarios to future work. One further caveat to this discussion
is that the large-scale logarithmic derivative of r ( )r inferred
from the model fits depends weakly on the limits of integration
imposed in Equation (7), i.e., hmax. When varying hmax from
20 h−1Mpc to 60 h−1Mpc we find that the large-scale
logarithmic derivative changes by roughly 1σ. These changes,
however, do not significantly impact the conclusions of the
analysis in this section.
Next, we show the red/blue fraction measurements in

Figure 6. It is clear from Figure 6 that the red fraction shows
an abrupt steepening at around 1.2 h−1 Mpc. In a scenario
without a phase space boundary between the infalling and
collapsed regimes, it is hard to imagine how a sharp upturn in

Figure 5. Top panel shows the Σg(R) measurements for the full sample (black
data points), the reddest quartile of galaxies (red data points) and bluest quartile
of galaxies (blue points); best-fit models to the different measurements are
shown as solid lines. The bottom panel shows the corresponding log-
derivatives of ρg(r) inferred from model fiting.

Figure 6. Fraction of red and blue galaxies relative to all galaxies around
REDMAPPER clusters as a function of the projected distance from the cluster
center.
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the red fraction could arise at such large scales. The gas
densities at these radii are quite low; how would a galaxy
passing through the cluster outskirts know to become red at
this particular radius? The picture of phase space caustics and
quenching by the cluster (or at some time after accretion onto
the cluster) provide a natural explanation for the observed red
fraction behavior. In this picture, the galaxy quenches after
one or more passages through the cluster, and the transition
from outside Rsp to inside Rsp marks the transition from a
regime for which most galaxies have never undergone a
passage through the cluster to a regime for which most
galaxies have undergone passage through the cluster. In
support of this picture, the location of the upturn in the red
fraction is in excellent agreement with the Rsp

3D inferred from
the galaxy density measurements (shown as the gray band in

Figure 6). Note that the three-dimensional Rsp
3D is the relevant

radius of comparison since it is this radius that marks the
physical phase space boundary in projection. The agreement
between the projected red fraction measurements and the 3D
splashback radius is non-trivial.

6. Discussion

6.1. Evidence for A Halo Boundary

Secondary infall models have predicted caustics in the phase
space distribution of particles being accreted onto halos since
the early studies of Fillmore & Goldreich (1984) and
Bertschinger (1985). It was not clear, however, whether the
disruptive processes in the formation of cold dark matter halos
would smear out caustic-like features, especially when stacking
across many halos. Recently, using simulations and analytic
arguments, DK14 and Adhikari et al. (2014) identified a rapid
steepening of the density profile of stacked halos in N-body
simulations that they associated with a density caustic arising
from the second turnaround of matter particles, also known as
splashback. Recent work by M16 has presented evidence of a
narrow steepening of the galaxy density around REDMAPPER
clusters detected in SDSS; such a finding is consistent with
expectations for a splashback feature.

In this work, we attempt to determine to what extent
available data support the existence of a halo boundary related
to the presence of a phase space boundary between infalling
and collapsed contributions to the total density profile. Two
analyses are presented here.

1. We decompose the profile into “infalling” and “colla-
pased” (or one-halo) components and use a model fitting
approach to estimate the slope of the collapsed comp-
onent near the transition between these two regimes. Near
the location where the steepest slope of the total profile
occurs, the one-halo profile reaches a logarithmic slope of
about −5 over a narrow range of radius. This is
significantly steeper than the expectation of an NFW-
like profile, and supports the idea of a truncated halo
profile.

2. The second evidence is that the location of steepest slope
of the total profile coincides with an abrupt increase in the
fraction of red galaxies. Presumably a fraction of galaxies
inside the halo are quenched due to one or more passages
through the cluster. In the infalling regime, on the other
hand, galaxies have (for the most part) never been inside

the cluster and are therefore likely to have at most a
gradual trend in red fraction.

The results of these two analyses, shown in Figures 3 and 6,
lend support to the presence of a phase space halo boundary
associated with a sharp decline in the halo density profile. In
contrast with common definitions of halo boundaries, such as
R200 or Rvir, a phase space halo boundary at Rsp would
constitute a real, physical boundary to the halo (More
et al. 2015).
As a systematics test of these findings, we repeat the

measurements of galaxy density around groups identified in
the Y07 catalog. We find that these measurements prefer similar
slopes of the halo profile in the infalling-to-collapsed transition
region as the REDMAPPER clusters, as shown in Figure 8.
Recent work by Zu et al. (2016) found that the á ñRmem quantity
used by M16 to split their cluster sample can be severely impact
by projections along the line of sight, which are in turn related to
the local environment of the cluster. Since M16 found large
changes in the inferred splashback radius with á ñRmem , one may
worry about the effects of projections on the measurement of the
splashback feature. Our analysis does not preclude the possibility
that Rsp is affected by projection effects or by selection effects
inherent to REDMAPPER. However, while projections might
smooth out an otherwise sharp splashback feature or change the
inferred Rsp, it seems unlikely that they could be responsible for
the artificial appearance of a splashback-like steepening. On the
other hand, it is possible that some feature of the REDMAPPER
algorithm could cause clusters that exhibit a sharp decline in
their profiles to be preferentially selected, thereby leading to the
appearance of a splashback feature. Our measurement of a rapid
steepening around the Y07 groups, however, disfavors the
possibility of the observed steepening being due solely to a
REDMAPPER artifact. Since every cluster finder is, in principle,
susceptible to spatially dependent selection effects, such a test
cannot be definitive. However, extending the measurements
performed here to cluster samples selected based on e.g.,
Sunyaev Zel’dovich decrement would provide an independent
check on the optical cluster samples used in this work.
Using the parameterized models for the splashback feature

introduced by DK14, we have also attempted to quantify
whether the data support a model that has such a feature over
a model that does not. We perform a model comparison by
computing a Bayesian odds ratio between a model that
includes the steepening caused by a splashback feature
(parameterized via ftrans in Equation (4)) and a pure Einasto
profile that does not have additional steepening. A similar
approach was taken by M16 to quantify the significance of
their splashback detection, though only χ2 was reported there.
We extend the modeling efforts of M16 to include
miscentering, an important systematic affecting the galaxy
density profile. We find, however, that given reasonably weak
priors on the parameters of the pure Einasto model, this model
can come close to matching the steepening of the model with
additional steepening caused by splashback. We therefore
conclude that until better data are available or tighter priors on
the model parameters can be obtained, such a test is not a
particularly useful way to quantify evidence for a splashback-
like feature in the data.
While basic uncertainties remain in connecting observations

of a projected density profile (further modulated by the relation
between galaxies and mass) with a boundary in phase space,
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we believe the findings summarized above are a promising
indication of a dynamically motivated halo boundary. They
provide avenues for studying physical processes such as
dynamical friction (Adhikari et al. 2016), dark energy (Stark
et al. 2016), self-interacting dark matter, and modifications of
gravity (M16).

6.2. Future Prospects

In this analysis,we have used the galaxy density profile and
the red fraction in an attempt to infer something about the
phase space behavior near the boundaries of cluster halos.
There may be alternate routes to probing this boundary that go
beyond these two observables. For instance, proxies for halo
accretion rate would be of significant utility to studies of
splashback since the accretion rate is expected to correlate with
the location of the splashback feature. While the analysis
of M16 attempted to use á ñRmem as a proxy for accretion,
subsequent work by Zu et al. (2016) has shown that this proxy
is contaminated by projection effects. Another avenue, namely
the impact of dynamical friction on splashback, has been
explored by Adhikari et al. (2016) and would be valuable to
test with future data sets. Our measurement of the red fraction
provides qualitative evidence for a phase space boundary.
However, more definitive statements about how the red fraction
relates to splashback will likely require further effort with
models and simulations of galaxies in cluster environments.
The present work motivates exploration of these various
avenues for detecting the splashback feature.

Ongoing and future galaxy surveys such as the Hyper
SuprimeCam17

(HSC), the Dark Energy Survey18 (DES), the
Kilo Degree Survey19 (KiDS), and the Large Synoptic Survey
Telescope20 (LSST) will provide much higher statistical power
to constrain splashback models than the SDSS data. Together
with better understanding of priors for both the model of the
galaxy profile and systematic effects such as miscentering, we
should expect significant improvement in our ability to
characterize the splashback feature in the near future. The use
of weak lensing measurements to more directly measure the
cluster mass profile and study splashback (e.g., Umetsu &
Diemer 2017) may also be fruitful, particularly with upcoming
weak lensing data sets from DES, HSC,and KiDS.

Finally, we note that this work has not addressed in any
detail the location of the splashback feature. Although our
model fits differ from those of M16, we do not find any
significant difference in the recovered values of Rsp (though we
have not performed any splits on á ñRmem in this analysis). More
exploration into the location of Rsp and comparison to
simulations is a fruitful avenue for future work.
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Appendix A
Model Parameter Constraints

Table 3 shows the fit results for the remaining parameters not
shown in Table 2.

Appendix B
Galaxy Density Measurement around Y07 Groups

The measurement of galaxy density around the Y07
groups is shown in Figure 7. The distribution of logarithmic
slopes at Rsp corresponding to this measurement is shown in
Figure 8.

Table 3

Additional Best-fit Model Parameters with ftrans Free (Number Preceding
Semicolon in Each Column) and ftrans=1 (Number Following Semicolon)

and Under Different Modeling Assumptions

Model Catalog ρs [h
3 Mpc−3] ρ0 [h

3 Mpc−3] se

A RM 3.76; 22.58 0.43; 0.27 1.61; 1.34

B RM 27.08; 37.15 0.43; 0.31 1.61; 1.43

C RM 36.99; 103.92 0.43; 0.39 1.61; 1.55

D RM 48.98; 121.73 0.43; 0.41 1.61; 1.58

E RM 23.35; 14.86 0.43; 0.43 1.61; 1.60

F RM 11.72; 2043.12 0.43; 0.12 1.61; 1.05

G Y07 15.75; 29.53 0.32; 0.21 1.63; 1.41

17
http://www.naoj.org/Projects/HSC

18
http://www.darkenergysurvey.org

19
kids.strw.leidenuniv.nl

20
http://www.lsst.org
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Figure 7. Measurement of the splashback feature using the Y07 group catalog. The top panel shows the projected galaxy density profile Σg overlaid with models with
ftrans free (red solid) and ftrans=1 (green dashed). The middle panel shows the log-derivative of Σg. We note that the two model fits are nearly identical in both panels.

We also overlay in gray the same measurements shown in Figure 1, which is based on the REDMAPPER (RM) cluster catalog. The feature around 1 -h Mpc1 in the
REDMAPPER measurements appear slightly sharper than the Y07 group measurement. The bottom panel shows the ratio of the Y07 measurements to the best-fit
models.
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