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Abstract. Existing efforts on ontology mapping, alignment and merging vary 
from methodological and theoretical frameworks, to methods and tools that 
support the semi-automatic coordination of ontologies. However, only latest re-
search efforts “touch” on the mapping /merging of ontologies using the whole 
breadth of available knowledge. This paper aims to thoroughly describe the 
HCONE approach on ontology merging. The approach described is based on 
(a) capturing the intended informal interpretations of concepts by mapping 
them to WordNet senses using lexical semantic indexing, and (b) exploiting the 
formal semantics of concepts’ definitions by means of description logics’ rea-
soning services. 

1   Introduction 

Ontologies have been realized as the key technology to shaping and exploiting infor-
mation for the effective management of knowledge and for the evolution of the Se-
mantic Web and its applications. In such a distributed setting, ontologies establish a 
common vocabulary for community members to interlink, combine, and communicate 
knowledge shaped through practice and interaction, binding the knowledge processes 
of creating, importing, capturing, retrieving, and using knowledge. However, it seems 
that there will always be more than one ontology even for the same domain. In such a 
setting where different conceptualizations of the same domain exist, information ser-
vices must effectively answer queries bridging the gaps between their formal ontolo-
gies and users’ own conceptualizations. Towards this target, networks of semantically 
related information must be created at-request. Therefore, coordination (i.e. mapping, 
alignment, merging) of ontologies is a major challenge for bridging the gaps between 
agents (software and human) with different conceptualizations. 

In [1] an extensive discussion about the way “semantics” are introduced, formal-
ized and exploited in the semantic web, shows that coordination of ontologies using 
semantic knowledge can be achieved through several methods, depending on where 
the semantics are across the semantic continuum: From humans’ minds, to their ex-
plicit but informal description, their formal description intended for human use, and 
finally, to their explicit and formal specification intended for machine utilization. The 
further we move along the continuum, from implicit to formal, explicit semantics, 
ambiguity is reduced and automated inference is made possible, regarding fully auto-



mated semantic interoperation and integration. Looking for methods that will fully 
automate the mapping, alignment and merging processes between ontologies, today 
we devise methods that are located in the middle of this continuum.  

There are many works devoted to coordinating ontologies that exploit linguistic, 
structural, domain knowledge and matching heuristics. Recent approaches aim to 
exploit all these types of knowledge and further capture the intended meanings of 
terms by means of heuristic rules [2].  

The HCONE [3] approach to merging ontologies exploits all the above-mentioned 
types of knowledge. In a greater extent than existing approaches to coordinating on-
tologies, this approach gives much emphasis on “uncovering” the intended informal 
interpretations of concepts specified in an ontology. Linguistic and structural knowl-
edge about ontologies are exploited by the Latent Semantics Indexing method (LSI) 
for associating concepts to their informal, human-oriented intended interpretations 
realized by WordNet senses. Using concepts’ intended semantics, the proposed 
method translates formal concept definitions to a common vocabulary and exploits the 
translated definitions by means of description logics’ reasoning services. The goal is 
to validate the mapping between ontologies and find a minimum set of axioms for the 
merged ontology.  

Our choice of description logics is motivated by the need to find the minimum set 
of axioms needed for merging, and to test the formal consistency of concepts’ defini-
tions by means of classification and subsumption reasoning services. 

According to the suggested approach and with respect to the semantic continuum, 
humans are involved in the merging process in two stages: In capturing the intended 
semantics of terms by means of informal definitions (supported by LSI), and in clari-
fying relations between concepts in case such relations are not stated formally. 

The paper is structured as follows: Section 2 formalizes the problem of semanti-
cally merging ontologies. Section 3 describes the HCONE approach to merging on-
tologies. Section 4 discusses the proposed approach, with remarks, insights on the 
relation of the proposed approach to other approaches, and future work.  

2   The Problem Specification 

In order to have a common reference to other approaches, we formulate the problem 
by means of definitions and terms used in [2]. 

An ontology is considered to be a pair O=(S, A), where S is the ontological signa-
ture describing the vocabulary (i.e. the terms that lexicalize concepts and relations 
between concepts) and A is a set of ontological axioms, restricting the intended inter-
pretations of the terms included in the signature. In other words, A includes the formal 
definitions of concepts and relations that are lexicalized by natural language terms in 
S. This is a slight variation of the definition given in [2], where S is also equipped 
with a partial order based on the inclusion relation between concepts. In our defini-
tion, conforming to description logics’ terminological axioms, inclusion relations are 
ontological axioms included in A. It must be noticed that in this paper we deal with 
inclusion and equivalence relations among concepts.  

Ontology mapping from ontology O1 = (S1, A1) to O2 = (S2, A2) is considered to be 
a morphism f:S1�S2 of ontological signatures such that A2 ��f(A1), i.e. all interpreta-



tions that satisfy O2’s axioms also satisfy O1’s translated axioms. Consider for instance 
the ontologies depicted in Figure 1.  

 
 
 
 
 
 
 
 
 
O1= ( {System, Infrastructure, Installation,Transportation},  

{Transportation� Infrastructure, Infrastructure�Installation, Infrastructure���System}) 
 

O2= ( {Facility, Transportation System, Transportation Means, exploit},  
{Transportation System � Facility, Transportation Means� Facility� exploit.TransportationSystem }) 
 

O3= ( {System, facility, Means, Installation, Infrastructure, Transportation System, Transportation, Transportation Means, exploit},  

{Transportation� Transportation System,  Facility�Installation, Infrastructure���System� Facility, 

  Transportation System � Infrastructure � Facility, 

  Transportation Means�  Means� exploit.TransportationSystem , Means �   Facility}) 

Fig. 1.  Example Ontologies 

Given the morphism f such that f(Infrastructure)=Facility  and 
f(Transportation)=Transportation System, it is true that A2�{f(Transportation)� ��
f(Infrastructure)}, therefore f is a mapping. Given the morphism f’, such that 
f'(Infrastructure)=Transportation System and f’(Transportation)= Transportation 
Means, it is not true that A2�{f(Transportation)��� f(Infrastructure)}, therefore f’ is 
not a mapping. 

However, instead of a function, we may articulate a set of binary relations between 
the ontological signatures. Such relations can be the inclusion (�) and the equivalence 
(�) relation. For instance, given the ontologies in Figure 1, we can say that Transpor-
tation�Transportation System, Installation�Facility and Infrastructure � Facility. �
Then we have indicated an alignment of the two ontologies and we can merge them. 
Based on the alignment, the merged ontology will be ontology O3 in Figure 1. It holds 
that A3�A2 and A3�A1. 

Looking at Figure 1 in an other way, we can consider O3 to be part of a larger in-
termediary ontology and define the alignment of ontologies O1 and O2 by means of 
morphisms f1 : S1 � S3 and f2 : S2 � S3. Then, the merging of the two ontologies [2] is 
the minimal union of ontological vocabularies and axioms with respect to the interme-
diate ontology where ontologies have been mapped.  

Therefore, the ontologies merging problem (OMP) can be stated as follows: Given 
two ontologies find an alignment between these two ontologies, and then, get the 
minimal union of their (translated) vocabularies and axioms with respect to their 
alignment. 
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3   The HCONE Method to Solving the OMP 

As it is shown in Figure 2, WordNet plays the role of an “intermediate” in order a 
morphism to be found. We consider that each sense in a WordNet synset describes a 
concept. WordNet senses are related among themselves via the inclusion (hyponym – 
hyperonym) relation. Moreover, terms that lexicalize the same concept (sense) are 
considered to be equivalent through the synonym relation. 

 
 
 
  
 
 
 
 
 
 
 
 
 

Fig. 2. The HCONE approach towards the OMP 

It must be noticed that we do not consider WordNet to include any intermediate on-
tology, as this would be very restrictive for the specification of the original ontologies 
(i.e. the method would work only for those ontologies that preserve the inclusion rela-
tions among WordNet senses). 

Therefore, we consider that there is an intermediate ontology “somewhere there” 
including a vocabulary with the lexicalizations of the specific senses of WordNet 
synsets we are interested on, and axioms that respect the set of axioms of the original 
ontologies. We will call this ontology hidden intermediate. It is important to notice 
that only part of this ontology will be uncovered through concept mappings: actually, 
the part that is needed for merging the source ontologies. 

To find the mapping from each ontology to the hidden intermediate, we use a mor-
phism (we call it s-morphism, symbolized by fs), which is based on the lexical seman-
tic indexing (LSI) method. Using the LSI method, each ontology concept is associated 
with a set of graded WordNet senses. For instance, the concept “facility” is associated 
with the five senses that WordNet assigns to the term “facility”, whose meaning range 
from “something created to provide a service” to “a room equipped with washing and 
toilet facilities”. The highest graded sense expresses the most possible informal mean-
ing of the corresponding concept. This sense expresses the intended interpretation of 
the concept specification and can be further validated by a human. In case a human 
indicates an association to be the most preferable, then this sense is considered to 
capture the informal intended meaning of the formal ontology concept. Otherwise, the 
method considers the highest graded sense as the concept’s intended interpretation. 
Given all the preferred associations from concepts to WordNet senses, we have cap-
tured the intended interpretation of ontology concepts. 
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Using the intended meanings of the formal concepts, we construct an ontology 
On=(Sn, An), n=1,2, where, Sn includes the lexicalizations of the senses associated to 
the concepts1 of the ontology On=(Sn, An), n=1,2, and An contain the translated inclu-
sion and equivalence relations between the corresponding concepts. Then, it holds that 
An� fs(An) and the ontology On=(Sn, An) with the corresponding associations from On 
to On, is a model of On=(Sn, An), n=1,2…. These associations define a mapping from 
On to On.  

Having found the mappings with the hidden intermediate ontology, the translated 
ontologies can be merged, taking into account the axioms A1 and A2 (which are the 
translated axioms of A1 and A2). The merging decisions are summarized in Table 1. 

Table 1.  HCONE-Merge Algorithm table summary 

Concept & Role  

Names2 

Concept Mapping to WordNet  

Senses3 

 
Action 

Match No match Rename concepts 
Match Match Merge concept definitions  
 
No match 

 
Match 

Merge concept definitions in a 
single concept named by the term 
lexicalizing their corresponding 
WordNet sense 

No match  No match Classify Concepts 

3.1   Mapping and Merging through the Semantic Morphism (s-morphism) 

To find the mapping from an ontology to the hidden intermediate, we use the semantic 
morphism (s-morphism, symbolized by fs), which, as already pointed, is based on the 
lexical semantic indexing (LSI) method.  

LSI [5] is a vector space technique for information retrieval and indexing. It as-
sumes that there is an underlying latent semantic structure that it estimates using statis-
tical techniques. It takes a large matrix of term-document association data and con-
structs a semantic space. In our case the n�m space comprises the n more frequently 
occurred terms of the m WordNet senses the algorithm focuses on (later on we explain 
which senses constitute the focus of the algorithm). Lexical Semantic Analysis (LSA) 
allows the arrangement of the semantic space to reflect the major associative patterns 
in the data. As a result, terms that did not actually appear in a sense may still end up 
close to the sense, if this is consistent with the major patterns of association in the data 
[5]. Position in the space then serves as the new kind of semantic indexing. Therefore, 
it must be emphasized that although LSI exploits structural information of ontologies 
and WordNet, it ends up with semantic associations between terms. 

Given an ontology concept, retrieval aims to locate a point in space that is close to 
the sense that expresses the intended meaning of this concept. The query to the re-
trieval mechanism is constructed by the concept names of all concepts in the vicinity 
of the given concept. 

                                                           
1 Future work concerns mapping domain relations to WordNet senses as well. 
2 Match in this case means linguistic match of the concept names from the two ontologies. 
3 Match means that both concepts have been mapped to the same WordNet sense 



To support this process, as already explained, we exploit the WordNet lexical data-
base to match formal descriptions of concepts with word senses in WordNet. Using 
the lexicalizations of these senses, the ontology is translated to the hidden intermediate 
ontology. The steps of the algorithm for finding the semantic morphism are the fol-
lowing: 

  
1. Choose a concept from the ontology. Let C be the concept name. 
2. Get all WordNet senses S1, S2,…,Sm, lexicalized by C’, where C’ is a linguis-

tic variation of C. These senses provide the focus of the algorithm for C. 
3. Get the hyperonyms’ and hyponyms’ of all C’ senses. 
4. Build the “semantic space”: An n�m matrix that comprises the n more fre-

quently occurred terms in the vicinity of the m WordNet senses found in step 
2.  

5. Build a query string using the terms in the vicinity of C. 
6. Find the ranked associations between C and C’ senses by running the Latent 

Semantics Analysis (LSA) function and consider the association with the 
highest grade. LSA uses the query terms for constructing the query string and 
computes a point in the semantic space constructed in step (4). 

 
This algorithm is based on assumptions that influence the associations produced: 

� Currently, concept names lemmatization and morphological analysis is not sophis-
ticated. This implies that in case the algorithm does not find a lexical entry that 
matches a slight variation of the given concept name, then the user is being asked to 
provide a synonym term. However, in another line of research we produce methods 
for matching concept names based on a ‘core set’ of characters [4]. 

� Most compound terms have no senses in WordNet, thus we can only achieve an 
association for each component of the term (which is a partial indication of the in-
tended meaning of the whole term).  Currently, we consider that the compound 
term lexicalizes a concept that is related (via a generic relation Relation) to con-
cepts that correspond to the single terms comprising the compound term. For in-
stance, the concept lexicalized by “Transportation Means” is considered to be re-
lated to the concepts lexicalized by “Transportation” and “Means”. It is assumed 
that humans shall clarify the type of relations that hold between concepts. Such a 
relation can be the inclusion, equivalence or any other domain relation. In general, 
in case a compound term C cannot be associated with a sense that expresses its ex-
act meaning, then the term C is associated with concepts Hn, n=1,2… correspond-
ing to the single words comprising it. Then, C is considered to be mapped in a vir-
tual concept Cw of the intermediate ontology, while Hn are considered to be in-
cluded in the ontological signature of the intermediate ontology and the axiom 
Cw��Hn�Relation.Hn, n=1,2… is considered to be included in ontological axioms 
of the intermediate ontology. For instance, “Transportation Means” is considered 
to correspond to a virtual concept of the intermediate ontology, while the axiom 
TransportationMeans ��Relation�Transportation ��Relation.Means is considered 
to be an axiom of this ontology. Given that Means subsumes TransportationMeans, 



and the Relation to Trasportation is function, the axiom becomes Transportation-
Means��Means� function�Transportation.  

This treatment of compound terms is motivated by the need to reduce the problem 
of mapping these terms to the mapping of single terms. Then we can exploit the 
translated formal definitions of compound terms by means of description logics 
reasoning services for testing equivalence and subsumption relations between con-
cepts definitions during ontologies alignment and merging. 

� The performance of the algorithm is related to assumptions concerning the informa-
tion that has to be used for the computation of the (a) “semantic space”, and (b) 
query terms. 

� The implementation of LSI that we are currently using, as it is pointed by the de-
velopers4, works correctly when the n�m matrix corresponding to the semantic 
space has more than 4 and less than 100 WordNet senses. This case occurs fre-
quently, but we resolve it by extending the vicinity of senses.  

 
The semantic space is constructed by terms in the vicinity of the senses S1, S2,…Sm 
that are in focus of the algorithm for a concept C. Therefore, we have to decide what 
constitutes the vicinity of a sense for the calculation of the semantic space. In an 
analogous way we have to decide what constitutes the vicinity of an ontology concept 
for the calculation of the query string. The goal is to compute valid associations with-
out distracting LSI with “noise” and by specifying vicinities in an application inde-
pended way.  

Table 2. Algorithm’s design assumptions (The switches with the asterisk are always activated) 

� concept’s  name* The term C’ that corresponds to C. C’ is 
a lexical entry in WordNet 

� concept’s senses* Terms that appear in C’ WordNet senses  
� hyperonyms & hyponyms  Terms that constitute hyperonyms / hy-

ponyms of each C’ sense. 
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� hyperonyms’ /  
     hyponyms’ senses 

Terms that appear in hyper(hyp)onyms 
of C’ senses  

� primitive parents* Concept’s C primitive parents. 

� taxonomy parents Concepts that subsume C and are imme-
diate parents of C (subsumers of C). 

� children* Concepts that are immediate children of 
C (subsumed by C) 

� related concepts Concepts that are related to C via domain 
specific relations 
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� WordNet Senses The most frequent terms in WordNet 
senses that have been associated with the 
concepts in the vicinity of C.  

                                                           
4 KnownSpace Hydrogen License: This product includes software developed by the Know 

Space Group for use in the KnownSpace Project (http://www.knownspace.org) 



Towards this goal we have ran a set of experiments by activating / deactivating the 
“switches” shown in Table 2, thus specifying “vicinity” based on structural features of 
the ontology and WordNet.We have run experiments both in small (10 concepts) and 
large ontologies (100 concepts) for the transportation domain. The ontology presented 
in this paper comprises about 10 concepts. It must be noticed that using the proposed 
method, small ontologies are considered to be harder to be mapped since the available 
information for performing the semantic analysis is limited. By the term “small” on-
tologies” we denote ontologies for which the vicinity of ontology concepts includes a 
limited number of concepts for the construction of the query string. On the contrary, in 
“large” ontologies, the query string can include sufficient information for computing 
the intented sense of ontology concepts. 

Furthermore, the small ontology allowed us to control and criticize the results. To 
perform our experiments we have distinguished several cases whose results have been 
measured by method’s recall and precision. These cases correspond to different 
WordNet senses and concepts’ vicinity definitions. Table3 shows two cases that re-
sulted to high (balanced case) and quite low precision (all-activated case). Recall in all 
these cases was constantly 90% due to one compound term that could only be partially 
associated to a WordNet sense. Similar results have been given by larger ontologies.  

Table 3. A balanced combination of senses and concepts’ vicinities (defined by the activated 
switches for the computation of the semantic space and queries, respectively) resulted to the 
highest precision percentage of 90% 

 

 

 

 

 

 

 
 

The balanced case corresponds to a “balanced amount” of information for comput-
ing the semantic space and for constructing the queries. The conjecture that LSI can 
be distracted in large semantic spaces by, what we may call, semantic noise, has been 
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proved in test cases where the semantic space has been computed taking into account 
the WordNet senses of the hyperonyms and/or hyponyms of the senses in focus. By 
reducing the amount of information in the semantic space we actually achieved to get 
more hits. Experiments imply that to compute correct concept-senses associations, LSI 
must consider senses that are “close” to the meaning of the concepts in the hidden 
intermediate ontology, otherwise noise (or ellipsis of information) can seriously dis-
tract computations due to influences from other domains/conceptualizations. A similar 
case occurs when the query string includes terms that appear in the WordNet senses 
associated with the super-concepts and sub-concepts of an ontology concept. For this 
reason, the balanced case shown in Table 3 does not consider these WordNet senses. 
The balanced case has been specified manually, by the proper examination of experi-
ments. In a latest work of ours, we are investigating techniques for automatically tun-
ing the mechanism to maximize the precision.  

Having found the associations between the ontology concepts and WordNet senses, 
the algorithm has found a semantic morphism between the original ontologies and the 
hidden intermediate ontology. The construction of the intermediate ontology with the 
minimal set of axioms results in ontologies’ merging.  

For instance, as it is shown in Figure 3, given the morphisms produced, it holds 
that:  
� For ontology O1 

 

fs(System) = System1,  

fs(Installation) = Facility1,  

fs(Infrastructure) = Infrastructure1, and  
fs(Transportation) = TransportationSystem1.  
 

� For ontology O2 

 

fs(Facility) =Facility1,  
fs(Transportation System) = TransportationSystem1, and  
fs(Transportation Means) = TransporationMeansW  {virtual concept} 
fs(Means) = Means1 

fs(Transportation) = Transportation2  
 
The indices of the associated terms indicate the WordNet senses that provide the 

informal intended meanings of concepts. Notice that the intended interpretation of the 
concept Transportation in O2 is different from the intended interpretation of the 
homonym concept in O1.  

Both ontologies are being translated using the corresponding WordNet senses’ 
lexicalizations and are being merged. We must notice that the compound term Trans-
portation Means has been related with the concept Transportation (the relation has 
been specified to be function) and with the concept Means (via the subsumption rela-
tion).  This definition is in conjunction to the definition given in O2, where Transpor-
tation Means are defined to be entities that exploit the Transportation System. 

The new ontology will incorporate the mappings of the original concepts, the trans-
lated axioms of O1 and O2, modulo the axioms of the intermediate ontology. 

 



 
Notation 
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O1    O3   O2  

Fig. 3. S-morphism and the intermediate ontology 

Therefore, the merged ontology is Om =(Sm,Am), where: 
 

Sm={System, facility, Means, Installation, Infrastructure, Transportation System, 
Transportation, Transportation Means, exploit},  

Am={Transportation�TransportationSystem,   
Facility�Installation, Infrastructure���System� Facility, 
TransportationSystem � Infrastructure Means �   Facility, 
TransportationMeans�Means��function.Transportation-O2 

                    � exploit.TransportationSystem } 
 

It must be noticed that the concepts Transportation and Transportation System 
have the same intended interpretation, and therefore are considered equivalent. Ac-
cording to Table 1, the merging of their formal definitions results to: 

 
TransportationSystem � Infrastructure � Facility 
 
However, the description logics classification mechanism considers the axiom 

TransportationSystem � Facility to be redundant. Therefore O3 contains only the 
axiom TransportationSystem � Infrastructure. Doing so, the merged ontology con-
tains only the minimal set of axioms resulting from original ontologies mapping. 

Furthermore, according to Table 1, the concept Transportation of O2 will be re-
named to Transportation-O2 since it corresponds to a sense that is different to the 
sense of the homonym concept Transportation in O1. This latter concept, based on the 
morphism, has been renamed to TransportationSystem.   
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4   Concluding Remarks 

As already explained in section 2, mapping between ontologies has a close relation to 
the merging of ontologies. Mapping may utilize a reference ontology but it can also be 
point-to-point (non mediated). In either case it must preserve the semantics of the 
mapped ontology. The merging process takes into account the mapping results [6] in 
order to resolve problems concerning name conflicts, taxonomy conflicts, etc between 
the merged ontologies.  

To accomplish a mapping between two conceptual models, a matching algorithm is 
required which will eventually discover these mappings. Matching can be distin-
guished in syntactic, structural and semantic matching depending on the knowledge 
utilized and on the kind of the similarity relation used [7]. Syntactic matching involves 
the matching of ontology nodes’ labels, estimating the similarity among nodes using 
syntactic similarity measures, as for instance in [8]. Minor name and structure varia-
tions can lead the matching result astray. On the other hand, structural matching in-
volves matching the neighbourhoods of ontology nodes, providing evidence for the 
similarity of the nodes themselves. Semantic matching explores the mapping between 
the meanings of concept specifications exploiting domain knowledge as well. Seman-
tic matching specifies a similarity relation in the form of a semantic relation between 
the intensions of concepts [9]. Semantic matching may also rely to additional informa-
tion such as lexicons, thesaurus or reference ontologies incorporating semantic knowl-
edge (mostly domain dependent) into the process. 

Instance based approaches to mapping and merging ontologies, which contrast 
techniques for merging non-populated ontologies, exploit the set-theoretic semantics 
of concept definitions in order to uncover semantic relations among them. However, 
such approaches deal with specific (quite restricted) domains of discourse, rather than 
with the semantics of the statements themselves. Therefore, these approaches are use-
ful in cases where information sources are rather stable (where the domain of dis-
course does not change frequently) or in cases where information is “representative” 
(e.g., as it is required in FCA-Merge) for the concepts specified. 

There are a variety of research efforts towards coordinating ontologies. According 
to [10] and [11] there is not a “best tool” or method, since there is not always the case 
that it will fit every users’ or applications’ needs. To comment however on such ef-
forts, we conjecture that several criteria could be considered such as: 

 
a) The kind of mapping architecture they provide:(i) point-to-point mapping or 

mediated mapping, (ii) top-down or bottom up mapping, considering techniques 
applied to the intensions of concepts (non-populated ontologies) or to the exten-
sions of concepts (populated ontologies), respectively. 

b) The kind of knowledge (structural, lexical, domain) used for node matching, i.e. i) 
techniques that are based on the syntax of labels of nodes and to syntactic similar-
ity measures, ii) techniques that are based on the semantic relations of concepts 
and to semantic similarity measures, and iii) techniques that rely on structural in-
formation about ontologies.  

c) The type of result corresponding algorithms produce: For instance, a mapping 
between two ontologies or/and a merged ontology 



d) Additional information sources consulted during the mapping/merging process, 
for instance, thesaurus, lexicons. 

e) The level of user involvement: How and when the user is involved in the process. 
 

Table 4 summarises the existing efforts to ontologies’ coordination using the above 
issues. A careful examination of the table shows that each effort focuses on certain 
important issues. The HCONE method to merging ontologies, borrowing from the 
results of the reported efforts, focuses on all of the issues mentioned above.  

In particular, we have realised that efforts conforming to mediated mapping and 
merging [12][13] will possibly not work, since a reference ontology (that preserves the 
axioms of the source ontologies) may not be always available or may be hard to be 
constructed (especially in the “real world” of the SemanticWeb). On the other hand, 
point-to-point efforts are missing the valuable knowledge (structure and domain) that 
a reference ontology can provide in respect to the semantic similarity relations be-
tween concepts. The proposed HCONE merging process assumes that there is a hid-
den intermediate reference ontology that is build on the fly using WordNet senses, 
expressing the intended interpretations of ontologies’ concepts, and user specified 
semantic relations among concepts. 

Although bottom-up approaches [12], [13], [14] rely on strong assumptions con-
cerning the population of ontologies, they have a higher grade of precision in their 
matching techniques since instances provide a better representation of concepts’ in-
tended meaning in a domain. However, using WordNet senses we provide an informal 
representation of concepts’ intensions (i.e. of the conditions for an entity to belong in 
the denotation of a concept, rather than the entities themselves).  

More importantly, we have identified that apart from [9], [15] all efforts do not 
consult significant domain knowledge. However, to make use of such knowledge, 
additional information must be specified in the ontology. WordNet is a potential 
source of such information [9]. However, utilizing this source implies that the domain 
ontologies must be consistent to the semantic relations between WordNet senses, 
which is a very restrictive (if not prohibiting) condition to the construction of source 
ontologies.  

HCONE exploits WordNet, which is an external (to the source ontologies) natural 
language information source. The proposed HCONE method consults WordNet for 
lexical information, exploiting also structural information between senses in order to 
obtain interpretations of concepts (i.e. the informal human oriented semantics of de-
fined terms). Other efforts such as [8], [14], [16] have used additional information 
sources but only [9] have used WordNet for lexical and domain knowledge.  

A complete automated merging tool is not the aim of this research. Since we con-
jecture that in real environments such as the Semantic Web humans’ intended interpre-
tations of concepts must always be captured, the question is where to place this in-
volvement. Existing efforts [12][15][14], place this involvement after the mapping 
between sources ontologies has been produced, as well as during, or at the end of the 
merging method. The user is usually asked to decide upon merging strategies or to 
guide the process in case of inconsistency. Some other efforts head towards automatic 
mapping techniques [9], [8], [13] but they have not shown that a consistent and auto-
matic merging will follow. 



Table 4. Issues concerning existing ontology mapping/merging tools 

 
The HCONE approach places human involvement at the early stages of the map-
ping/merging process. If this involvement leads to capturing the intended interpreta-
tion of conceptualisations, then the rest is a consistent, error-free merging process, 
whose results are subject to further human evaluation. 
 

 Mapping 
Architec-
ture 
 

Kind of 
knowledge 
used 

Type of 
result 

N.L  
Informa-
tion 

User  
Involve-
ment 

ONIONS 
[12] 

Mediated 
Bottom-up 
 

Syntactic 
 

Mapping &  
Merging 

No Semi-
automatic 

PROMPT 
[17] 

Point-to-
point  
Top-down 

Syntactic 
 

Merging No Semi-
automatic 

FCA- 
Merge 
[14] 

Point-to-
point 
Bottom-up 
 

Syntactic 
 

Merging Natural 
Language 
Document 

Semi-
automatic 

ONION 
[18] 

Point-to-
point 
Top-down 

Syntactic 
 

Mapping & 
Merging 

No Semi-
automatic 

MOMIS 
[16] 

Point-to-
point  
Top-down 

Syntactic 
 

Mapping 
(similarity  
between 
nodes) 
& Merging 

Thesaurus  Semi-
automatic 

CUPID 
[8] 

Point-to-
point  
Top-down 

Syntactic 
 

Mapping 
(similarity 
between 
nodes) 

Thesaurus  Automatic 
(schema 
matching) 

IF-based 
[13] 

Mediated 
Bottom-up 

Syntactic 
 

Mapping 
 

No Automatic  
(Not yet 
shown) 

GLUE 
[15] 

Point-to-
point Top-
down 

Syntactic & 
Semantic 
(domain 
constraints) 

Mapping 
(similarity 
between 
nodes) 

No Semi-
automatic 

CTX- 
Match [9] 

Point-to-
point  
Top-down 

Syntactic & 
Semantic 
(semantic 
relations) 

Mapping 
(semantic 
relations  
between 
nodes) 

WordNet Automatic 
(identify 
relations) 



 

Fig. 4. HCONE-merge functionality. Merged concepts (e.g. FACILITY and INSTALLATION) 
are shown in the form Concept1+Concept2 (FACILITY+INSTALLATION) for presentation 
reasons 
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