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Confirmatory factor analysis was originally proposed as 
a method for the confirmatory investigation of the structure 
of covariance matrices (Jöreskog, 1970). In such investiga-
tions the focus was on the correct assignment of manifest to 
latent variables, and it has proven to be a valuable research 
tool in a large number of applications. The theoretical im-
portance of this focus results from the association of the la-
tent variable with a specific concept that is defined in terms 
of a psychological construct (MacCorquodale & Meehl, 
1948). Great advances in psychological science have been 
achieved by means of this research tool. 

However, confirmatory factor analysis is not really re-
stricted to the standard approach that means investigating 
the correct assignment of manifest to latent variables. Start-
ing with the work by McArdle (1986, 1988; McArdle & 
Epstein, 1987) and Meredith and Tisak (1984, 1990) con-

firmatory factor analysis has been refined by fixing loadings 
to specific sizes for investigating the presence of specific re-
lationships mostly described as curves in repeated-measures 
data. This refinement has led to so-called growth curve and 
latent curve models (Duncan & Duncan, 2004; McArdle, 
2009). These models proved to be very useful in the area 
of developmental and educational research. Furthermore, 
there are fixed-links models (Schweizer, 2006a, 2006b, 
2007, 2008, 2009) that aim at the hypothesis-guided decom-
position of variances and covariances. Within this approach 
hypotheses can give rise to various types of specific patterns 
of the relatedness of the manifest and latent variables that 
provide the outset for such an investigation. Growth curve 
and latent curve models as well as fixed-links models share 
the same mathematical foundations although they have been 
developed in different directions. 

An example that is especially appropriate for highlight-
ing the special characteristics of such patterns shall provide 
the outset for the presentation of the rationale. The exam-
ple is a measure of working memory capacity (Schweizer, 
1996) that includes several treatment levels, which give rise 
to precise relational expectations based on cognitive theory, 
which can easily be summarized by a formal hypothesis. 
This measure requires the mental exchange of simple fig-
ures to bring two series of simple figures to a match. Figure 
1 gives an example of such a pair of two series. 
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The demands of five treatment levels interpreted in the 
light of working memory theory (Baddeley, 1986) pro-
vide the basis of the expectations. Each treatment level is 
characterized by the necessity to perform a specific num-
ber of mental exchanges of simple figures in combination 
with related storage operations. Different accuracy levels in 
responding to the stimuli of different treatment levels are 
suggested by available models of working memory. Con-
sequently, the accuracy scores associated with a treatment 
level can be perceived as the result of a function f with the 
treatment level as argument such that 

Accuracy score (Level 1) = f [Treatment (Level 1)]
Accuracy score (Level 2) = f [Treatment (Level 2)]
Accuracy score (Level 3) = f [Treatment (Level 3)]
Accuracy score (Level 4) = f [Treatment (Level 4)]
Accuracy score (Level 5) = f [Treatment (Level 5)].

The function is assumed to reflect the cognitive process-
es according to theory of working memory. Confirmatory 
factor analysis of the accuracy scores achieved by the cog-
nitive measure according to the standard approach would 
require examining whether the same latent variable is un-
derlying the performance in completing the trials of the five 
treatment levels. Although the factor loadings might indi-
cate different degrees of association between the accuracy 
scores and the latent variable, a real investigation of precise 
relational expectations would not be possible this way. 

For an appropriate investigation of the expectations by 
means of refined confirmatory factor analysis it is necessary 
to transform these expectations into a formal representation 
that is a pattern of relatedness and can be integrated into a 
confirmatory factor model. For this purpose there must be 
precise relational expectations, i.e. numbers that establish 
specific relationships between the treatment levels. This pa-
per elaborates on this approach, and its usefulness is demon-
strated in data achieved by means of the mentioned measure 
of working memory. 

Hypotheses as patterns of assignments 

The confirmatory nature of the standard approach of 
confirmatory factor analysis is dependent on the availabil-
ity of a hypothesis concerning the underlying structure. In 
the simplest case the hypothesis suggests one latent vari-
able as systematic source, which mainly accounts for the 
variances and covariances of a set of manifest variables. 
Taking the perspective of the individual manifest variable 
the hypothesis suggests that there is a considerable relation-
ship of manifest and latent variables. The elaboration of this 
perspective gave rise to the congeneric model of measure-
ment (Jöreskog, 1971). It is this model of measurement that 
is usually selected for the purpose of test construction in 
confirmatory factor analysis. This model of measurement 
has even given rise to a specific test theory that is based on 
the true-score model: the congeneric test theory (Jöreskog, 
1971; Lucke, 2005; McDonald, 1999; Raykov, 1997, 2001). 

Because of the great importance of this model of meas-
urement a formal description needs to be provided. Assume 
that Y is the P × 1 vector of observations, µ the P × 1 vector 
of true item-specific components, Λ the P×Q matrix of load-
ings, η is the Q × 1 vector of true person-specific compo-
nents and ε the P × 1 vector of error components. Then the 
congeneric model of measurement is given by 

Y = µ + Λη + ε.			   (1)

Since in confirmatory factor analysis variances and co-
variances are investigated instead of raw scores, the true 
item-specific component is usually omitted, and the model 
of measurement is usually presented as model of y that is 
the P × 1 vector of mean-standardized observations (Bollen, 
1989, p.18): 

y = Λη + ε.			   (2)

Normally only this general version of the model of 
measurement is presented in order to give a description of 
the general characteristics of the investigation. However, if 
there are P items and one latent source, there are actually P 
specific models of measurement, and it is therefore reason-
able to list most or all of these models of measurement in 
such a systematic treatment of the issue: 

y1  =  λ1η  +  ε1

y2  =  λ2η  +  ε2

.     .     .     .    .

.     .     .     .    .
yp  =  λpη  +  εp

Although these specific versions of the model of meas-
urement combine a number of assumptions, there is a core 
that is considered as the hypothesis on which the investi-
gation concentrates: the true component symbolized by η 
represents the only systematic source of responding to the 
items, and the fact that an item is related to this source is 

Figure 1. Sample stimuli of a trail of the Exchange Test (fifth 
treatment level demanding four exchanges).



5

SCHREINER and SCHWEIZER, Confirmatory factor models, Review of Psychology, 2011, Vol. 18, No. 1, 3-11

indicated by a substantial factor loading. This hypothesis is 
represented by the P×1 vector h: 

h1 (=  λ1)
h2 (=  λ2)

                       h =             .          ,                                 (3)
       .
hp (=  λp) 

where hp (p = 1,…, P) is the hypothesis-based constraint 
suggested for lp (p = 1,…, P) that are the factor loadings 
of the pth item on the latent variable. Usually the model is 
specified by estimating the loadings and error components 
and by fixing the variance of the latent variable. An alterna-
tive way is to fix one loading in combination with the esti-
mation of the other loadings and the variance. However, this 
alternative shows a considerable dependency on the selec-
tion of the loading to be fixed (Schweizer, 2010a). 

Hypotheses as patterns of relatedness 

In some areas of the psychological science the expecta-
tions concerning the relationships of items and latent vari-
ables are rather precise, and sets of related expectations give 
rise to patterns of relatedness. Such expectations eliminate 
the vagueness that characterizes the relationship of latent 
variable and items in the standard approach of confirma-
tory factor analysis. Because of the precise relational ex-
pectations it is no longer necessary to search for an estimate 
of the relationship. Instead there is a proposal suggesting 
specific degrees of association, and the emphasis is on the 
evaluation of the appropriateness of this proposal. As a con-
sequence, the estimation of factor loadings as major aim is 
replaced by the estimation of the variances of the latent vari-
ables (Schweizer, 2008).

The available patterns of relatedness enable the hypoth-
esis-guided decomposition of the variances and covariances 
of the manifest variables. Such patterns can take the role of 
factor loadings, so that the constrained factor loadings guide 
the variance decomposition. Such loadings are addressed as 
constraints or fixed loadings. For investigating a pattern of 
relatedness it is insufficient to provide just the general mod-
el of measurement because the fixed loading of each specific 
model of measurement is an important part of the pattern of 
relatedness. So the size of the loading of each of the follow-
ing specific models of measurement counts: 

x1  =  λ1η  +  δ1

x2  =  λ2η  +  δ2

.     .     .     .    .

.     .     .     .    .
xp  =  λpη  +  δp

The fixation is made obvious by printing the loading 
normal (i.e. not in italics). This set of specific models of 
measurement provides the basis of what is considered as the 
formal hypothesis. Again a P×1 vector h which includes the 
constraints, that is, fixed loadings, as elements serves as the 
formal representation of the hypothesis: 

h1 (=  λ1)
h2 (=  λ2)

                       h =             .          .                                 (4)
       .
hp (=  λp) 

The difference between the Equations 3 and 4 is illus-
trated by the font of the elements: normal (4) vs. italics (3). 
Since the elements of h are real numbers, there is no freedom 
to adapt to the specificities of the data. This means that the 
advantage of learning about the appropriateness of a very 
specific hypothesis is accompanied by the increased likeli-
hood of failure since even a small deviation of the hypoth-
esized pattern from the true pattern may lead to a failure. 

Because of the constraint of the elements of h there are 
always a great number of alternative hypotheses. Assume 
h* such that 

h*
1 (=  λ*

1)
h*

2 (=  λ*
2)

                       h* =             .          .                                 (5)
        .
h*

p (=  λ*
p) 

Then h* is an alternative of h if there is one pair of cor-
responding loading λp (∈h) and λ*

p (∈h*) such that 

                              λp ≠ λ*
p .			   (6)

The simultaneous test of several hypotheses 

This section investigates the possibility of combining 
patterns of relationships associated with different hypoth-
eses since single patterns may not be sufficient for achieving 
a good degree of model fit. Furthermore, there is a possibil-
ity that different processes that give rise to different patterns 
contribute to performance. 

Because of the constraint of factor loadings in investi-
gating patterns of relatedness there are favourable precondi-
tions for the simultaneous investigation of several hypoth-
eses. The model of the covariance matrix (Jöreskog, 1970) 
provides the outset for further considerations. Let Σ be the 
model of the P × P covariance matrix, Λ the P × Q matrix of 
factor loadings, Φ the Q × Q covariance matrix of the latent 
variables, and Θ the P × P diagonal matrix of error vari-
ances. Then the definition of the model of the covariance 
matrix is given by 
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Σ = ΛΦΛ’ + Θ.			   (7)

This model was proposed for the case where each item 
loads on one latent variable only. 

Fortunately, the loss of control over the latent variable is 
not a problem for models with fixed loadings. This fact be-
comes obvious by integrating two or more latent variables 
representing different hypotheses into one model. Assume 
Σ1 and Σ2 as two models of the P × P covariance matrix and 
two P × 1 vectors λ1 and λ2 that represent different hypoth-
eses. Furthermore, let ϕ1 and ϕ2 be the variances of two un-
correlated latent variables, and Θ1 and Θ2 the P × P diagonal 
matrices of error variances. Then the two hypotheses give 
rise to two specific models for the same covariance matrix: 

Σ1 = λ1ϕ1λ1’ + Θ1			  (8)

and 

                        Σ2 = λ2ϕ2λ2’ + Θ2.		  (9)

Integrating the two hypotheses into one model of the co-
variance matrix means that the diagonal matrices of error 
variances Θ1 and Θ2 must be replaced by a new diagonal 
matrix of error variances Θ*

1+2. Because of the independ-
ence assumption a rather simple way of integration is pos-
sible:

              Σ1+2 = λ1ϕ1λ1’ + λ2ϕ2λ2’ + Θ*
1+2.		  (10)

It is apparent that the vectors representing the hypoth-
eses can be retained without the slightest modification. 

Equation 10 can easily be transformed into the standard 
notation of Equation 7. It is simply necessary to integrate 
loading vectors λ1 and λ2 into the matrix of factor loadings 
Λ:

                           Λ = [λ1,λ2],			   (11)

and to integrate the variances of the latent variables into the 
2 × 2 covariance matrix of latent variables Φ:

                 ϕ1    0
       Φ =                 .                         	 (12)
                 0     ϕ2

The investigation and comparison of hypotheses

The investigation of hypotheses according to the Equa-
tions 2 and 4 requires the integration of the corresponding 
vectors into confirmatory factor models and the computa-
tion of the model-fit statistics. In the next step the results are 
evaluated by considering the various criteria proposed for 
this purpose (see Kline, 2005). Depending on the result of 
the evaluation the hypothesis is either rejected or retained. 
There are no special criteria for either patterns of assign-
ments or patterns of relatedness. 

Models representing alternative hypotheses need to be 
compared with each other if each one of them passes the 
evaluation. Alternative models are either nested or non-
nested models. Unfortunately, hypotheses based on a pat-
tern of relatedness normally give rise to models that are 
non-nested and show the same degrees of freedom so that 
only the methods for comparing non-nested models can be 
considered. 

Well-known statistics that apply to non-nested models 
are AIC and BIC. These fit indices are based on the chi-
squares and take the complexity of the model into consider-
ation. A comparison of models on the basis of these indices 
is a simple comparison of results according to size where 
the lower size is the more favorable result. It is not possible 
to consider any additional type of confidence interval. 

More recently research that explored the properties of 
available fit indices has provided new opportunities for non-
nested comparisons that even allow the consideration some 
type of confidence limit. Particularly, there is the compara-
tive fit index (CFI) by Bentler (1990). Based on a simula-
tion study Cheung and Rensvold (2002) consider a CFI dif-
ference of 0.01 a substantial difference. The results of this 
study appear to be convincing although the range of consid-
ered structures is a bit limited. 

AN EXAMPLE FROM COGNITIVE PSYCHOLOGY

A measure of working memory capacity serves as an ex-
ample. This measure stimulates exchange operations that are 
associated with storage operations and is denoted Exchange 
Test (Schweizer, 1996). It already served as an example in 
the introductory section. In completing the individual trials 
of this computer-based measure a few simple figures (cir-
cle, heart, spade, cross, etc.) arranged as a series showing a 
specific sequence have to be exchanged mentally. The ex-
changes are restricted to adjacent figures so that intermedi-
ary configurations are achieved and need to be temporarily 
maintained. The participants have to perform exchanges 
of adjacent figures until two series of four simple figures 
show an identical order. Furthermore, the participants have 
to count the number of exchanges. After the completion of 
the task the response button has to be pressed. Pressing the 
response button causes the removal of the figures from the 
screen, and the participant is asked to enter the amount of 
performed exchanges.

The difficulty characterizing this measure is ascribed 
to the increasing load on working memory (see Carpenter, 
Just, & Shell, 1990). In the Exchange Test a high number of 
exchanges and associated storage operations means a high 
load on working memory that can be assumed to decrease 
the accuracy in responding. The Exchange Test provides 
two types of performance measures, accuracy and reaction 
time. Since single exchange operations are very easy, stor-
age problems are to be considered as the major source of 
errors. 
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The Exchange Test was revised for this study. It was 
transformed from a lab version into an internet version. 
Transformation means that it was adapted to the habits and 
customs of internet users. It includes the elimination of the 
most difficult treatment level and special feedback so that 
an experimenter is no longer necessary. We considered one 
modification as especially important: lowering the degree 
of difficulty. Therefore the most demanding treatment level 
was removed from the test. The original version included six 
different treatment levels whereas the internet version con-
sists of only five treatment levels. The first treatment level 
requires one exchange per trial, the second treatment level 
two exchanges, the third and fourth treatment levels three 
exchanges and the fifth treatment level four exchanges. In 
order to have a monotonic increase of the number of ex-
changes, one of the two treatment levels requiring the same 
number of exchanges is usually considered as a distraction 
level that increases uncertainty in responding. 

The hypotheses

It proved to be useful to consider two groups of pro-
cesses (Schweizer, 2008). First, there are the main processes 
(MP) which are in the focus of the experimental treatment 
(e.g. search processes, memory processes, transformation 
processes). The rationale of the experiment suggests that the 
systematic modification of the treatment means a system-
atic change of the stimulation of the main processes, that is, 
repeated stimulation in the case of the Exchange Test. Sec-
ond, there are the subsidiary processes (SP) which are not 
in the focus of interest and normally contribute to informa-
tion processing only once (e.g. reception of starting signal, 
responding after the termination of main processing). These 
processes are necessary for completing the task but are not 
modified in combination with the treatment level. 

The major difference between the two types of processes 
is that one should be influenced by the experimental treat-
ment whereas the other is indifferent with respect to the 
experimental treatment. While it is possible to ignore the 
subsidiary processes in the framework of the experimental 
approach, they cannot be neglected in the differential ap-
proach since they are a source of systematic variance. 

In the case of the Exchange Test the main processes are 
exchange and storage processes. An exchange is defined as 
the mental reordering of a pair of simple figures that are 
arranged adjacent to each other. Furthermore, the new ar-
rangement of simple figures must be temporarily stored 
to be available for the further processing. The subsidiary 
processes stimulated by the Exchange Test are perceptual 
processes necessary for the uptake of information, a deci-
sion process determining the type of reaction and a motor 
process since a response button has to be pressed. 

The main hypothesis associated with the Exchange Test 
is that the increase in the number of exchanges leads to an 
increasing load on the working memory and should there-

fore have an influence on the accuracy in task completion. 
However, the increase is restricted to the main processes so 
that it is necessary to consider two different types of true-
scores: true-scores representing exchange processes and 
related storage processes and true-scores representing sub-
sidiary processes. The set of treatment levels including the 
distraction level gives rise to the following set of specific 
models of measurement: 

yaccuracy_level_1 = τExchange_process_1 + τsubsidiary_process_1 + ε1

yaccuracy_level_2 = τExchange_process_2 + τsubsidiary_process_2 + ε2

yaccuracy_level_3 = τExchange_process_3 + τsubsidiary_process_3 + ε3

yaccuracy_level_4 = τExchange_process_4 + τsubsidiary_process_4 + ε4

yaccuracy_level_5 = τExchange_process_5 + τsubsidiary_process_5 + ε5

Exchange-number hypothesis (A). In order to arrive at 
numbers for an investigation, it is necessary to relate the 
ts of the various levels to each other. There is a basic ex-
change process associated with a storage process that can 
be assumed to be called up a different numbers of times. In 
contrast, the subsidiary process is always the same: 

yaccuracy_level_1 = 1× τExchange_process + 1× τsubsidiary_process + ε1

yaccuracy_level_2 = 2× τExchange_process + 1× τsubsidiary_process + ε2

yaccuracy_level_3 = 3× τExchange_process + 1× τsubsidiary_process + ε3

yaccuracy_level_4 = 3× τExchange_process + 1× τsubsidiary_process + ε4

yaccuracy_level_5 = 4× τExchange_process + 1× τsubsidiary_process + ε5

The numbers of this set of specific models of measure-
ment give the formal hypothesis hA: 

           1    1
           2    1
hA =    3    1   .	  		  (13)
           3    1
           4    1

The hypothesis represented by Equation 13 is denoted 
exchange-number hypotheses.

Furthermore, it is necessary to specify Φ appropriately 
since the theoretical model is very clear concerning the rela-
tionship between the two groups of processes. They must be 
independent of each other. 

                 ϕ11    0
       Φ =                   .  
                 0     ϕ22

Equation 13 is the theory-based hypothesis that provides 
the outset for further reasoning. 

Set-size hypotheses (B). Furthermore, there is a pos-
sibility that not the number of exchanges is important but 
the number of simple figures that need to be manipulated 
mentally. The reason is that the treatment levels also differ 
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according to the number of simple figures that need to be 
exchanged. This number is addressed as set-size. Although 
this hypothesis is not based on a theory of working memory, 
there is common sense suggesting that the different sizes 
may count. Therefore, the following alternative hB needs to 
be considered additionally:

           2    1
           3    1
hB =    3    1   .	  		  (14)
           4    1
           4    1

The hypothesis represented by Equation 14 is denoted 
set-size hypothesis. In the easiest treatment level only two 
simple figures need to be considered, whereas in the most 
difficult one all four figures need to be taken into account.

Probability-adjusted exchange-number hypothesis (C) 
(Schweizer, 2011). However, the hypothesis of Equation 
13 may be unrealistic because in the first treatment level 
the participants may notice that there is no alternative and, 
therefore, may not perform the expected exchange. After 
completing a few trials the participants may conclude that 
it is sufficient to verify that there are two simple figures, 
which need to be exchanged, and to respond accordingly. 
This means that it is reasonable to distinguish between treat-
ment levels associated with certainty and uncertainty con-
cerning the number of exchanges. The adaptation of h leads 
to 

           0    1
           2    1
hC =    3    1   .	  		  (15)
           3    1
           4    1

The hypothesis represented by Equation 15 is denoted 
probability-adjusted exchange-number hypothesis. All in 
all, there are three hypotheses, which are reasonable with 
respect to some arguments and may therefore be compared 
with each other. 

The models

The confirmatory factor models included five manifest 
variables corresponding to the treatment levels of the Ex-
change Test and two latent variables. One latent variable 
represented the main processes and the other one the sub-
sidiary processes. These latent variables were not allowed 
to correlate with each other since they were expected to ac-
count for different parts of the variances and covariances. In 
contrast to the loadings, the variances of these latent vari-
ables were set free for estimation. 

The various models that were investigated differed ac-
cording to the constraints that were included. These con-
straints are given by the Equations 13 to 15.

Furthermore, it turned out that the variance of the first 
treatment level was very small and, as a consequence, it 

Figure 2. Confirmatory factor model with two latent variables representing the main and the subsidiary processes.
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tended to be associated with a very small or unacceptable 
estimate of the error variance. Consequently, setting it to 
1 would be inappropriate for the first treatment level, be-
cause participants would simply know the correct answer 
without actually performing mental exchanges. Therefore, 
the loading on the second latent variable, which does not 
reflect working memory capacity, was set to 0.01 instead of 
1. Since there was no way of determining the exact amount, 
the new number was in a way arbitrary. 

Additionally, a confirmatory factor model including the 
congeneric model of measurement was considered in order 
to also have an investigation concerning the pattern of as-
signments. In this case there was only one latent variable. 
The factor loadings were set free for estimation whereas the 
variance of the latent variable was set to one. 

Data description

The psychology students of several universities were 
asked to participate in this study. The sample includes the 
data of 297 university students who were addressed via in-
ternet and agreed to participate. There were 98 males and 
179 females. The mean age was 26.05 (SD = 5.88). The 
precondition for getting into the sample was producing a 
minimum of 50% correct responses for each treatment level.

The mean accuracy scores were 11.92, 11.19, 10.76, 
10.58 and 8.84 for the first to fifth treatment levels in cor-
responding order. The standard deviations were 0.30, 1.05, 
1.35, 1.54 and 1.74 in corresponding order.

The fit statistics for the models representing the 
hypotheses 

The models with constraints and the standard model 
were investigated by means of LISREL (Jöreskog & Sör-
bom, 2001). The fit results (χ2, χ2/df, RMSEA, GFI, CFI, 
NNFI and AIC) for the models are presented in Table 1. 

At first the evaluation concentrates on the two fit statis-
tics that are considered the main statistics concerning model 

fit: the normed chi-squares (χ2/df) and RMSEA. Normed 
chi-squares below 2 indicate a good model fit and below 
3 an acceptable model fit, and RMSEAs equal to or below 
.05 are considered as good and equal to or below .08 as ac-
ceptable (see Schweizer, 2010b). According to these main 
statistics the set-size model and the congeneric model are 
not acceptable. Only the models representing the exchange-
number hypothesis and the probability-adjusted exchange-
number hypothesis remain. Each one of them shows an ac-
ceptable model fit according to the main fit statistics but not 
a good one. A comparison of the fit results of these models 
makes it obvious that the model according to the probabili-
ty-adjusted exchange-number hypothesis does considerably 
better than the model representing the exchange-number 
hypothesis. Since in comparing non-nested models AIC and 
CFI should be consulted, the corresponding results need to 
be considered carefully. According to AIC the model of the 
probability-adjusted exchange-number hypothesis outper-
forms the other model since the results are 31.09 and 37.12 
in corresponding order. Furthermore, the CFI difference is 
.05 which is considerably larger than .01. Obviously, the 
model according to the probability-adjusted exchange-num-
ber hypothesis provides the best account of the data.

Since the Exchange Test is considered as a measure of 
working memory capacity in the first place, the emphasis is 
on the representation of the exchange processes and the re-
lated storage processes. In contrast, the subsidiary processes 
are not of interest. Therefore, it was reasonable to try to find 
out how the model performs without the latent variable rep-
resenting the subsidiary processes. Consequently, one latent 
variable was removed together with the corresponding col-
umn of the matrix of factor loadings. Furthermore, since in 
the model according to the probability-adjusted exchange-
number hypothesis the accuracy of the first treatment level 
does not load on the latent variable representing the ex-
change processes and the related storage processes, the cor-
responding loading was simply set free for estimation. This 
model also showed an acceptable model fit (χ2/dfs = 2.23, 
RMSEA = .065, GFI = .97, CFI = .92, NNFI = .90, AIC 
= 31.89). This is a very important finding since it clearly 
shows that the exchange processes and related storage pro-

Table 1 
The fit statistics of the models including the various hypotheses concerning performance in the Exchange Test (N = 297)

Hypothesis characterizing the model χ2 df χ2/df RMSEA GFI CFI NNFI AIC

Exchange-number hypothesis 23.12 8 2.89 .080 .97 .88 .86 37.12

Set-size hypothesis 25.75 8 3.21 .087 .97 .87 .84 39.75

Probability-adjusted exchange-number hypothesis 17.10 8 2.13 .062 .98 .93 .91 31.09

Congeneric hypothesis 15.07 5 3.01 .082 .98 .92 .85 35.07

Note. RMSEA = Root Mean Square Error of Approximation; GFI = Goodness-of-Fit Index; CFI = Comparative Fit Index; NNFI = Nonnormed Fit Index; 
AIC = Akaike Information Criterion.
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cesses are indeed the most important systematic source of 
performance in completing the Exchange Test.

CONCLUSION 

Two fundamentally different types of hypotheses can be 
investigated by using confirmatory factor analysis. These 
types are associated with different types of theories char-
acterizing different stages of a theoretical development: 
theories that are very basic and aim at the identification of 
the basic concepts on the one hand, and theories suggesting 
a fine-grained structure of relationships among basic con-
cepts on the other. In the former case the researchers are 
concerned with the simple question whether the observed 
phenomena represent the same latent attribute. In the lat-
ter case the researchers already have rather precise expecta-
tions concerning the relationships of the referents of the la-
tent concepts. So the two types of hypotheses do not exclude 
each other but guarantee that confirmatory factor analysis 
contributes to the advancement of science at different levels 
of the theoretical development. 

The systematic treatment of the approach associated with 
patterns of relatedness in this paper revealed a systematic 
way of formalizing hypotheses so that they can be investi-
gated by means of confirmatory factor models. By applying 
it to the working memory task it became apparent that a set 
of models can be achieved that seem to show only minor 
differences: the model assuming exchange and related stor-
age processes as a major source, the model assuming that 
the set-size counts, and the model assuming exchange and 
related storage processes as a major source with the excep-
tion of the first treatment level. However, despite the minor 
differences it was possible to clearly identify the best model. 
Obviously, the exchange and related storage processes are 
the major source of responding with the exception of the 
first treatment level once the participants realize that no ac-
tions needs to be taken. 

The two approaches in confirmatory factor analysis aim-
ing at either patterns of assignments or patterns of related-
ness are closely associated with the treatment of factor load-
ings as estimates or constraints. The model of the covariance 
matrix provides the basis for both approaches. It is the most 
general model that can be further elaborated into differ-
ent directions and reflects the foundations of factor analy-
sis (Rao, 1958; Scher, Young, & Meredith, 1960; Tucker, 
1958). The standard model that has dominated research for 
a long time elaborates in the direction of the patterns of as-
signments whereas the other model enables the investigation 
of patterns of relatedness. 
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