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This paper is concerned with the mathematical structure of the immersed boundary (IB) method, which is intended for the computer simulation of fluid–structure interaction, especially in biological fluid dynamics. The IB formulation of such problems, derived here from the principle of least action, involves both Eulerian and Lagrangian variables, linked by the Dirac delta function. Spatial discretization of the IB equations is based on a fixed Cartesian mesh for the Eulerian variables, and a moving curvilinear mesh for the Lagrangian variables. The two types of variables are linked by interaction equations that involve a smoothed approximation to the Dirac delta function. Eulerian/Lagrangian identities govern the transfer of data from one mesh to the other. Temporal discretization is by a second-order Runge–Kutta method. Current and future research directions are pointed out, and applications of the IB method are briefly discussed.
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1. Introduction

The immersed boundary (IB) method was introduced to study flow patterns around heart valves and has evolved into a generally useful method for problems of fluid–structure interaction. The IB method is both a mathematical formulation and a numerical scheme. The mathematical formulation employs a mixture of Eulerian and Lagrangian variables. These are related by interaction equations in which the Dirac delta function plays a prominent role. In the numerical scheme motivated by the IB formulation, the Eulerian variables are defined on a fixed Cartesian mesh, and the Lagrangian variables are defined on a curvilinear mesh that moves freely through the fixed Cartesian mesh without being constrained to adapt to it in any way at all. The interaction equations of the numerical scheme involve a smoothed approximation to the Dirac delta function, constructed according to certain principles that we shall discuss.

This paper is concerned primarily with the mathematical structure of the IB method. This includes both the IB form of the equations of motion and also the IB numerical scheme. Details of implementation are omitted, and applications are discussed only in summary fashion, although references to these topics are provided for the interested reader.

2. Equations of motion

Our purpose in this section is to derive the IB formulation of the equations of motion of an incompressible elastic material. The approach that we take is similar to that of Ebin and Saxton (1986, 1987). The starting point of this derivation is the principle of least action. Although we begin in Lagrangian variables, the key step is to introduce Eulerian variables along the way, and to do so in a manner that brings in the Dirac delta function. Roughly speaking, our goal here is to make the equations of elasticity look as much as possible like the equations of fluid dynamics. Once we have done that, fluid–structure interaction will be easier to handle.

Consider, then, an elastic incompressible material filling three-dimensional space. Let \((q, r, s)\) be curvilinear coordinates attached to the material, so that fixed values of \((q, r, s)\) label a material point. Let \(X(q, r, s, t)\) be the position at time \(t\) in Cartesian coordinates of the material point whose label is \((q, r, s)\). Let \(M(q, r, s)\) be the mass density of the material in the sense that \(\int_Q M(q, r, s) \, dq \, dr \, ds\) is the mass of the part of the material defined by \((q, r, s) \in Q\). Note that \(M\) is independent of time, since mass is conserved.

Note that \(X(\ , \ , t)\) describes the configuration in space of the whole material at the particular time \(t\). We assume that this determines the elastic (potential) energy of the material according to an energy functional \(E[X]\) such that \(E[X(\ , \ , t)]\) is the elastic energy stored in the material at time \(t\).
A prominent role in the following will be played by the Fréchet derivative of $E$, which is implicitly defined as follows.

Consider a perturbation $\varphi X(q, r, s, t)$ of the configuration $X(q, r, s, t)$. (We denote perturbations by the symbol $\varphi$ instead of the traditional calculus-of-variations symbol $\delta$. That is because we need $\delta$ for the Dirac delta function that will soon make its appearance.) Up to terms of first order, the resulting perturbation in elastic energy will be a linear functional of the perturbation in configuration of the material. Such a functional can always be put in the form

$$\varphi E[X(q, r, s, t)] = \int (-F(q, r, s, t)) \cdot \varphi X(q, r, s, t) \, dq \, dr \, ds \quad (2.1)$$

The function $-F(q, r, s, t)$ which appears in this equation is the Fréchet derivative of $E$ evaluated at the configuration $X(q, r, s, t)$. The physical interpretation of the foregoing is that $F$ is the force density (with respect to $q, r, s$) generated by the elasticity of the material. This is essentially the principle of virtual work. As shorthand for (2.1) we shall write

$$F = -\frac{\varphi E}{\varphi X}. \quad (2.2)$$

We digress here to give an example of an elastic energy functional $E$ and the elastic force $F$ that it generates. Consider a system of elastic fibres, with the fibre direction $\tau$ varying smoothly as a function of position. Let $q, r, s$ be material (Lagrangian) curvilinear coordinates chosen in such a manner that $q, r = \text{constant}$ along each fibre. We assume that the elastic energy is of the form

$$E = \int E\left(\left|\frac{\partial X}{\partial s}\right|\right) \, dq \, dr \, ds. \quad (2.3)$$

The meaning of this is that the elastic energy depends only on the strain in the fibre direction, and not at all on the cross-fibre strain. In other words, we have an extreme case of an anisotropic material. Also, since there is no restriction on $|\partial X/\partial s|$, which determines the local fibre strain, and since the local energy density $E$ is an arbitrary function of this quantity, we are dealing here with a case of nonlinear elasticity. To evaluate $F$, we apply the perturbation operator $\varphi$ to $E$ and then use integration by parts with respect to $s$ to put the result in the following form:

$$\varphi E = -\int \frac{\partial}{\partial s} \left( E' \left(\left|\frac{\partial X}{\partial s}\right|\right) \frac{\partial X/\partial s}{|\partial X/\partial s|} \right) \cdot \varphi X \, dq \, dr \, ds, \quad (2.4)$$

where $E'$ is the derivative of $E$. By definition, then,

$$F = \frac{\partial}{\partial s} \left( E' \left(\left|\frac{\partial X}{\partial s}\right|\right) \frac{\partial X/\partial s}{|\partial X/\partial s|} \right). \quad (2.5)$$
Let
\[ T = \mathcal{E}' \left( \frac{\partial \mathbf{X}}{\partial s} \right) = \text{fibre tension}, \quad (2.6) \]
and
\[ \boldsymbol{\tau} = \frac{\partial \mathbf{X}}{\partial s} \bigg| \frac{\partial \mathbf{X}}{\partial s} = \text{unit tangent to the fibres}. \quad (2.7) \]
Then
\[ \mathbf{F} = \frac{\partial}{\partial s} (T \boldsymbol{\tau}). \quad (2.8) \]
This formula can also be derived without reference to the elastic energy, by starting from the assumption that \( \pm T \boldsymbol{\tau} \, dq \, dr \) is the force transmitted by the bundle of fibres \( dq \, dr \), and by considering force balance on an arbitrary segment of such a bundle given by \( s \in (s_1, s_2) \).

Expanding the derivative in (2.8), we reach the important conclusion that the elastic force density generated by a system of elastic fibres is locally parallel to the osculating plane of the fibres, that is, the plane spanned by \( \boldsymbol{\tau} \) and \( \partial \boldsymbol{\tau} / \partial s \). There is no elastic force density in the binormal direction.

Returning to our main task, we consider the constraint of incompressibility. Let
\[ J(q, r, s, t) = \det \left( \frac{\partial \mathbf{X}}{\partial q}, \frac{\partial \mathbf{X}}{\partial r}, \frac{\partial \mathbf{X}}{\partial s} \right). \quad (2.9) \]
The volume occupied at time \( t \) by the part of the material defined by \( (q, r, s) \in Q \) is given by \( \int_Q J(q, r, s, t) \, dq \, dr \, ds \). Since the material is incompressible, this should be independent of time for every choice of \( Q \), which is only possible if
\[ \frac{\partial J}{\partial t} = 0. \quad (2.10) \]
From now on, we shall write \( J(q, r, s) \) instead of \( J(q, r, s, t) \).

The principle of least action states that our system will evolve over the time interval \( (0, T) \) in such a manner as to minimize the action \( S \) defined by
\[ S = \int_0^T L(t) \, dt, \quad (2.11) \]
where \( L \) is the Lagrangian (defined below). The minimization is to be done subject to the constraint of incompressibility (equation (2.10), above), and also subject to given initial and final configurations:
\[ \mathbf{X}(q, r, s, 0) = \mathbf{X}_0(q, r, s), \quad (2.12) \]
\[ \mathbf{X}(q, r, s, T) = \mathbf{X}_T(q, r, s). \quad (2.13) \]
In general, the Lagrangian \( L \) is the difference between the kinetic and
potential energies. In our case, this reads

\[ L(t) = \frac{1}{2} \int M(q, r, s) \left| \frac{\partial X}{\partial t}(q, r, s, t) \right|^2 dq \, dr \, ds - E[X(q, r, s, t)]. \]  

(2.14)

Thus, for arbitrary \( \varphi X \) consistent with the constraints, we require

\[ 0 = -\varphi S = \int_0^T \int \left( M \frac{\partial^2 X}{\partial t^2} - F \right) \cdot \varphi X \, dq \, dr \, ds \, dt. \]  

(2.15)

To arrive at this result, we have used integration by parts with respect to \( t \) in the first term. In the second term we have made use of the definition of \( -F \) as the Fréchet derivative of the elastic energy \( E \).

At this point, if \( \varphi X \) were arbitrary we would be done, and the conclusion would be nothing more than Newton’s law that force equals mass times acceleration. But \( \varphi X \) is not arbitrary: it must be consistent with the constraints, in particular with the constraint of incompressibility (equations (2.9)–(2.10)). This constraint seems difficult to deal with in its present form.

Perhaps we can overcome this difficulty by introducing Eulerian variables. As is well known, the constraint of incompressibility takes on a very simple form in terms of the Eulerian velocity field \( u(x, t) \), namely \( \nabla \cdot u = 0 \). The following definitions of Eulerian variables are mostly standard. The new feature, however, is to introduce a pseudo-velocity \( v \) that corresponds to the perturbation \( \varphi X \) in the same way as the physical velocity field \( u \) corresponds to the rate of change of the material’s configuration \( \partial X/\partial t \).

More precisely, let \( u \) and \( v \) be implicitly defined as follows:

\[ u(X(q, r, s, t), t) = \frac{\partial X}{\partial t}(q, r, s, t), \]  

(2.16)

\[ v(X(q, r, s, t), t) = \varphi X(q, r, s, t). \]  

(2.17)

Thus \( u(x, t) \) is the velocity of whatever material point happens to be at position \( x \) at time \( t \), and \( v(x, t) \) is the perturbation experienced by whatever material point happens to be at position \( x \) at time \( t \) (according to the unperturbed motion). We shall also make use of the familiar material derivative defined as follows:

\[ \frac{Du}{Dt} = \frac{\partial u}{\partial t} + u \cdot \nabla u, \]  

(2.18)

for which we have the identity

\[ \frac{Du}{Dt} (X(q, r, s, t), t) = \frac{\partial^2 X}{\partial t^2}(q, r, s, t). \]  

(2.19)

Thus \( \frac{Du}{Dt}(x, t) \) is the acceleration of whatever material point happens to be at position \( x \) at time \( t \).
In the following, we shall need the form taken by the constraints in the new variables. There is no difficulty about the initial and final value constraints, (2.12)–(2.13). Since the perturbation must vanish at the initial and final times to be consistent with these constraints, we simply have \( v(x,0) = v(x,T) = 0 \). The incompressibility constraint requires further discussion, however. The perturbations that we consider are required to be volume-preserving (for every piece of the material, not just for the material as a whole). This means that, if \( X + \varphi X \) is substituted for \( X \) in the formula for \( J \), equation (2.9), then the value of \( J(q,r,s) \) should be unchanged, at any particular \( q, r, s \), up to terms of first order in \( \varphi X \).

To see what this implies about \( v \), it is helpful to use matrix notation. Thus, let

\[
a = (q, r, s),
\]

and let \( \partial X/\partial a \) be the \( 3 \times 3 \) matrix whose entries are the components of \( X \) differentiated with respect to \( q \), \( r \), or \( s \). In this notation

\[
J = \det \left( \frac{\partial X}{\partial a} \right).
\]

(2.21)

Now, we need to apply the perturbation operator \( \varphi \) to both sides of this equation, but to do so we need the following identity involving the perturbation of the determinant of an arbitrary nonsingular square matrix \( A \):

\[
\varphi \log \det(A) = \text{trace} \left( (\varphi A)A^{-1} \right).
\]

(2.22)

Although this identity is well known, we give a brief derivation of it for completeness. The starting point is the familiar formula for the inverse of a matrix in terms of determinants, written in the following possibly unfamiliar way:

\[
(A^{-1})_{ji} = \frac{1}{\det(A)} \frac{\partial \det(A)}{\partial A_{ij}},
\]

(2.23)

where we have written the signed cofactor of \( A_{ij} \) as \( \partial \det(A)/\partial A_{ij} \). That we may do so follows from the expansion of the determinant by minors of row \( i \) (or column \( j \)). Making use of this formula (in the next-to-last step, below), we find

\[
\varphi \log \det(A) = \sum_{ij} (\varphi A)_{ij} \frac{\partial \log \det(A)}{\partial A_{ij}}
\]

\[
= \sum_{ij} (\varphi A)_{ij} \frac{1}{\det(A)} \frac{\partial \det(A)}{\partial A_{ij}}
\]

\[
= \sum_{ij} (\varphi A)_{ij} (A^{-1})_{ji}
\]

\[
= \text{trace} \left( (\varphi A)A^{-1} \right).
\]

(2.24)
This establishes the identity in (2.22).

Now consider the equation that implicitly defines \( v \), (2.17). Differentiating on both sides with respect to \( q, r, \) or \( s \) and using the chain rule, we get (in matrix notation)

\[
\frac{\partial \varphi \mathbf{X}}{\partial \mathbf{a}} = \frac{\partial v}{\partial x} \frac{\partial \mathbf{X}}{\partial \mathbf{a}}. \tag{2.25}
\]

Now interchange the order of the operators \( \varphi \) and \( \partial / \partial \mathbf{a} \), and then multiply both sides of this equation on the right by the inverse of \( \partial \mathbf{X} / \partial \mathbf{a} \). The result is

\[
\left( \varphi \frac{\partial \mathbf{X}}{\partial \mathbf{a}} \right) \left( \frac{\partial \mathbf{X}}{\partial \mathbf{a}} \right)^{-1} = \frac{\partial v}{\partial x}. \tag{2.26}
\]

Taking the trace of both sides, and making use of the identity derived above (equation (2.22)) as well as the definition of \( J \) (equation (2.21)), we see that

\[
\varphi \log (J(q, r, s)) = \nabla \cdot \mathbf{v}(\mathbf{X}(q, r, s, t), t). \tag{2.27}
\]

Thus, the constraint of incompressibility \( (\varphi J = 0) \) is equivalent to

\[
\nabla \cdot \mathbf{v} = 0. \tag{2.28}
\]

An argument that is essentially identical to the foregoing yields the familiar expression of the incompressibility constraint in terms of the Eulerian velocity field:

\[
\nabla \cdot \mathbf{u} = 0. \tag{2.29}
\]

This completes the discussion of the Eulerian form of the constraint of incompressibility.

We are now ready to introduce Eulerian variables into our formula for the variation of the action \( \varphi S \). We do so by using the defining property of the Dirac delta function, that one can evaluate a function at a point by multiplying it by an appropriately shifted delta function and integrating over all of space. We use this twice, once for the perturbation in configuration of the elastic body, and once for the dot product of that perturbation with the acceleration of the elastic body:

\[
\varphi \mathbf{X}(q, r, s, t) = \int \mathbf{v}(\mathbf{x}, t) \delta (\mathbf{x} - \mathbf{X}(q, r, s, t)) \, d\mathbf{x}, \tag{2.30}
\]

\[
\frac{\partial^2 \mathbf{X}}{\partial t^2}(q, r, s, t) \cdot \varphi \mathbf{X}(q, r, s, t) = \int \frac{D\mathbf{u}}{Dt} \cdot \mathbf{v}(\mathbf{x}, t) \delta (\mathbf{x} - \mathbf{X}(q, r, s, t)) \, d\mathbf{x}. \tag{2.31}
\]

In these equations (and throughout this paper), \( \delta(\mathbf{x}) \) denotes the three-dimensional delta function \( \delta(x_1)\delta(x_2)\delta(x_3) \), where \( x_1, x_2, x_3 \) are the Cartesian components of the vector \( \mathbf{x} \).
Substituting (2.30)–(2.31) into (2.15), we get
\[
0 = \int_0^T \int \left( M(q, r, s) \frac{Du}{Dt}(x, t) - F(q, r, s, t) \right) \cdot v(x, t) \delta (x - X(q, r, s, t)) \, dx \, dq \, dr \, ds \, dt. \tag{2.32}
\]
Note that this expression contains a mixture of Lagrangian and Eulerian variables. The Lagrangian variables that remain in it are the mass density \(M(q, r, s)\) and the elastic force density \(F(q, r, s, t)\). We can eliminate these (and get rid of the integral over \(q, r, s\)) by making the following definitions:
\[
\rho(x, t) = \int M(q, r, s) \delta (x - X(q, r, s, t)) \, dq \, dr \, ds, \tag{2.33}
\]
\[
f(x, t) = \int F(q, r, s, t) \delta (x - X(q, r, s, t)) \, dq \, dr \, ds. \tag{2.34}
\]
To see the meaning of the Eulerian variables \(\rho(x, t)\) and \(f(x, t)\) defined by these two equations, integrate both sides of each equation over an arbitrary region \(\Omega\). Since \(\int_\Omega \delta (x - X(q, r, s, t)) \, dx\) is equal to 1 or 0 depending on whether or not \(X(q, r, s, t) \in \Omega\), the results are
\[
\int_{\Omega} \rho(x, t) \, dx = \int_{X(q, r, s, t) \in \Omega} M(q, r, s) \, dq \, dr \, ds, \tag{2.35}
\]
\[
\int_{\Omega} f(x, t) \, dx = \int_{X(q, r, s, t) \in \Omega} F(q, r, s, t) \, dq \, dr \, ds. \tag{2.36}
\]
These equations show that \(\rho\) is the Eulerian mass density and that \(f\) is the Eulerian density of the elastic force.

Making use of the definitions of \(\rho\) and \(f\), we see that (2.32) can be rewritten
\[
0 = -\varrho S = \int_0^T \int \left( \rho(x, t) \frac{Du}{Dt}(x, t) - f(x, t) \right) \cdot v(x, t) \, dx \, dt. \tag{2.37}
\]
This completes the transition from Lagrangian to Eulerian variables.

Equation (2.37) holds for arbitrary \(v(x, t)\) subject to the constraints. As shown above, the constraints on \(v(x, t)\) are that \(v(x, 0) = v(x, T) = 0\) and that \(\nabla \cdot v = 0\). Otherwise, \(v\) is arbitrary.

We now appeal to the Hodge decomposition: an arbitrary vector field may be written as the sum of a gradient and a divergence-free vector field. In particular, it is always possible to write
\[
\rho \frac{Du}{Dt} = f = -\nabla p + w, \tag{2.38}
\]
where
\[
\nabla \cdot w = 0. \tag{2.39}
\]
We shall show that $w = 0$. To do so, we make use of the freedom in the choice of $v$ by setting

$$v(x, t) = \phi(t)w(x, t).$$

(2.40)

Clearly, this satisfies all of the constraints on $v$ provided that $\phi(0) = \phi(T) = 0$. This leaves a lot of freedom in the choice of $\phi$, and we use this freedom to make $\phi(t) > 0$ for all $t \in (0, T)$.

With these choices, (2.37) becomes

$$0 = \int_{0}^{T} \phi(t) \int (-\nabla p(x, t) + w(x, t)) \cdot w(x, t) \, dx \, dt. \quad (2.41)$$

Now the term involving $\nabla p$ drops out, as can easily be shown using integration by parts, since $\nabla \cdot w = 0$. This leaves us with

$$0 = \int_{0}^{T} \phi(t) \int |w(x, t)|^2 \, dx \, dt. \quad (2.42)$$

Recalling that $\phi$ is positive on $(0, T)$, we conclude that $w = 0$, as claimed.

In conclusion, we have the IB form of the equations of motion of an incompressible elastic material. We shall collect these equations here, taking the liberty of adding a viscous term which was omitted in the derivation (since the principle of least action applies to conservative systems) but which is important in applications. We assume a uniform viscosity of the kind that appears in a Newtonian fluid, although this could of course be generalized. Thus, the viscous term that we add is of the form $\mu \Delta u$, where $\mu$ is the (dynamic) viscosity, and $\Delta$ is the Laplace operator (which is applied separately to each Cartesian component of the velocity field $u$).

The equations of motion with the viscous term thrown in but otherwise as derived above read as follows:

$$\rho \left( \frac{\partial u}{\partial t} + u \cdot \nabla u \right) + \nabla p = \mu \Delta u + f, \quad (2.43)$$

$$\nabla \cdot u = 0, \quad (2.44)$$

$$\rho(x, t) = \int M(q, r, s) \delta(x - X(q, r, s, t)) \, dq \, dr \, ds, \quad (2.45)$$

$$f(x, t) = \int F(q, r, s, t) \delta(x - X(q, r, s, t)) \, dq \, dr \, ds, \quad (2.46)$$

$$\frac{\partial X}{\partial t}(q, r, s, t) = u(X(q, r, s, t), t)$$

$$= \int u(x, t) \delta(x - X(q, r, s, t)) \, dx, \quad (2.47)$$

$$F = -\frac{\partial E}{\partial X}. \quad (2.48)$$
In these equations, \(M(q,r,s)\) is a given function, the Lagrangian mass density of the material, and \(E[X]\) is a given functional, the elastic potential energy of the material in configuration \(X\). The notation \(\varphi E/\varphi X\) is shorthand for the Fréchet derivative of \(E\).

Note that (2.43)–(2.44) are completely in Eulerian form. In fact, they are the equations of a viscous incompressible fluid of non-uniform mass density \(\rho(x,t)\) subject to an applied body force (=, a force per unit volume) \(f(x,t)\).

Equation (2.48) is completely in Lagrangian form. It expresses the elasticity of the material.

Equations (2.45)–(2.47) are interaction equations. They convert from Lagrangian to Eulerian variables (equations (2.45)–(2.46)) and vice versa (equation (2.47)). The first line of (2.47) is just the definition of the Eulerian velocity field, and the second line uses nothing more than the defining property of the Dirac delta function. All of the interaction equations involve integral operators with the same kernel \(\delta(x - X(q,r,s,t))\) but there is this subtle difference between (2.45)–(2.46) and (2.47). The interaction equations that define \(\rho\) and \(f\) are relationships between corresponding densities: the numerical values of \(\rho\) and \(M\) are not the same at corresponding points, and similarly the numerical values of \(f\) and \(F\) are not the same at corresponding points. But the numerical value of \(\partial X/\partial t\) and \(u(x,t)\) are the same at corresponding points, as stated explicitly on the first line of (2.47). This difference comes about because of the mapping \((q,r,s) \rightarrow X(q,r,s,t)\), which appears within the argument of the Dirac delta function. This complicates the integrals over \(q,r,s\) in (2.45)–(2.46); there is no such complication in the integral over \(x\) in (2.47). The distinction that we have just described is especially important in a special case that we shall discuss later, in which the elastic material is confined to a surface immersed in a three-dimensional fluid. Then \(\rho\) and \(f\) become singular, while \(\partial X/\partial t\) remains finite.

A feature of the foregoing equations of motion that the reader may find puzzling is that they do not include the equation

\[
\frac{\partial \rho}{\partial t} + \mathbf{u} \cdot \nabla \rho = 0, \tag{2.49}
\]

which asserts that the mass density at any given material point is independent of time, i.e., that \(D\rho/Dt = 0\). In fact (2.49) is a consequence of (2.44), (2.45) and (2.47), as we now show.

Applying \(\partial /\partial t\) to both sides of (2.45), we get

\[
\frac{\partial \rho}{\partial t} = - \int M(q,r,s) \frac{\partial X(q,r,s,t)}{\partial t} \cdot \nabla \delta(x - X(q,r,s,t)) \, dq \, dr \, ds
\]

\[
= - \int M(q,r,s) \mathbf{u}(X(q,r,s,t),t) \cdot \nabla \delta(x - X(q,r,s,t)) \, dq \, dr \, ds. \tag{2.50}
\]
On the other hand,
\[ \mathbf{u} \cdot \nabla \rho(\mathbf{x}, t) = \int M(q, r, s) \mathbf{u}(\mathbf{x}, t) \cdot \nabla \delta(\mathbf{x} - \mathbf{X}(q, r, s)) dq \, dr \, ds. \quad (2.51) \]

To complete the proof, we need the equation
\[ \mathbf{u}(\mathbf{x}) \cdot \nabla \delta(\mathbf{x} - \mathbf{X}) = \mathbf{u}(\mathbf{X}) \cdot \nabla \delta(\mathbf{x} - \mathbf{X}). \quad (2.52) \]

This is actually not true in general, but it is true when \( \nabla \cdot \mathbf{u} = 0 \). In that case we have, for any suitable test function \( \phi \),
\[ \nabla \cdot (\mathbf{u} \phi) = \mathbf{u} \cdot \nabla \phi, \quad (2.53) \]
\[ \nabla \cdot (\mathbf{u} \phi)(\mathbf{X}) = \mathbf{u}(\mathbf{X}) \cdot \nabla \phi(\mathbf{X}), \quad (2.54) \]
\[ \int \nabla \cdot (\mathbf{u} \phi)(\mathbf{x}) \delta(\mathbf{x} - \mathbf{X}) \, d\mathbf{x} = \mathbf{u}(\mathbf{X}) \cdot \int \nabla \phi(\mathbf{x}) \delta(\mathbf{x} - \mathbf{X}) \, d\mathbf{x}, \quad (2.55) \]
\[ - \int \phi(\mathbf{x}) \mathbf{u}(\mathbf{x}) \cdot \nabla \delta(\mathbf{x} - \mathbf{X}) \, d\mathbf{x} = -\mathbf{u}(\mathbf{X}) \cdot \int \phi(\mathbf{x}) \nabla \delta(\mathbf{x} - \mathbf{X}) \, d\mathbf{x}. \quad (2.56) \]

Since \( \phi \) is arbitrary, this implies (2.52). Then, with the help of (2.52), it is easy to combine (2.50)–(2.51) to yield (2.49).

### 3. Fluid–structure interaction

In the previous section, we envisioned a viscoelastic incompressible material filling all of space. Let us now consider the situation in which only part of space is filled by the viscoelastic material and the rest by a viscous incompressible fluid. (As before, we assume that the viscosity \( \mu \) is constant everywhere.) This actually requires no change at all in the equations of motion as we have formulated them. The only change is in the elastic energy functional \( E[\mathbf{X}(\cdots, t)] \), which now includes no contribution from those points \( (q, r, s) \) that are in the fluid regions. As a result of this, the Lagrangian elastic force density \( \mathbf{F} = -\partial E/\partial \mathbf{X} \) is zero at such fluid points \( (q, r, s) \), and the Eulerian elastic force density \( \mathbf{f}(\mathbf{x}, t) \) is zero at all space points \( \mathbf{x} \) that happen to lie in fluid regions at time \( t \).

Note that the Lagrangian coordinates \( (q, r, s) \) are still used in the fluid regions, since they carry the mass density \( M(q, r, s) \), from which \( \rho(\mathbf{x}, t) \) is computed. This formulation allows for the possibility of a stratified fluid, in which \( \rho(\mathbf{x}, t) \) is non-uniform, even in the fluid regions.

If, on the other hand, the fluid has a uniform mass density \( \rho_0 \), then we can dispense with the Lagrangian variables in the fluid regions and let the Lagrangian coordinates \( (q, r, s) \) correspond to elastic material points only. In that case, in the spirit of Archimedes, we replace the Lagrangian mass
density $M(q, r, s)$ by the *excess* Lagrangian mass density $\tilde{M}(q, r, s)$ such that

$$\rho(x, t) = \rho_0 + \int \tilde{M}(q, r, s) \delta(x - X(q, r, s, t)) \, dq \, dr \, ds. \quad (3.1)$$

Note that $\tilde{M}$ may be negative; that would represent elastic material that is less dense than the ambient fluid. The integral of $\tilde{M}$ over any part of the elastic material is the difference between the mass of that elastic material and the mass of the fluid displaced by it.

Now we come to the important special case that gives the immersed *boundary* method its name. Suppose that all or part of the elastic material is confined to certain surfaces that are immersed in fluid. Examples include heart valve leaflets, parachute canopies, thin airfoils (including bird, insect, or bat wings), sails, kites, flags, and weather vanes. For any such surface, only two Lagrangian parameters, say $(r, s)$ are needed. Then the interaction equations become

$$\rho(x, t) = \rho_0 + \int M(r, s) \delta(x - X(r, s, t)) \, dr \, ds, \quad (3.2)$$

$$f(x, t) = \int F(r, s, t) \delta(x - X(r, s, t)) \, dr \, ds, \quad (3.3)$$

$$\frac{\partial X}{\partial t} = u(X(r, s, t), t) = \int u(x, t) \delta(x - X(r, s, t)) \, dx. \quad (3.4)$$

Note that there is no distinction here between $M(r, s)$ and $\tilde{M}(r, s)$, since the volume displaced by an elastic material *surface* is zero, by definition, so the excess mass of the immersed boundary is simply its mass. In (3.2) and (3.3), the delta function $\delta(x) = \delta(x_1)\delta(x_2)\delta(x_3)$ is still three-dimensional, but there are only two integrals $dr \, ds$. As a result of this discrepancy, $\rho(x, t)$ and $f(x, t)$ are each singular like a one-dimensional delta function, the singularity being supported on the immersed elastic boundary. Although $\rho(x, t)$ and $f(x, t)$ are infinite on the immersed boundary, their integrals over any finite volume are finite. Specifically, the integral of $\rho(x, t)$ over such a volume is the sum of the mass of the fluid contained within that volume and the mass of that part of the elastic boundary that is contained within that volume. Similarly, the integral of $f(x, t)$ over such a volume is the total force applied to the fluid by the part of the immersed boundary contained within the volume in question.

Unlike (3.2) and (3.3), the integral in (3.4) is three-dimensional and gives a finite result, the velocity of the immersed elastic boundary. Here again we see an important distinction between the interaction equations that convert from Lagrangian to Eulerian variables and the interaction equation that converts in the other direction.

An important remark is that the equations of motion that we have just derived for a viscous incompressible fluid containing an immersed elastic
boundary are mathematically equivalent to the conventional equations that
one would write down involving the jump in the fluid stress across that
boundary. This can be shown by integrating the Navier–Stokes equation
across the boundary and noting the contribution from the delta function
layers given by (3.2) and (3.3). For proofs of this kind, albeit in the case of
a massless boundary, see Peskin and Printz (1993) and Lai and Li (2001).

In summary, the equations of motion derived in the previous section are
easily adapted to problems of fluid–structure interaction, including problems
involving stratified fluids (with or without structures) and also problems
involving immersed elastic boundaries as well as immersed elastic solids.

4. Spatial discretization

This section begins the description of the numerical IB method. We shall
present this method in the context of the equations of motion of an in-
compressible viscoelastic material, as derived above: see (2.43)–(2.48). The
modifications of these equations needed for fluid–structure interaction have
been described in the previous section and require corresponding minor
changes in the numerical IB method. These will not be written out, since
they are straightforward.

The plan that we shall follow in presenting the numerical IB method is
to discuss spatial discretization first. Then (in the next section) we shall
derive some identities satisfied by the spatially discretized scheme. Some
of these motivate requirements that should be imposed on the approximate
form of the Dirac delta function that is used in the interaction equations.
The construction of that approximate delta function is discussed next, and
finally we consider the temporal discretization of the scheme.

The spatial discretization that we shall describe employs two independent
grids, one for the Eulerian and the other for the Lagrangian variables. The
Eulerian grid, denoted $g_h$, is the set of points of the form $x = jh$, where $j = (j_1, j_2, j_3)$ is a 3-vector with integer components. Similarly, the Lagrangian
grid, denoted $G_h$, is the set of $(q, r, s)$ of the form $(k_q, k_r, k_s)\Delta q, k_r\Delta r, k_s\Delta s)$, where $(k_q, k_r, k_s) = k$ has integer components. To avoid leaks, we impose the
restriction that

$$|X(q + \Delta q, r, s, t) - X(q, r, s, t)| < \frac{h}{2}$$

(4.1)

for all $(q, r, s, t)$, and similarly for $\Delta r$ and $\Delta s$.

In the continuous formulation, the elastic energy functional $E[X]$ is typ-
ically an integral over a local energy density $\mathcal{E}$. Corresponding to this, we
have in the discrete case

$$E_h = \sum_{k'} \mathcal{E}_{k'}(\cdots X_k \cdots) \Delta q \Delta r \Delta s.$$  

(4.2)
Perturbing this, we find

\[ \varphi E_h = \sum_k \sum_{k'} \frac{\partial \varepsilon_{k'}}{\partial X_k} \cdot \varphi X_k \Delta q \Delta r \Delta s, \]  

(4.3)

where \( \partial / \partial X_k \) denotes the gradient with respect to \( X_k \). This is of the form

\[ \varphi E_h = -\sum_k \mathbf{F}_k \cdot \varphi X_k \Delta q \Delta r \Delta s, \]  

(4.4)

provided that we set

\[ \mathbf{F}_k = -\sum_{k'} \frac{\partial \varepsilon_{k'}}{\partial X_k}. \]  

(4.5)

Note that this is equivalent to

\[ \mathbf{F}_k \Delta q \Delta r \Delta s = -\frac{\partial E_h}{\partial X_k}. \]  

(4.6)

Thus \( \mathbf{F}_k \) is the discrete Lagrangian force density associated with the material point \( k = (k_q \Delta q, k_r \Delta r, k_s \Delta s) \), and \( \mathbf{F}_k \Delta q \Delta r \Delta s \) is the actual force associated with that point. In a similar way, if \( M_k \) is the given Lagrangian mass density at the point \( k \), then \( M_k \Delta q \Delta r \Delta s \) is the actual mass associated with that point in the discrete formulation.

Let us now consider the spatial finite difference operators that are used on the Eulerian grid \( g_h \). For the most part, these are built from the central difference operators \( D^0_{h,\beta} \), \( \beta = 1, 2, 3 \), defined as follows:

\[ \left( D^0_{h,\beta} \phi \right) (x) = \frac{\phi(x + he_{\beta}) - \phi(x - he_{\beta})}{2h}, \]  

(4.7)

where \( e_1, e_2, e_3 \) are the standard basis vectors. We shall also use the notation that \( D^0_h \) is the vector difference operator whose components are \( D^0_{h,\beta} \). Thus, \( D^0_h \phi \) is the central difference approximation to the gradient of \( \phi \), and \( D^0_h \cdot \mathbf{u} \) is the central difference approximation to the divergence of \( \mathbf{u} \).

For the Laplacian that appears in the viscous terms, however, we do not use \( D^0_h \cdot D^0_h \), since this would entail a staggered stencil of total width equal to 4 meshwidths. Instead, we use the ‘tight’ Laplacian \( L_h \) defined as follows:

\[ (L_h \phi)(x) = \sum_{\beta=1}^{3} \frac{\phi(x + he_{\beta}) + \phi(x - he_{\beta}) - 2\phi(x)}{h^2}. \]  

(4.8)

Finally, we consider the operator \( \mathbf{u} \cdot \nabla \) which appears in the nonlinear terms of the Navier–Stokes equations. Since \( \nabla \cdot \mathbf{u} = 0 \), we have the identity

\[ \mathbf{u} \cdot \nabla \phi = \nabla \cdot (\mathbf{u} \phi). \]  

(4.9)
We take advantage of this by introducing the skew-symmetric difference operator $S_h(u)$ defined as follows:

$$S_h(u)\phi = \frac{1}{2} u \cdot D^0_h \phi + \frac{1}{2} D^0_h \cdot (u\phi). \tag{4.10}$$

Note that the two quantities that are averaged on the right-hand side are discretizations of the equal expressions $u \cdot \nabla \phi$ and $\nabla \cdot (u\phi)$, respectively. Nevertheless, the two discretizations are not in general equal to each other, not even if $D^0_h \cdot u = 0$. That is because the product rule that holds for derivatives does not apply to the difference operator $D^0_h$.

The skew symmetry of $S_h(u)$ is shown as follows. Let $(\cdot, \cdot)_h$ be the discrete inner product defined by

$$\langle \phi, \psi \rangle_h = \sum_{x \in g_h} \phi(x) \psi(x) h^3 \tag{4.11}$$

for scalars, and

$$\langle u, v \rangle_h = \sum_{x \in g_h} u(x) \cdot v(x) h^3 \tag{4.12}$$

for vectors. It is easy to show by ‘summation by parts’ (which is merely re-indexing) that

$$\langle \phi, D^0_h \cdot u \rangle_h = -\langle D^0_h \phi, u \rangle_h. \tag{4.13}$$

In other words, $D^0_h$ is skew-symmetric with respect to this inner product. With the help of this identity, we see that

$$\langle \psi, S_h(u)\phi \rangle_h = \frac{1}{2} \langle \psi, u \cdot D^0_h \phi \rangle_h + \frac{1}{2} \langle \psi, D^0_h \cdot (u\phi) \rangle_h$$

$$= \frac{1}{2} \langle u\psi, D^0_h \phi \rangle_h - \frac{1}{2} \langle D^0_h \psi, u\phi \rangle_h$$

$$= -\frac{1}{2} \langle D^0_h \cdot (u\psi), \phi \rangle_h - \frac{1}{2} \langle u \cdot D^0_h \psi, \phi \rangle_h$$

$$= -(S_h(u) \psi, \phi)_h, \tag{4.14}$$

so $S_h(u)$ is indeed skew-symmetric, as claimed. Note that the skew symmetry of $S_h(u)$ holds for all $u$; it does not require $D^0_h \cdot u = 0$. This completes the discussion of the difference operators that are needed on the Eulerian grid $g_h$.

Finally, we consider the interaction equations, which involve the Dirac delta function via the kernel $\delta(x - X(q,r,s,t))$. The integrals in these equations are, of course, replaced by sums over the appropriate grid ($g_h$ or $G_h$), but what about the delta function itself? What is clearly needed is a
function $\delta_h(x)$ that is nonsingular for each $h$ but approaches $\delta(x)$ as $h \to 0$. There are, of course, many ways to construct such $\delta_h$, and we shall describe the method of construction that we recommend in a subsequent section. For now, however, we proceed on the assumption that the function $\delta_h(x)$ is known.

With the apparatus introduced above, we may spatially discretize (2.43)–(2.48) as follows:

\[
\rho \left( \frac{du}{dt} + S_h(u)u \right) + D^0_h p = \mu L_h u + f, \tag{4.15}
\]

\[
D^0_h \cdot u = 0, \tag{4.16}
\]

\[
\rho(x,t) = \sum_{(q,r,s) \in G_h} M(q,r,s) \delta_h (x - X(q,r,s,t)) \Delta q \Delta r \Delta s, \tag{4.17}
\]

\[
f(x,t) = \sum_{(q,r,s) \in G_h} F(q,r,s,t) \delta_h (x - X(q,r,s,t)) \Delta q \Delta r \Delta s, \tag{4.18}
\]

\[
\frac{dX}{dt}(q,r,s,t) = \sum_{x \in g_h} u(x,t) \delta_h (x - X(q,r,s,t)) h^3, \tag{4.19}
\]

\[
F(q,r,s,t) \Delta q \Delta r \Delta s = -\frac{\partial}{\partial X(q,r,s)} E_h(\cdots X(q',r',s',t)\cdots). \tag{4.20}
\]

These comprise a system of ordinary differential equations, with $x$ restricted to $g_h$, and with $(q,r,s)$ or $(q',r',s')$ restricted to $G_h$.

5. Eulerian/Lagrangian identities

First, we show that total momentum and total power each come out the same whether they are evaluated in Eulerian or in Lagrangian form. These two identities require no assumptions at all on the form of $\delta_h$. They are important because they reveal the dual nature of the operations defined by (4.17) and (4.19), and similarly between the operations defined by (4.18) and (4.19). The operations that take Lagrangian input and generate Eulerian output (equations (4.17) and (4.18)) define relationships between corresponding densities, and we shall refer to them as ‘spreading’ operations. Thus (4.17) spreads the Lagrangian mass out onto the Eulerian grid, and the operation defined by (4.18) does the same for the Lagrangian force. The operation defined by (4.19), on the other hand, is best described as ‘interpolation’, since it averages the numerical values on nearby Eulerian grid points to produce a corresponding numerical value at a Lagrangian material point. The mathematical content of the two identities that we shall now derive is that spreading is the adjoint of interpolation.
Starting from the Eulerian formula for the momentum, we find
\[
\sum_{x \in g_h} \rho(x, t) u(x, t) h^3
\]
\[
= \sum_{x \in g_h} \sum_{(q, r, s) \in G_h} M(q, r, s) \delta_h(x - X(q, r, s)) \Delta q \Delta r \Delta s u(x, t) h^3
\]
\[
= \sum_{(q, r, s) \in G_h} M(q, r, s) \frac{dX}{dt}(q, r, s, t) \Delta q \Delta r \Delta s,
\]
which is the corresponding Lagrangian formula for the momentum. In the first step we used (4.17) to eliminate \( \rho \) and in the second step we used (4.19) to eliminate \( u \). Note that the argument only works because the same kernel \( \delta_h(x - X(q, r, s, t)) \) is used the spreading step and in the interpolation step.

In exactly the same way, starting from the Eulerian formula for the power that is generated by the elastic force, we find
\[
\sum_{x \in g_h} f(x, t) \cdot u(x, t) h^3
\]
\[
= \sum_{x \in g_h} \sum_{(q, r, s) \in G_h} F(q, r, s, t) \delta_h(x - X(q, r, s, t)) \Delta q \Delta r \Delta s \cdot u(x, t) h^3
\]
\[
= \sum_{(q, r, s) \in G_h} F(q, r, s, t) \frac{dX}{dt}(q, r, s, t) \Delta q \Delta r \Delta s,
\]
which is the corresponding Lagrangian expression. Here we used (4.18) and (4.19) in the same manner as above. Again, the argument only works because the same \( \delta_h \) appears in both interaction equations.

Next, we show that mass, force, and torque all come out the same whether they are evaluated in terms of Eulerian or Lagrangian variables. These identities differ from those derived above in that they rely on certain properties of the function \( \delta_h \). We state these properties now, so that we may use them as needed in the derivations that follow. They will play a central role in the construction of \( \delta_h \) as described in the following section. The two key properties that we need to impose on \( \delta_h \) to obtain the mass, force, and torque identities are:
\[
\sum_{x \in g_h} \delta_h(x - X) h^3 = 1, \text{ all } X,
\]
\[
\sum_{x \in g_h} (x - X) \delta_h(x - X) h^3 = 0, \text{ all } X.
\]
It is important that these properties hold for all real shifts \( X \), not merely for \( X \in g_h \). Note that these properties are the discrete analogues of \( \int \delta(x - X) dx = 1 \) and \( \int (x - X) \delta(x - X) dx = 0 \). Finally, we remark that the two
properties stated above can be combined to yield
\[ \sum_{x \in g_h} x \delta_h (x - X) h^3 = X, \quad \text{all } X. \quad (5.5) \]

The mass and force identities need only (5.3) and are derived as follows:
\[
\begin{align*}
\sum_{x \in g_h} \rho(x, t) h^3 &= \sum_{x \in g_h} \sum_{(q,r,s) \in G_h} M(q,r,s) \delta_h (x - X(q,r,s,t)) \Delta q \Delta r \Delta s \, h^3 \\
&= \sum_{(q,r,s) \in G_h} M(q,r,s) \Delta q \Delta r \Delta s. \quad (5.6)
\end{align*}
\]

By the way, this establishes conservation of mass, since the last line is independent of time. Exactly the same manipulations yield the force identity:
\[
\begin{align*}
\sum_{x \in g_h} f(x, t) h^3 &= \sum_{x \in g_h} \sum_{(q,r,s) \in G_h} F(q,r,s,t) \delta_h (x - X(q,r,s,t)) \Delta q \Delta r \Delta s \, h^3 \\
&= \sum_{(q,r,s) \in G_h} F(q,r,s,t) \Delta q \Delta r \Delta s. \quad (5.7)
\end{align*}
\]

The torque identity is similar but relies on (5.5):
\[
\begin{align*}
\sum_{x \in g_h} x \times f(x, t) h^3 &= \sum_{x \in g_h} \sum_{(q,r,s) \in G_h} x \times F(q,r,s,t) \delta_h (x - X(q,r,s,t)) \Delta q \Delta r \Delta s \, h^3 \\
&= \sum_{(q,r,s) \in G_h} X(q,r,s,t) \times F(q,r,s,t) \Delta q \Delta r \Delta s. \quad (5.8)
\end{align*}
\]

In summary, we have established the equivalence of the Lagrangian and Eulerian expressions for mass, momentum, force, torque and power. (There do not seem to be similar identities for angular momentum or kinetic energy, though the reader is welcome to look for them.) The mass identity also establishes conservation of mass, since the Lagrangian expression for the mass is time-independent. The significance of the force, torque, and power identities is that momentum, angular momentum, and energy are not spuriously created or destroyed by the interaction equations. This is not the same thing as saying that these quantities are conserved, since that will depend on other aspects of the numerical scheme.
We conclude this section by showing in an important special case that momentum and energy are in fact conserved by the spatially discretized IB method. (In the case of energy, the rate of production of heat by viscosity has to be taken into account.) The special case that we consider is the one in which the whole system has a uniform mass density \( \rho \). In other words, the immersed elastic material is neutrally buoyant in the ambient fluid, or it occupies so little volume that its mass can be neglected. In that case, we can dispense with (4.17) and instead treat \( \rho \) as a given constant.

Conservation of momentum requires the additional hypothesis that the elastic energy functional \( E \) be translation invariant, that is,

\[
E[\mathbf{X}(\cdot, \cdot, t) + \mathbf{Z}] = E[\mathbf{X}(\cdot, \cdot, t)],
\]

where \( \mathbf{Z} \) is an arbitrary fixed shift, independent of the Lagrangian parameters \((q, r, s)\). It is easy to show that this is equivalent to the condition that the total force generated by the elastic energy be identically zero. Thus, we assume here that

\[
\sum_{(q,r,s) \in G_h} F(q, r, s, t) \Delta q \Delta r \Delta s = 0.
\]

According to our force identity, (5.7), this property is inherited by the Eulerian force density so that

\[
\sum_{\mathbf{x} \in g_h} \mathbf{f}(\mathbf{x}, t) h^3 = 0.
\]

Now, since \( \rho \) is constant, we can find the rate of change of momentum simply by summing (4.15) over the entire Eulerian grid. It is easy to see that this yields zero for all three of the terms \( \rho \mathbf{S}_h(\mathbf{u}) \mathbf{u}, \mathbf{D}_0^p \mathbf{p} \), and \( \mu \mathbf{L}_h \mathbf{u} \) (recall that \( \mu \) is constant throughout this paper). The reason is that summing over the grid is equivalent to taking the inner product with a constant. The operators involved in these three terms are all either antisymmetric or symmetric. Thus, they can be made to apply to the constant, where they all yield zero. The conclusion is that

\[
\frac{d}{dt} \sum_{\mathbf{x} \in g_h} \rho \mathbf{u}(\mathbf{x}, t) h^3 = 0,
\]

which is conservation of momentum.

Conservation of energy does not require a translation-invariant elastic energy function, so we no longer make use of (5.9)–(5.11). Taking the inner product of both sides of (4.15) with \( \mathbf{u} \), we find

\[
\frac{d}{dt} \frac{1}{2} \rho \mathbf{u}(\mathbf{u})_h = -\rho \mathbf{S}_h(\mathbf{u}) \mathbf{u}_h - (\mathbf{u}, \mathbf{D}_0^p \mathbf{p})_h + \mu (\mathbf{u}, \mathbf{L}_h \mathbf{u})_h + (\mathbf{u}, \mathbf{f})_h.
\]

Now \( \mathbf{S}_h \) and \( \mathbf{D}_0^p \) are both skew-symmetric, so the term involving \( \mathbf{S}_h \) is immediately zero, and the term involving \( \mathbf{D}_0^p \) can be rewritten \((\mathbf{D}_h^0 \cdot \mathbf{u}, \mathbf{p})\), which
is zero because the discrete divergence of \( \mathbf{u} \) is zero (equation (4.16)). Also, we can use the power identity (equation (5.2)) to rewrite the last term in Lagrangian variables. The result is

\[
\frac{d}{dt} \left( \frac{1}{2} \rho(u, u)_h + \mu(u, L_h u)_h + \sum_{(q, r, s) \in G_h} F(q, r, s, t) \cdot \frac{dX}{dt}(q, r, s, t) \Delta q \Delta r \Delta s \right). \tag{5.14}
\]

The last step is to make use of (4.20) together with the chain rule to show that the last term is simply \(-dE_h/dt\). Thus,

\[
\frac{d}{dt} \left( \frac{1}{2} \rho(u, u)_h + E_h(\cdots X(q', r', s', t) \cdots) \right) = \mu(u, L_h u)_h. \tag{5.15}
\]

Because \( L_h \) is a symmetric nonpositive operator the null space of which contains only constants, the term on the right-hand side is negative (unless \( u \) is constant, in which case that term is zero). Its magnitude is the rate of heat production by viscosity. This completes the proof of conservation of energy for the spatially discretized IB method with uniform mass density.

Although it would be nice to generalize the momentum and energy conservation results to the case of non-uniform mass density, this does not seem to be possible within the current framework. The equation for \( d\rho/dt \), which is then needed, is a complicating factor. We can get such an equation by differentiating (4.17), but it involves the gradient of \( \delta_h \) and does not seem to fit in well with the other equations. Nevertheless, we have at least shown that the force, torque, and power (which are, of course, the rates of change of momentum, angular momentum, and energy) are correctly converted back and forth between Lagrangian and Eulerian form by our scheme. These results hold even in the case of non-uniform mass density.

6. Construction of \( \delta_h \)

In this section we describe the construction of the function \( \delta_h \) that is used in the interaction equations (equations (4.17)–(4.19)). We first give the form of \( \delta_h \) that is most commonly used, and then briefly discuss some possible variants. The postulates that we use to determine the function \( \delta_h(x) \) are as follows. (The motivation for these postulates will be given after they have all been stated.)

First, we assume that the three-dimensional \( \delta_h \) is given by a product of one-variable functions that scale with the meshwidth \( h \) in the following manner:

\[
\delta_h(x) = \frac{1}{h^3} \phi \left( \frac{x_1}{h} \right) \phi \left( \frac{x_2}{h} \right) \phi \left( \frac{x_3}{h} \right), \tag{6.1}
\]

where \( x_1, x_2, x_3 \) are the Cartesian components of \( x \).
Having said this, we can state the rest of our postulates in terms of the function \( \phi(r) \), where \( r \) can denote \( x_1/h \), \( x_2/h \), or \( x_3/h \). These postulates are:

\[
\phi(r) \text{ is continuous for all real } r, \quad (6.2)
\]

\[
\phi(r) = 0 \text{ for } |r| \geq 2, \quad (6.3)
\]

\[
\sum_{j \text{ even}} \phi(r - j) = \sum_{j \text{ odd}} \phi(r - j) = \frac{1}{2} \text{ for all real } r, \quad (6.4)
\]

\[
\sum_j (r - j)\phi(r - j) = 0 \text{ for all real } r, \quad (6.5)
\]

\[
\sum_j (\phi(r - j))^2 = C \text{ for all real } r, \quad (6.6)
\]

where the constant \( C \) is independent of \( r \). Its numerical value will be determined later. Even though the sums are over integer values of \( j \), it is important that the above equations hold for all real shifts \( r \), not just for integer values of \( r \).

For future reference, we note that (6.4) and (6.5) can be combined to yield

\[
\sum_j j\phi(r - j) = r \text{ for all real } r. \quad (6.7)
\]

Before solving the above equations for \( \phi(r) \), let us consider the motivation for each of these postulates in turn. The product form given by (6.1) is not essential, but it makes a tremendous simplification, since it reduces all subsequent considerations to the one-dimensional case. Also, the scaling introduced in (6.1) has the simplifying effect of removing the parameter \( h \) from all subsequent formulae. Moreover, this scaling is the natural one, so that \( \delta_h \to \delta \) as \( h \to 0 \).

Generally speaking, the purpose of the other postulates is to hide the presence of the Eulerian computational lattice as much as possible. The continuity of \( \phi \), for example, is imposed to avoid jumps in velocity or in applied force as the Lagrangian marker points cross over the Eulerian grid planes.

The postulate of bounded support (equation (6.3)), however, is made for a different reason: computational efficiency. There are functions with unbounded support that one might well like to use for \( \phi(r) \), such as \( \exp(-r^2/2) \) or \( \sin(r)/r \), but these would entail enormous computational cost, since each Lagrangian marker point would then interact directly with all grid points of the Eulerian computational lattice. The support of \( \phi(r) \) as specified in (6.3) is the smallest possible while maintaining consistency with the other postulates.
An immediate consequence of (6.4) is that
\[ \sum_j \phi(r - j) = 1 \text{ for all real } r, \]  
(6.8)
and this, in turn, implies the identity (5.3), which was used in the derivation of the mass, force, and torque identities of the previous section. What requires further explanation, however, is why we impose the stronger conditions that the sum over the even grid points should separately give 1/2, and similarly the sum over odd grid points. This is a technical issue relating to the use of the central difference operator \( D^0 \) in our numerical scheme. The null space of the gradient operator based on \( D^0 \) is eight-dimensional. It contains not only the constants but any function that is constant on each of the 8 ‘chains’ of points \{\( j_1 \text{ even}, j_2 \text{ even}, j_3 \text{ even} \}, \{j_1 \text{ even}, j_2 \text{ even}, j_3 \text{ odd} \}, \text{ etc.} \) The separate conditions given in (6.4) ensure that all eight chains get the same amount of force from each Lagrangian marker point, and also that each Lagrangian marker point assigns equal weight to all eight chains when computing its interpolated velocity. This avoids oscillations from one grid point to the next that would otherwise occur, especially when localized forces are applied.

Equation (6.5) is postulated because it implies the three-dimensional identity (5.4), which was used to derive the torque identity in the previous section. Notice, too, that (6.4) and (6.5) together imply that, when \( \delta_h \) is used for interpolation, linear functions are interpolated exactly, and smooth functions are therefore interpolated with second-order accuracy. Having said this, however, we must also point out that, in those cases in which the IB method is used with true boundaries \( (i.e., \text{ immersed elastic structures of zero thickness}) \), the velocity field that must be interpolated at the boundary is not, in fact, smooth. It is continuous but suffers a jump in its normal derivative. In this situation, the interpolation formula involving \( \delta_h \) is only first-order accurate. The ‘immersed interface method’ \( (\text{LeVeque and Li 1994}, \text{LeVeque and Li 1997}, \text{Li and Lai 2001}) \) overcomes this difficulty.

The final postulate, (6.6), is different in character from the others and requires more explanation. It comes from a condition that we would like to impose but cannot (for a reason that will be explained below), namely
\[ \sum_j \phi(r_1 - j)\phi(r_2 - j) = \Phi(r_1 - r_2) \text{ for all real } r_1, r_2, \]  
(6.9)
where \( \Phi \) is some other function related to \( \phi \). If a condition of this form could be imposed (regardless of the function \( \Phi \)), it would imply (proof left as an exercise for the reader) the exact translation invariance of the IB method as applied to a translation-invariant linear system like the Stokes equations, that is, the IB results would remain exactly the same despite shifts in position of all immersed elastic structures by fixed (possibly fractional)
amounts relative to the Eulerian grid. This would be the ultimate in ‘hiding
the grid’. Even though we are solving the nonlinear Navier–Stokes equations,
exact translation invariance in the case of the Stokes equations would suggest
a good approximation to translation invariance in the case of the Navier–
Stokes equations.

It is easy to prove, however, that (6.9) is incompatible with any condition
of bounded support, like (6.3). The idea of the proof is to choose \( r_1 - r_2 \)
such that the width of the overlap of the support of the functions of \( j \) given
by \( \phi(r_1 - j) \) and \( \phi(r_2 - j) \) is some fraction \( \theta \) that is strictly between 0 and 1.
Then, by varying \( r_1 \) and \( r_2 \) in such a manner that their difference remains
constant, one will find that sometimes the sum on the left-hand side of (6.9)
contains exactly one nonzero term, so it cannot be zero, and sometimes that
sum contains no nonzero terms, so it has to be zero. This contradicts the
assumption that this sum depends only on \( r_1 - r_2 \).

Here is a more detailed version of the above argument. Suppose, for
example, that \( \phi(r) \neq 0 \) for \( a < r < b \), and that \( \phi(r) = 0 \) otherwise. Then
\( \phi(r_1 - j)\phi(r_2 - j) \) is nonzero if and only if
\[
a < (r_1 - j) < b \quad \text{and} \quad a < (r_2 - j) < b, \tag{6.10}
\]
which is equivalent to
\[
\begin{align*}
    &r_1 - b < j < r_1 - a \quad \text{and} \quad r_2 - b < j < r_2 - a. \quad \tag{6.11}
\end{align*}
\]
If \( r_2 > r_1 \), this is equivalent to
\[
    r_2 - b < j < r_1 - a. \tag{6.12}
\]
Now fix the difference between \( r_2 \) and \( r_1 \) as follows:
\[
    r_2 = r_1 + (b - a) - \theta, \tag{6.13}
\]
where \( 0 < \theta < 1 \) and \( \theta < (b - a) \). Under these conditions, \( \phi(r_1 - j)\phi(r_2 - j) \)
is nonzero if and only if
\[
    r_1 - a - \theta < j < r_1 - a. \tag{6.14}
\]
Note that the interval which must contain the integer \( j \) is of length \( \theta < 1 \),
so there is at most one integer \( j \) that satisfies this condition. By varying
the real number \( r_1 \) while keeping \( r_2 - r_1 \) constant, we can clearly find cases
where \( \sum_j \phi(r_1 - j)\phi(r_2 - j) \) has exactly one nonzero term, and is therefore
nonzero, and other cases in which that sum has no such term, and is therefore
zero. This contradicts (6.9), which asserts that this sum depends only on
the difference \( r_2 - r_1 \), which has indeed been held constant as we varied \( r_1 \).
Since (6.9) cannot be imposed, we content ourselves with the weaker condition that is derived from (6.9) by setting \( r_1 = r_2 \), namely
\[
\sum_j (\phi(r - j))^2 = \Phi(0) = C, \tag{6.15}
\]
which is (6.6). Although weaker than (6.9), our postulate (6.6) does give some information about the sum that appears on the left-hand side of (6.9), since it implies the inequality
\[
\left| \sum_j \phi(r_1 - j)\phi(r_2 - j) \right| \leq C \text{ for all real } r_1, r_2 \tag{6.16}
\]
with equality (see (6.9)) when \( r_1 = r_2 \). This is just the Schwarz inequality, since the left-hand side is the magnitude of an inner product, and the right-hand side \( C = C^{1/2}C^{1/2} \) is the product of the norms of the vectors in question: see (6.9).

The significance of this inequality is as follows. Expressions like the sum that appears on the left-hand side arise when one considers the interaction between two Lagrangian marker points via the Eulerian grid. The inequality (6.16) guarantees that such coupling is strongest when the two Lagrangian points coincide, and moreover (according to (6.9)) that the self-coupling in that case is independent of the position of the Lagrangian marker with respect to the grid.

This completes the discussion of the motivation for the postulates given by (6.1)–(6.6). We now show how these postulates determine the form of \( \phi \) and hence \( \delta_h \). The key step is to restrict \( r \) to the interval \([0, 1]\) and then to write out the equations for \( \phi(r) \) explicitly as follows:
\[
\phi(r - 2) + \phi(r) = \frac{1}{2}, \tag{6.17}
\]
\[
\phi(r - 1) + \phi(r + 1) = \frac{1}{2}, \tag{6.18}
\]
\[
2\phi(r - 2) + \phi(r - 1) - \phi(r + 1) = r, \tag{6.19}
\]
\[
(\phi(r - 2))^2 + (\phi(r - 1))^2 + (\phi(r))^2 + (\phi(r + 1))^2 = C. \tag{6.20}
\]
Note that (6.19) is the transcription of (6.7).

These are 4 equations in the 4 unknowns \( \phi(r - 2), \phi(r - 1), \phi(r), \) and \( \phi(r + 1) \). (A complication is that we still do not know \( C \), but that will be remedied shortly.) One way to solve this system is to use the first three (linear) equations to express all of the other unknowns in terms of \( \phi(r) \). Then (6.20) becomes a quadratic equation for \( \phi(r) \). The choice of root is uniquely determined by the continuity of \( \phi \) and the condition that \( \phi(\pm2) = 0 \). Here are the details.
The three linear equations yield:

\[ \phi(r - 2) = \frac{1}{2} - \phi(r), \quad (6.21) \]
\[ \phi(r - 1) = \frac{r}{2} - \frac{1}{4} + \phi(r), \quad (6.22) \]
\[ \phi(r + 1) = \frac{-r}{2} + \frac{3}{4} - \phi(r). \quad (6.23) \]

At this point we can determine \( C \). Consider the special case \( r = 0 \). Then \( \phi(r - 2) = \phi(-2) = 0 \) (see (6.2) and (6.3)). It follows immediately from the above results that \( \phi(0) = \frac{1}{2} \) and \( \phi(\pm 1) = \frac{1}{4} \). Substituting these results into (6.20), we get

\[ C = 0 + \left( \frac{1}{4} \right)^2 + \left( \frac{1}{2} \right)^2 + \left( \frac{1}{4} \right)^2 = \frac{3}{8}. \quad (6.24) \]

Substituting all of these results into (6.20), we get the following quadratic equation for \( \phi(r) \):

\[ 4(\phi(r))^2 - (3 - 2r)\phi(r) + \frac{1}{2}(1 - r)^2 = 0. \quad (6.25) \]

We may choose a root based on the requirement found above that \( \phi(0) = \frac{1}{2} \). With this choice, the unique solution is

\[ \phi(r) = \frac{3 - 2r + \sqrt{1 + 4r - 4r^2}}{8}, \quad 0 \leq r \leq 1. \quad (6.26) \]

It is important to note the restriction that this formula is only valid for \( r \in [0, 1] \). To determine \( \phi \) on the intervals \([-2, -1], [-1, 0], \) and \([1, 2]\), use (6.26) together with (6.21)–(6.23), always bearing in mind the restriction that all of these equations are only valid for \( r \in [0, 1] \). Simple changes of variable are needed to get explicit formulae for \( \phi(r) \) on the other intervals. Finally, of course, we have by hypothesis that \( \phi(r) = 0 \) for \( |r| \geq 2 \). Combining all these results, we get

\[ \phi(r) = \begin{cases} 0, & r \leq -2 \\ \frac{1}{8}(5 + 2r - \sqrt{-7 - 12r - 4r^2}), & -2 \leq r \leq -1 \\ \frac{1}{8}(3 + 2r + \sqrt{1 - 4r - 4r^2}), & -1 \leq r \leq 0 \\ \frac{1}{8}(3 - 2r + \sqrt{1 + 4r - 4r^2}), & 0 \leq r \leq 1 \\ \frac{1}{8}(5 - 2r - \sqrt{-7 + 12r - 4r^2}), & 1 \leq r \leq 2 \\ 0, & 2 \leq r \end{cases} \quad (6.27) \]
Comparison of the corresponding formulae for negative and positive \( r \) reveal that \( \phi(-r) = \phi(r) \), a property we did not postulate, although it is certainly expected. One can check that the function \( \phi(r) \) defined by the above is not only continuous (as postulated) but actually has a continuous first derivative (a property we did not postulate but got for free) at the points \( r = -2, -1, 0, 1, 2 \), and indeed everywhere.

It may be worth mentioning that the function \( \phi(r) \) that we have just constructed is extremely well approximated by the simple formula

\[
\tilde{\phi}(r) = \begin{cases} 
\frac{1}{4} \left( 1 + \cos \left( \frac{\pi r}{2} \right) \right), & |r| \leq 2, \\
0, & \text{otherwise}, 
\end{cases} 
\]

(6.28)

which satisfies all of the above postulates except for the first-moment condition, (6.5). This function was discovered earlier and is still sometimes used in IB computations.

We conclude this section with some remarks on possible modifications of the above construction. First, it may be desirable to narrow the support of \( \delta_h \), both for reasons of computational cost, and to improve the resolution of the boundary. One way to do this is to dispense with the separate ‘even/odd’ conditions in (6.4) and just use (6.8) instead. This makes it possible to reduce the width of the support of \( \phi(r) \) from 4 to 3. In a three-dimensional computation, this is a considerable saving, since it reduces the volume of the support of \( \delta_h(x) \) from 64 to 27 cubic meshwidths. The construction of \( \phi \) is similar to that given above, and the reader is invited to have the fun of working out the details. This 3-point delta function is only recommended, however, for use in conjunction with a numerical scheme that does not suffer from the problems described above concerning the eight-dimensional null space of the central difference gradient operator. An example of the use of the 3-point delta function can be found in the work of A. Roma (Roma, Peskin and Berger 1999), who used it in conjunction with the MAC scheme (Harlow and Welch 1965).

Another way to try to get better boundary resolution is to impose more moment conditions. This requires broadening the support of \( \delta_h \) which sounds like going in the wrong direction. To see why it might work, though, consider the second-moment condition:

\[
\sum_j (r - j)^2 \phi(r - j) = 0 \quad \text{for all real } r. 
\]

(6.29)

This essentially states that the mean square thickness of the boundary is zero! Note that the imposition of this condition requires \( \phi(r) \) to change sign. Imposing higher moments has been investigated by J. Stockie (1997), who
has written a Maple program that automates the process, and independently by D. M. McQueen and the present author (unpublished). It turns out that the moments have to be introduced two at a time, and the introduction of each new pair of moments increases the width of the support of \( \phi(r) \) by 2. Thus, starting from the 4-point delta function introduced above, one can impose second and third moment conditions and thereby arrive at a 6-point delta function, \textit{etc}. The 6-point delta function has negative tails, and resembles the ‘Mexican hat’ functions that are used to describe receptive fields in natural and machine vision. Preliminary numerical experiments indicate some improvement in boundary resolution despite the increased width of the support of the delta function. Note that it is also possible to start from the 3-point delta function mentioned above and impose higher moment conditions, two at a time, to arrive at a 5-point delta function, a 7-point delta function, \textit{etc}.

Another direction would be to aim at improved translation invariance. Here is a possible strategy, which has not yet been tried. Recall the condition given by (6.9) which would guarantee translation invariance (in the Stokes case), but which could not be imposed because it is incompatible with bounded support. Our strategy in the foregoing was simply to impose the special case of (6.9) that arises by setting \( r_1 = r_2 \). This resulted in our postulate given by (6.6). Now suppose that, instead of merely doing this, we also differentiate (6.9) one or more times before setting \( r_1 = r_2 \). It turns out that differentiating once gives nothing new, just a condition that can be derived from (6.6). But if we differentiate (6.9) twice, once with respect to \( r_1 \) and once with respect to \( r_2 \), and then set \( r_1 = r_2 = r \), we get the new condition,

\[
\sum_j (\phi'(r))^2 = -\Phi''(0) = C_1 \text{ for all real } r, \quad (6.30)
\]

where \( \prime \) denotes differentiation, and where \( C_1 \), like \( C \), is a constant that has to be determined. It remains to be seen how to mix this condition in with the moment conditions, but that seems like a worthwhile subject of future investigation.

7. Temporal discretization

The temporal discretization that we currently use (Lai and Peskin 2000, McQueen and Peskin 2001) is a second-order accurate Runge–Kutta method, based primarily on the midpoint rule. For a system of ordinary differential equations of the form

\[
\frac{dy}{dt} = f(y), \quad (7.1)
\]
such a scheme looks like this:

\[
y^{n+\frac{1}{2}} - y^n = f(y^n),
\]

\[
y^{n+1} - y^n = f(y^{n+\frac{1}{2}}),
\]

where the superscript is the time-step index. The salient feature of this scheme is that each time-step involves a ‘preliminary substep’ to the half-time level followed by a ‘final substep’ from time level \(n\) to \(n + 1\), in which the results of the preliminary substep are used. The preliminary substep involves a first-order accurate scheme (forward Euler in the above example), and the final substep is done by a second-order accurate scheme (here, the midpoint rule). One would think that the accuracy would be limited by the least accurate substep, but the magic of Runge–Kutta is that the overall scheme is second-order accurate.

Our time-stepping scheme in the IB method follows the general idea of the above, but with some modifications. Instead of using pure forward Euler for the preliminary substep, we use a scheme that is a mixture of forward and backward Euler. In the final substep of each time-step, we use not only the midpoint rule but also (in one place) the trapezoidal rule. These changes are made to improve numerical stability by using implicit methods wherever that can be done at reasonable cost. But we retain the important feature that the preliminary substep is done by a first-order accurate method, and the final substep is done by a second-order accurate method that makes use of the results of the preliminary substep.

The preliminary substep, from time level \(n\) to \(n + \frac{1}{2}\), proceeds as follows. First, find the positions of the Lagrangian markers at time level \(n + \frac{1}{2}\):

\[
X^{n+\frac{1}{2}}(q, r, s) = X^n(q, r, s) + \Delta t \sum_{x \in G_h} u^n(x) \delta_h(x - X^n(q, r, s)) h^3.
\]

Next, use the configuration of the Lagrangian markers at the half-time level to calculate the elastic force by taking the gradient of the elastic energy function \(E_h\) evaluated at that configuration:

\[
F^{n+\frac{1}{2}}(q, r, s, \Delta q, \Delta r, \Delta s) = -\frac{\partial}{\partial X(q, r, s)} E_h(\cdots X^{n+\frac{1}{2}}(q', r', s') \cdots).
\]

Now spread the Lagrangian force and mass densities onto the Eulerian grid:

\[
F^{n+\frac{1}{2}}(x) = \sum_{(q, r, s) \in G_h} F^{n+\frac{1}{2}}(q, r, s, \delta_h(x - X^{n+\frac{1}{2}}(q, r, s))) \Delta q \Delta r \Delta s,
\]

\[
\rho^{n+\frac{1}{2}}(x) = \sum_{(q, r, s) \in G_h} M(q, r, s, \delta_h(x - X^{n+\frac{1}{2}}(q, r, s))) \Delta q \Delta r \Delta s.
\]
With these Eulerian quantities defined, we are ready to integrate the Navier–
Stokes equations on the Eulerian grid $g_h$ from time level $n$ to time level $n + \frac{1}{2}$. 
This is done by the following implicit scheme, which is forward Euler in the 
nonlinear terms, but backward Euler otherwise:

$$
\rho^{n+\frac{1}{2}} \left( \frac{u^{n+\frac{1}{2}} - u^n}{\Delta t/2} + S_h(u^n)u^n \right) + D_h^0 p^{n+\frac{1}{2}} = \mu L_h u^{n+\frac{1}{2}} + f^{n+\frac{1}{2}}, \quad (7.8)
$$

$$
D_h^0 \cdot u^{n+\frac{1}{2}} = 0. \quad (7.9)
$$

Note that (7.8)–(7.9) form a system of equations in the unknowns $u^{n+\frac{1}{2}}(x)$ 
and $p^{n+\frac{1}{2}}(x)$, for $x \in g_h$. (The only reason for the ‘tilde’ over the $p$ is to 
distinguish it from another $p^{n+\frac{1}{2}}$ that will appear later.) The method(s) 
used to solve this system will be discussed below, after we have finished the 
statement of the time-stepping scheme.

The preliminary substep to the half-time level is now complete. The final 
substep uses the results of the preliminary substep and proceeds as follows.
Note how everything in it is centred in time, thus achieving second-order 
accuracy.

First, we move the Lagrangian configuration from $X^n$ to $X^{n+1}$ by inter-
polating the velocity $u^{n+\frac{1}{2}}$ to the configuration $X^{n+\frac{1}{2}}$:

$$
X^{n+1}(q, r, s) = X^n(q, r, s) + \Delta t \sum_{x \in g_h} u^{n+\frac{1}{2}}(x) \delta_h(x - X^{n+\frac{1}{2}}(q, r, s)) h^3. \quad (7.10)
$$

Now we can proceed directly to the Navier–Stokes equations, since we are 
going to use the same $\rho^{n+\frac{1}{2}}$ and $f^{n+\frac{1}{2}}$ as we did in the preliminary substep.
Our task here is to integrate the Navier–Stokes equations from time level 
n to time level $n + 1$, and we do so by a scheme that is very similar to 
(7.8)–(7.9):

$$
\rho^{n+\frac{1}{2}} \left( \frac{u^{n+1} - u^n}{\Delta t} + S_h(u^{n+\frac{1}{2}})u^{n+\frac{1}{2}} \right) + D_h^0 p^{n+\frac{1}{2}} = \mu L_h \frac{u^n + u^{n+1}}{2} + f^{n+\frac{1}{2}}, \quad (7.11)
$$

$$
D_h^0 \cdot u^{n+1} = 0. \quad (7.12)
$$

Again, this is a system of equations in the unknowns $u^{n+1}(x)$ and $p^{n+\frac{1}{2}}(x)$, 
for $x \in g_h$. The method(s) of solution will be discussed below. Note that 
the nonlinear terms are here evaluated at the half-time level, thus using the 
result of the preliminary substep. In the viscous terms, however, we do not 
do this but instead make the scheme more implicit (and presumably more 
stable) by using the trapezoidal rule. The pressures $\tilde{p}^{n+\frac{1}{2}}$ and $p^{n+\frac{1}{2}}$ are just 
two different approximations to the pressure at the half-time level.
Although it might appear in the foregoing that the (7.12) is not centred in time between time levels \( n \) and \( n + 1 \), this is illusory. The equation holds for all \( n \) and so we have \( D_h^0 \cdot u^n = 0 \) as well as \( D_h^0 \cdot u^{n+1} = 0 \). Similarly, one might wonder looking at the above scheme whether \( u^{n+1} \) is actually used for anything or just computed to be thrown away, since it is not used in the computation of the final configuration \( X^{n+1} \). The answer is that it is very much used, in both the preliminary and final substeps of the next time-step, where it plays the role of \( u^n \).

To complete the discussion of the time-stepping scheme, we have to say how to solve the two very similar systems of equations (7.8)–(7.9) and (7.11)–(7.12). These are linear systems of equations, since the nonlinear terms are known and can be evaluated before solving the system in each case. Similarly, the coefficient \( \rho^{n+\frac{1}{2}}(x) \) is known (see (7.7)), so the terms in which \( \rho \) appears do not involve products of unknowns. The method of choice for solving these Stokes systems depends, however, on whether the mass density \( \rho \) is constant or not.

In many applications of the IB method, the immersed elastic material is neutrally buoyant in the ambient fluid, so \( \rho \) is a constant, independent of space and time, and (7.7) is not used. In this case, the linear systems of equations that we have to solve on the Eulerian grid \( g_h \) are difference equations with constant coefficients. As such, they are easily solved by the discrete Fourier transform, implemented by the Fast Fourier Transform algorithm. (To facilitate this, we typically formulate our problem on a periodic domain, i.e., a cube with opposite faces identified.) For details, see Peskin and McQueen (1996).

When \( \rho \) is not constant, these linear systems of equations contain a non-constant (albeit known) coefficient, namely \( \rho^{n+\frac{1}{2}}(x) \), and the Fourier transform is no longer useful, since different modes get coupled together. In this case, some iterative method has to be used. For IB computations of this type, see Fogelson and J. Zhu (1996), L. Zhu (2001) and L. Zhu and Peskin (2002), in which the multigrid method is used, but actually to solve the equations of a somewhat different time-stepping scheme. The specific time-stepping scheme stated here has not yet been implemented in the case of nonconstant mass density.

8. Research directions

The purpose of this section is to outline some of the ways in which the IB method (as stated above) might be improved. For most of the research directions suggested here, some work has already been done, as will be pointed out with references.

The time-stepping scheme presented in the previous section is mainly explicit, although it does contain a partly implicit Navier–Stokes solver. In
The immersed boundary method is explicit in the computation of the elastic force. In most applications, this results in a severe restriction on the time-step duration, and it would be a huge improvement if this could be overcome. For research on implicit and semi-implicit versions of the IB or related methods, see Peskin (1992), Tu and Peskin (1992), Mayo and Peskin (1993), Fauci and Fogelson (1993) and LeVeque and Li (1997).

The IB method described in this paper employs a uniform Eulerian grid. It would obviously be an advantage to be able to concentrate the computational effort where it is most needed. This is especially true for problems involving high Reynolds number flow, where high resolution is needed primarily in thin boundary layers or in other regions of limited extent where vorticity is concentrated. Several approaches to this problem have been and are being tried. The IB method has been combined with vortex methods (McCracken and Peskin 1980, Peskin 1981), with impulse methods (Cortez 1996, Cortez and Varela 1997, Cortez 2000), and with adaptive mesh refinement (Roma et al. 1999).

The IB method described in this paper is second-order accurate in space and time for problems with smooth solutions, such as the vibrations of an incompressible elastic material filling all of space, but problems with sharp interfaces do not have smooth solutions, and for these the IB method seems to be limited to first-order spatial accuracy. Another way to say this is that the IB method smears out sharp interfaces to a thickness which is of the order of the meshwidth. As mentioned above, the ‘immersed interface method’ (LeVeque and Li 1994, LeVeque and Li 1997, Li and Lai 2001) avoids this smearing and maintains second-order accuracy by modifying the difference equations near the interface. Another route to high accuracy is the ‘blob-projection method’ (Cortez and Minion 2000). It remains to be seen whether there is some simple way to modify the IB method to achieve this same goal.

One of the ways that the numerical error of the IB method shows up is a lack of volume conservation. Even though the velocity field on the Eulerian computational lattice is discretely divergence-free, this does not guarantee that the interpolated velocity field, in which the Lagrangian markers move, is continuously divergence-free. This error, of course, goes to zero as $h \to 0$, but it would be nice to reduce it at any particular $h$. Peskin and Printz (1993) (see also Rosar and Peskin (2001)) have shown that this can be done by using divergence and gradient operators that are ‘tuned’ to the interpolation scheme. Perhaps these principles can be applied to the Navier–Stokes solver as a whole, not just to the discrete divergence and gradient operators.

Although implementation issues have not been discussed in this paper, it is clearly important to parallelize the IB method. Shared-memory parallelization has been done (McQueen and Peskin 1997), and a distributed implementation in Titanium (Yelick et al. 1998) is under development (Yau 2002).
With regard to the mathematical formulation, it is not clear how to handle variable viscosity. The issue is not merely how to write the Navier–Stokes equations with a variable viscosity $\mu(x, t)$, which is well known, but rather how to determine $\mu(x, t)$ from the Lagrangian configuration of the material $X(q, r, s, t)$. Also, in the case of an anisotropic elastic material, the viscoelasticity may be anisotropic, too. How should the formulation given here be modified to include such effects?

Can a turbulence model be effectively combined with the IB method (Schmid 200x)? This would make it possible to study the interaction of turbulent flows with immersed elastic bodies or boundaries.

Finally, there is not yet any convergence proof for the IB method (but see the stability analysis of Stockie and Wetton (1995, 1999)). Perhaps the reader will be inspired to discover such a proof.

9. Applications

The IB method was created in order to study the fluid dynamics of heart valves, and it has been applied to both natural (Peskin 1972, McQueen, Peskin and Yellin 1982, Peskin 1982, Meisner et al. 1985) and prosthetic (McQueen and Peskin 1983, 1985, 1991) cardiac valves. An outgrowth of this work has been a three-dimensional computer model of the whole heart (Peskin and McQueen 1996, McQueen and Peskin 1997, 2000, 2001, Kovacs, McQueen and Peskin 2001, McQueen, Peskin and Zhu 2001). Some other applications related to cardiovascular physiology include platelet aggregation during blood clotting (Fogelson 1984, Fauci and Fogelson 1993, Fogelson 1992, Wang and Fogelson 1999, Haoyu 2000), the deformation of red blood cells in a shear flow (Eggleton and Popel 1998), flow in elastic blood vessels (Vesier and Yoganathan 1992), flow in collapsible thin-walled vessels (Rosar and Peskin 2001), and flow in arterioles subject to the influence of a vasodilator transported by the flow itself (Arthurs, Moore, Peskin, Pitman and Layton 1998).

The swimming of eels, sperm, and bacteria have been studied by the IB method (Fauci and Peskin 1988, Fauci and McDonald 1994, Dillon, Fauci and Gaver 1995), as have the crawling locomotion of amoeba (Bottino 1998, Bottino and Fauci 1998), the waving motions of cilia beating in fluid (Dillon and Fauci 2000a), and the rotary motions and interactions of bacterial flagella immersed in fluid (Lim and Peskin 200x). Computer simulations of biofilms have been done in which the swimming of multiple microorganisms is handled by the IB method (Dillon, Fauci, Fogelson and Gaver 1996, Dillon and Fauci 2000b). Subtle fluid-dynamic interactions between nearby swimmers have been elucidated (Fauci 1990, Fauci and McDonald 1994). Embryological motions, too, have been studied by the IB method (Dillon and Othmer 1999).
Flows with suspended particles have been simulated by the IB method (Fogelson and Peskin 1988). Some noteworthy features of the IB method as applied to this problem are that the computational effort grows only linearly with the number of suspended particles, that the particles can be flexible and of arbitrary shape (e.g., wood pulp fibres (Stockie and Green 1998)), and that the methodology is not restricted to Stokes flow but can handle nonzero Reynolds number. A variant (Sulsky and Brackbill 1991) of the IB method has been developed specifically for this problem. It has many interesting features including the direct transfer of stress (rather than force) from the immersed elastic body to the fluid, and it facilitates the use of conventional elasticity theory in describing the material properties of the suspended particles.

There are creatures that eat suspended (food) particles but they have to catch them first. The fluid dynamics of this has been studied by the IB method (Grunbaum, Eyre and Fogelson 1998).

The basilar membrane of the inner ear is an elastic shell immersed in fluid that vibrates in response to the incident sound. Its mechanical properties have the effect of sorting the sound energy into its different frequency components. This process has been simulated by the IB method, first in a simplified model (Beyer 1992), but more recently in the context of a three-dimensional model that includes the spiral geometry of the cochlea (Givelberg 1997).

Flow past a cylinder has been studied by the IB method (Lai and Peskin 2000). This traditional (fixed-boundary) fluid dynamics problem is mentioned for two reasons. The first reason is to emphasize that the IB method can do such problems: the technique is simply to put Lagrangian markers on the boundary and to tie each of these markers by a stiff spring to its target position in space. Small deviations of the markers from their target positions then generate the force needed to keep the boundary (approximately) fixed in place. (This idea was actually used before the introduction of the IB method – see Sirovich (1967) – and has recently been further developed (Goldstein, Handler and Sirovich 1993).) Note that this technique is as easily applied to a boundary of arbitrarily complicated geometry as it is to a cylinder. Also, there is no added difficulty if the boundary moves in a prescribed manner – just move the target points.

The second reason for mentioning flow past a cylinder is that it is a benchmark problem that provides validation for the IB method. The formation of the von Kármán vortex street in the wake of the cylinder is characterized by a Strouhal number (dimensionless frequency of vortex shedding) which varies with the Reynolds number (dimensionless reciprocal viscosity) in a manner that is well characterized experimentally. The IB method results reported in Lai and Peskin (2000) are in close agreement with experiment.
over a range of Reynolds numbers (100–200) in which the Strouhal number varies significantly as the Reynolds number is changed.

Valveless pumping has been simulated by the IB method (Jung and Peskin 2001). This is a peculiar phenomenon in which a loop of fluid-filled tubing comprised of a flexible part and a stiff part is driven by periodic compression near one end of the flexible part. Despite the absence of valves, a robust mean flow (superimposed on an oscillating flow at the driving frequency) can be driven around the tube in this manner. Although this qualitative phenomenon was known before the IB simulations were done, those simulations led to an unexpected prediction: that the direction of the mean flow would be dependent on the frequency (and for some frequencies also on the amplitude) of the imposed periodic compression. This prediction has since been experimentally confirmed (Zhang 200x).

A laboratory experiment (Zhang, Childress, Libchaber and Shelley 2000) involving a flexible filament that flaps in a flowing soap film (like a flag in the wind) has been simulated by the IB method (Zhu 2001, Zhu and Peskin 2002, McQueen, Peskin and Zhu 2001). From a methodological standpoint, this computation is particularly significant because it takes into account the mass of the immersed elastic boundary. Indeed, an important discovery, made first in the simulation and only later confirmed experimentally, is that filament mass is essential for sustained flapping. The computation reproduces the observed frequency of flapping (about 50 Hz), and also the observed bistability of the filament: For the same parameters, different initial conditions can lead either to a flapping state or to a straight, stationary state of the filament.

Several aerodynamic applications of the IB method are well underway. They include sails, parachutes, flags, and insect flight. Airborne seeds (like the maple seed that spins as it falls) are natural candidates for IB simulation, but this has not yet been tried.

10. Conclusions

The immersed boundary (IB) method is for problems in which immersed incompressible viscoelastic bodies or immersed elastic boundaries interact with viscous incompressible fluid. The immersed viscoelastic bodies do not need to be neutrally buoyant in the ambient fluid, and the immersed elastic boundaries do not have to be massless. Indeed, the fluid itself does not need to have a uniform mass density.

The philosophy of the IB method is to blur the distinction between fluid dynamics and elasticity. Both the Eulerian variables that are conventionally used in fluid dynamics and also the Lagrangian variables that are conventionally used in elasticity theory are employed. Upon discretization, these two kinds of variables are defined on a fixed Cartesian grid and a moving
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curvilinear grid, respectively. These grids are linked by a smoothed approximation to the Dirac delta function.

The simplicity of the Cartesian grid for the Eulerian variables facilitates the numerical integration of the Navier–Stokes equations, and the generality of the curvilinear grid for the Lagrangian variables makes it easy to model anisotropic (e.g., fibre-reinforced) elastic material. It is an important feature of the IB method that these two grids are not constrained to relate to each other in any way at all, except that the moving curvilinear grid must be sufficiently dense with respect to the fixed Cartesian grid. A broad range of applications, mostly but not exclusively in biofluid dynamics, attest to the versatility of the immersed boundary method.
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