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Abstract—In high-end motion control systems the real-time
computational platform must execute tasks from multiple control
loops operating at high sampling rates. In recent years tradi-
tional special-purpose platforms have been replaced by general-
purpose multi-processor platforms, which introduce significant
fluctuations in execution times. While considering worst-case exe-
cution times would severely reduce the sampling rates, accepting
deadline misses and assuring that the control system still meets
the desired specifications is challenging. In this paper, we provide
a framework to model and assert the impact of deadline misses
in a real-time control loop. We consider stochastic models for
deadline misses and characterize the mean and the variance of
closed-loop output variables based on a time-domain analysis.
We illustrate the usefulness of our framework in the control of a
benchmark motion control experimental setup and in the control
of a wafer stage in a lithographic machine.

Keywords—Deadline misses, data losses, packet drops, perfor-
mance analysis, stochastic analysis, industrial case study, hybrid
systems, cyber-physical systems, real-time systems

I. INTRODUCTION

igh-performance real-time control systems require a
Htight integration between embedded systems and control
engineering [1]-[4]. This is the case, for example, in the context
of photolithographic systems for the semiconductor industry,
which require nanometer-level positioning precision. These
systems incorporate multiple control loops having very high
sampling rates to meet the desired precision. This imposes strict
constraints on the input-output (I0) delays of a control task
schedule, which should be met by the real-time computational
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platform. Conversely, the design of the controller should take
into account the potential and limitations of the computational
platform.

In the past decade traditional special-purpose platforms have
been replaced by general-purpose multi-processor platforms [5],
mainly due to reasons of cost and flexibility. This replacement
leads to the introduction of significant variability in the task
execution times [6, p. 12]. Dimensioning the platform for
worst-case execution times, is either very costly or results in a
large sample-rate reduction and thereby possibly unacceptable
performance degradation in the context of high-performance
motion control. An alternative is to still use high sampling rates,
but allow task deadline misses, i.e., events where tasks are not
completed within the sampling period, which in general result
in data losses in the control loop. However, deadline misses are
often ignored in the analysis and design of the control loops
because of two main reasons: (i) realistic models of deadline
misses suitable for controller design are typically not available;
and (ii) it is hard to quantify the impact of data losses in
the closed-loop performance with state-of-the-practice control
methods. Although quite some results on the analysis of control
systems subject to data losses are available in the literature, see,
e.g., [7]-[17] and the references therein, these results typically
lead to (asymptotic) guarantees only on (mean square) stability
or quadratic costs and do not immediately provide insights on
various important performance indicators such as overshoot,
settling time, rise time, etc., of the time responses. Clearly, the
latter performance indicators are of high importance for the
controller design and are frequently used in industrial practice
for controller tuning. Besides focusing mainly on stability
guarantees, the analyses in the Networked Control Systems
(NCS) literature sometimes rely on techniques (e.g., LMIs)
that are not so common in engineering practice. In control
engineering practice one often adopts time-domain or frequency-
domain methods (e.g., loop-shaping techniques) for the analysis
and synthesis of control systems. As a result, LMI-based tools
are not so easily embraced by control engineering in industry.
Since deadline misses can significantly degrade the performance
of high-end motion control systems, it is extremely important
to quantify their impact on the control performance in terms
of, e.g., overshoot, settling-time, or rise-time. Understanding
this impact provides important information for (re)designing
the control system and/or the real-time platform.

Motivated by this lack of tools, the objective of this paper is
to develop an analysis and design framework for motion control
systems incorporating deadline misses that (i) provides results
on important performance indicators such as overshoot, settling
time, rise time, etc. and (ii) does connect to the motion control
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Fig. 1. Probability distribution of the completion time. Herein c™" < ¢™ <
™ denote the minimal, modal and maximum completion time, being the
time at which the schedule is finished. Furthermore, h denotes the sampling
period, k € N the counter and 7 is the IO delay. We will often assume 7 = h,
but these might in general be different. In the single hatched region the task
completion time is longer than the specified IO delay and in the doubly hatched
region the task completion time is longer than the sampling period. A deadline
miss occurs if the completion time is longer than the IO delay. Therefore, the
probability of a deadline miss occurring coincides with the area of the total
hatched region.

design methods adopted in industry. In particular, we consider
control-oriented models of deadline misses and propose a
method to assess the impact of deadline misses on the control
performance of high-end motion control systems, motivated by
an industrial case-study for the real-time control of a waferstage
of a photolithographic machine produced by ASML!. We model
the occurrence of deadline misses by random variables resulting
from the uncertainty in the execution times of real-time tasks [6,
p. 249], [18]. Exploiting the techniques provided in [5], we can
obtain the probability distribution of the completion times of
control-related tasks. We assume that control-related tasks start
to be processed immediately after new sensor measurements
are acquired, which occurs at times {kh | k € N}, where h is
the sampling period. If the completion time of the tasks exceeds
the IO delay, denoted by 7 and defined as the time from when
a sensor measurement is acquired up until the time at which
the control signals must be sent to the actuators, a dealine miss
occurs. Using the probability distribution of the completion
times, we can then compute the probability that a deadline
miss occurs as a function of the IO delay 7, as illustrated in
Fig. 1. Considering the stochastic model resulting from these
considerations, we show how to use time-domain techniques
for systems with data losses (see [19], [20]) and the techniques
for Markov jump linear systems (see [21]) to analyze the
impact of deadline misses on the control performance of motion
control systems. Interestingly, our control design framework
can incorporate feedforward signals as well as disturbance
signals, and complements other existing tools such as [2], [22],
[23].

The proposed analysis framework will be applied to two
case-studies. The first case-study pertains to the control of a
fourth order experimental benchmark motion system, used for
educational purposes [24]. The second case-study considers the

control of a waferstage of a lithographic system used at ASML.

We will show how our analysis framework provides important
information for the (re)design of the control algorithm and/or
the real-time platform.

'ASML is the world leading manufacturer of photolithography systems for
the semiconductor industry.

This paper is organized as follows. In Section II the problem
formulation is presented, and we discuss two models for taking
into account deadline misses in a control loop. Section III pro-
vides methods to analyze the models presented in the previous
section. Section IV and Section V illustrate the applicability
of the proposed analysis. Section IV considers a benchmark
motion control experimental setup, while Section V provides an
industrial case-study. Section VI provides concluding remarks.

II. PROBLEM FORMULATION

In this paper we consider industrial high-end motion control
systems in which several control tasks are executed on a general-
purpose multi-processor platform. The main tasks that typically
have to be executed by a control loop are: (i) acquire sensor
data from the IO board; (ii) compute the control inputs for the
actuators; (iii) output the control inputs to the IO board. Due
to the variability on the execution times of the tasks that the
real-time platform must perform (see Fig. 1), deadline misses
may occur in any of these tasks. These deadline misses may
cause data losses in the control loop. This is portrayed in Fig. 2
considering a single-input single-output (SISO) control loop
for which data losses can either occur at the plant’s input or at
the output.

The plant P and the controller Cq, are assumed to be
described by the linear models

zh g = Ay, + Byt + vy), )
yr = Cpah +
and
Thy1 = Aey, + Be(r, — Ur),
up = Cex, + De(r — k), 2

ff fb
Uk = Uy + Uy,

respectively, where 2} € R and z§, € R" denote the state
of the plant and of the feedback controller at time t; := kh,
with h being the sampling period and k£ € N denoting the
discrete time. Moreover, ug’, ug ug and 2, € R™ denote the
output of the feedback controller, the feedforward control input
signal, the control output (sum of the feedback control and
feedfoward control input signal) and the available control signal
at the plant, respectively. The available control input at the
plant would coincide with the output of the feedback controller
in the absence of data losses. We will model shortly how the
two are related in the presence of data losses. The output of
the plant and the available output of the plant at the controller
are denoted by yi and g, € R™, respectively. Furthermore,
v € R™ and 7, € R™ denote the disturbance at the input and
the output of the plant, respectively, at discrete time k£ € N, with
mean p,, € R™ and p, € R™ and covariance ¥, € R™*™
and ¥, € R™ > respectively. In addition, r, € R™ is the
reference signal, at discrete time k£ € N. Finally, the real and
available error are defined as ey := r; — yr and € := ri — Y,
respectively, at discrete time £ € N. For the remainder of
this paper, we assume that for every k € N, r; and ug are
deterministic and bounded signals.
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Fig. 2. P is the plant, Cp, is the feedback controller and ~; € {0, 1} and
05 € {0,1} indicate if data losses occur at discrete time k € N.

A. Modeling data losses due to deadline misses

Data losses can occur in the controller-to-actuator channel
(c-a) and/or in the sensor-to-controller channel (s-c). Consider
for now that data losses only occur in the controller-to-actuator
channel (c-a). When a task misses its deadline there are several
possible scenarios for the processor to proceed. We consider
two scenarios:

1) The processor aborts the control task and the actuator
uses the latest available control output.

2) The actuator uses the latest available control output
(scenario 1) and the processor continues processing the
control task. The computed control output is not used in
the current sampling period, but is prepared and saved
for the next period. As a result, in the event of another
deadline miss in the next period, a more recent control
signal is available.

1) Scenario 1: In this scenario the control task is aborted. As
a consequence, the actuators hold their previous input values. If
we assume that the controller has a single output, this behavior
can be captured by

g = (1 — ) lUg—1 + Ve, ©)

where v equals zero if data losses occur and one if no data
losses occur at discrete time k € N. Herein, v := {7 | k € N}
is a discrete-time stochastic process for which we adopt the
following assumption.

Assumption 1 The discrete time stochastic process <y is in-
dependent and identically distributed (i.i.d.), i.e., for every
ki,ka € N with k1 # ko, vk, and -y, are statistically
independent random variables with a common probability
distribution.

As a result, the probability IP [y, = 1] = p,, does not depend
on k. In particular, « is a Bernoulli process, which is a special
Markov chain as depicted in Fig. 3 and described by a transition

matrix
P, = [pw

where the entries of the first column indicate the proba-
bilities P[yx+1 =1 | 7% = 0] and P[yx+1 =1 | 7% = 1] and
the entries of the second column indicate the probabili-
ties P[yx+1 =0 ] v =0] and P[yg41 =0 | 7% = 1]. This
Bernoulli process is able to model data losses at the plant’s
input. In a similar fashion, data losses can be modeled at the
plant’s output. To model these, we use

I = (1 — 0k)r—1 + OxYs, 4)

where, as before, 0, equals zero if data losses occur and equals
one if no data losses occur at discrete time k£ € N. Likewise,
0 is a Bernoulli process corresponding to the chain with a
transition matrix Py of the following special structure

po 1 —Dpo
P =
0 [pe 1 - pe} ’

where py denotes P [0, = 1].
We introduce the mode o}, to indicate combinations of data
losses that occur at discrete time k£ € N, as

Lif (e, 0k) = (1,1

2 if (7, 0k) = (1,0),
3 if (v, 0k) = (0,1),
4 if (9, 0k) = (0,0).

Similar to « and 6, o is a Markov chain. Its transition matrix
is obtained by the Cartesian product of the two Markov chains
of yand 0, ie., P, = P,® Py, where ® denotes the Kronecker
product [25]. Note that the proposed model for scenario 1 can
be easily extended to capture MIMO systems as well. In fact,
in section II-B we will provide the complete model for the
MIMO case where each entry in the plant’s input and each
entry in the plant’s output satisfies a model as in (3) and (4),
respectively.

2) Scenario 2: In contrast to scenario 1, in this scenario a
control task is not aborted when it exceeds its deadline. This
behavior can be caused by a static-order task scheduler, which
schedules the tasks in a certain order after which the tasks
cannot be deleted or stopped.

A consequence of this scenario is that a finite number of
control values need to be memorized in the model up to a certain
horizon ng, which is the worst-case number of consecutive
deadline misses, assuming it is finite. This behavior can be
captured by

b

&)

O =

Up, if ¢, = e1, no lag
ugp—1 if Y = eg, 1 sample lag
Uy =
Uk—pn, Iif Y = ey 41, ng samples lag,

where 1y = [Y1k Ung+1,k] € {e1,...,ep41} indi-
cates which input is applied to the plant; e; denote the vector
of the standard basis in R+ eg,eo=[0 1 0 --- 0].
In particular, when v, = e;, up = ug—_;+1 is applied. The
available input at the plant can now be described by the
following linear model

U

e = Ay {fj]jﬁj Lk =k [ ] : (©)

Uk—1

No data-loss data-loss

1—py
Dy 1—py
Dy

Fig. 3. Markov chain modeling the i.i.d. process 7.
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No sample lag

1—py
> i-n
Py
Ug—1

Uk

1 sample lag

Fig. 4. Markov chain modeling the case of one sample lag.

where
1 - 00
A= | 0 GR(nﬁ+1)X(nﬁ+1)’
0 --- 1 0
and p_; = [uk_1 uk_nﬁ]T € R™ is a vector of

previously computed control outputs.

In the industrial case-study of Section V, we focus on at most
1 sample lag, i.e. ng = 1. However, as indicated above, higher
values for ng can be described as well. Assuming again that
the data losses resulting from deadline misses are independent,
we can model this particular scenario using a Markov chain
as illustrated in Fig. 4. Hence, we obtained a Markov chain
similarly to scenario 1, which is able to model data losses in
the c-a channel.

The s-c channel and also MIMO systems can be studied by
direct extensions of these ideas.

B. Markov Jump Linear System Model

The closed-loop system (see, e.g., Fig. 2) can have different
modes due to data losses, see (5). These mode switches are
governed by the discrete-time stochastic process o. A crucial
step in our analysis is to note that, when the stochastic process
o is a Markov chain, the closed-loop system can be described

by a discrete-time Markov Jump Linear System (MJLS) [21].

A discrete-time MJLS is a class of models taking the general
form
Pr+1 = My, pr + Ny, wi

7
Vi = Qny P + R wi ™

where pg, vk, wy denote the state, output and input signals,
respectively, and 7, € M is described by a Markov chain
taking values in a finite set M with transition probabilities
Pj; =P(mp41 =1 | mp = j] for i, j € M. We show next how
to model the closed-loop system with deadline misses by a
MIJLS, with: (i) the state p incorporating the plant and controller
states and auxiliary states; (ii) 7 coinciding with the stochastic
process o; and (iii) wy and vy being the external inputs and
output of the closed-loop system, respectively. We also specify
next the matrices appearing in the model (7).

We consider here for reasons of generality a MIMO system
assuming that each entry of the plant’s input and each entry of

the plant’s output satisfies a model as in (3) and (4), respectively.

Naturally, it can also happen that certain entries in the plant’s
output and plant’s input are gathered in one node and all of

them miss the deadline or all of them do not miss the deadline.

However, here we consider that each entry can have a deadline

miss independently of the other entries. In this case assuming
the behavior as in scenario 1, the closed-loop system, consisting
of (1) to (5) leads to

£k+1 = Aakfk + Bakrk: + Eakug + G(Tkwk)

\ ®
Cr = Cor &k + Doy i + Fopult + Hywy,

where &, := [1;2 Ty k-1 ﬁ;;,l]T, Cr := yx is the output
of the plant and wy, := [V, 7j] . The matrices for the state
equation are

A, — B,LD.OC, B,LC. —B,LD(I—©) By(I-T)
A —— _Bc@Cp Ac _BC(I - @) 0
o = ac, 0 (I-0) 0 ’
_EDc@Cp EC(. _EDC(I - @) (I - E)
B,L'D, Bl B, —B,[D.©
P — BC o— 0 [ 0 _B(,Q
Bo=\| ¢ |, Be=1| | Ga=|y o |
LD, L 0 -LD.O
where ¢ € {1,...,2m"™} T € {diag (7',...,7™) | 7' €

{0,1}} and © € {diag(¢',...,60™) | ¢' € {0,1}}. The
matrices for the output equation depend on the output of interest.
For example, if we are interested in the output of the plant yj
we have

Co=[C, 000, Dy:=0, Fy,:=0, Hy:=1[0 I

and if we are interested in the error y; — r; we have

Co:=1[C, 0 00, Dy:=-1I, Fy:=0 Hy:=1[0 I

Note that in this case the matrices Cy, Dy, F; and H, do not
depend on the mode o, but for reasons of generality we allow
Cy, Dy, Fy and H, to depend on ¢, as well. For instance,
if the output (; of (8) is chosen as wuy, then these matrices
depend on ¢.

Due to the assumption that each entry of the plant’s input
and plant’s output follows its own Bernoulli-type model
(independent of the other entries), we have that each of the
modes o € {1,2,...2™%™} has a probability p, of occurring
(which is independent of time, or what happened at the previous
time step). This is basically the modeling setup we will be
working with in this paper, which is a special form of a MJLS.

Also in case of scenario 2, a similar special form of a MJLS
can be formulated.

III. ANALYSIS

The analysis of a motion control loop in industrial practice
is often pursued by either using time-domain or frequency-
domain techniques for time-invariant systems. The time-domain
analysis evaluates the output responses to reference signals of
interest, e.g. step functions, via simulation and is concerned
with properties such as settling time, rise time, overshoot,
etc. The frequency-domain analysis relies typically on Bode
plots of (complementary) sensitivity (transfer) functions [26]
to determine how the closed-loop tracks desired input signals
and rejects disturbance signals.

However, the model (8) that we have obtained to capture
deadline misses in the control loop is in general a time-varying
model, for which such time-domain and frequency-domain
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techniques are not available, as they rely heavily on the property
of time-invariance. In fact, concepts such as step responses
and sensitivity plots [26, p. 151, 279] are only useful or even
applicable to time-invariant models, which is a condition not
satisfied in our setup of Section II-Al and Section II-A2 if
deadline misses would occur.

In this section we present an approach which still allows to
define concepts as step responses for the system of interest. To
this effect, we exploit the stochastic structure in (8), i.e., the
fact that the data losses caused by deadline misses are captured
by a MILS [21].

Key to our analysis is to notice that for such models, the
statistical moments such as the mean and the variance are
described by time-invariant systems. This enables us to provide
similar techniques for the considered class of models (8) as for
time-invariant systems. Although, recently a frequency-domain
analysis for time-varying systems as in (8) has been developed
in [19], [20], in this work we focus on time-domain techniques
for reasons of compactness.

We introduce the following definitions pertaining to the
matrices A, and B, in (8), which exhibit 1 to NV different
modes, i.e., o € {1,2,..., N}, according to the Markov chain
o described by a transition matrix P,:

A= ]E[Ao] = Zf\il pzAw
A=E[A, ® A,] = S pi(Ai ® Ay).

Herein, E[ - | is the expectation operator and p; = P[0}, = i].
In addition, for A and B of appropriate sizes, let T be the
unique matrix such that TA ® B = B ® A. Then, we define

N :=E[A, ® By + B, ® A,T]
= sz\il pi(A; ® B; + B; ® A;T)

We assume the following stability notion, typically consid-
ered for MILS [21, Ch. 3].

Assumption 2 The (unforced) system (8) with v, = 0 and
uZ =0 for all k € N, is mean square stable, i.e., for every &,

The MJLS is mean square stable (MSS) iff A is Schur [21,
p. 36], i.e., all eigenvalues \; of A satisfy |\;| < 1.

Consider the MJLS in (8). As we show next, although the
system is time-varying, the expected value and the second
order statistical moments of the state, can be described by
linear time-invariant systems. Let vec (A) be the vectorization
operation as defined in [25, p. 60] for square matrices, and let
its inverse be defined by vec™! (vec (4)) := A.

Theorem 1 Consider the MJLS in (8) and suppose that
Assumptions 1 and 2 hold. Then
Bry1 = ABy, + Bri. + Bul, + Gy

_ _ e )
ar = CPy + Dry + Full + Hin,

where [, = E[{“k] is the expected value of the state, oy =
E [Ck} is the expected value of the output and [1,,,, = [uf, ,u,ﬂ ’

is the expected value of wy, and A is a Schur matrix. Moreover,
the covariance of the output (. is given by

covar ((x) = E[ (Ck - E[Ck]) (Ck - E[Ck])T]v
= E (] — arag,

where E[gkgg] = vec™! (pr) and oy, = E[Ck®gk] is obtained
in terms of ¥ = E[fk ® 5;.3] as follows

(10)

p1 = AV + Blry, @ ) + E(d @ ul]) + G%,,
+ NG(Be @ 1) + N (B @ ) + N&(Bre ® piuy)
+ N (rk @ ull) + NE(rk ® i)
+ NE(] @ prn)

or = CO% + D(rp @ 11,) + F(ul @ ull) + HS,,,

+ NG (Br @ i) + NG (Br @ ull) + NG (B ® piun)
+ N2 @ul) + N5 (ri @ i)
+ N (e, @ pn),

1)

where 3, = diag (X,,%,) = B 2

0%,

Proof: Equation (9) can be obtained by taking expected
values in the state equation in (8) and using the fact that
E[As.&k] = E[A,, |E[£]. This latter property follows from
the fact that E[¢] is only a function of the random variables
Ok—1,0k—2,... which are independent of o due to Assump-
tion 1. The statement that (9) is stable in the sense that A is
Schur is a consequence of Assumption 2 and follows from the
fact that E[fk]IE[gk]T < E[fkg]. That is, when the variance
converges the expected value converges as well, i.e., when A is
Schur than A is Schur as well. The equations for the variance
can be obtained by using the properties of the Kronecker
product and appealing again to Assumption 1 in a similar
fashion to the argument used to obtain (9). [Opt]1.3ex1.3ex

The LTT systems (9) and (11) provide us the means to infer
information about the behavior of the time-varying system
(MILS) (8) in terms, of the first and second moments and thus
also the covariance of the output (; (10). This gives valuable
information about the behavior (e.g., step responses) of the
system by using classical tools for LTI systems. In a similar
manner also information about higher order moments can be
obtained, if needed. Note that this analysis can be carried out
when different reference signals are applied (e.g, sinusoids,
triangle, square or periodic signals). For each signal we can
quantify if the data losses lead to acceptable performance
degradation in terms of the time-responses. It is also possible
to perform a frequency-domain analysis, as proposed in [19],
and reason in terms of this analysis on the behavior of the
output to any reference signal, in a similar fashion to the
frequency-domain analysis for LTI systems. However, we do
not pursue this analysis here for the sake of brevity. From this
frequency-domain analysis we can also conclude that the data
losses do not affect steady state errors, i.e., the asymptotic errors
obtained when the input signal becomes a constant, possibly
after a given time. This means that the asymptotic variance
of the output response to a constant signal is zero and the
asymptotic expected value coincides with the steady state value
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J2

(b) Schematic of the dynamical model.

Fig. 5. The PATO system.
obtained in the absence of data losses (see [19] for further
details).

In the next two sections we illustrate the usefulness of the
proposed methods for two relevant case-studies.

IV. ACADEMIC CASE-STUDY

The PATO system is a dual rotary fourth order SIMO motion
system. It consists of two loads, which are connected to each
other by a thin, flexible bar. One of the loads is directly
connected to the motor and two encoders measure the rotation
of each load. The physical system and a schematic of the
dynamical model are shown in Fig. 5.

The dynamics of the PATO system are described by
Jlfi'l = C(I’Q - 1’1) + d(lL’Q — 1'1) + u,
Jalg = c(x1 — x2) + d(E1 — Z2).
Herein, J; and J; are the moments of inertia in [kg m?] of the
two loads, d is the damping factor in [N ms] and c is the spring
constant in [N m]. We will focus in this study on controlling the

first load. This results in the continuous time-invariant model
described by

iP(t) = ApaP(t) + Bpu(t)
(12)
y(t) = CpaP(t),
where ¢ € R>( and
0 1 0 0 0
A = _C/Jl _d/Jl C/Jl d/Jl B 1/J1
P 0 0 0 1 [t 0 ’
C/J2 d/JQ 7C/J2 7d/:]2 0

Cy=[1 0 0 0.

By a three-point frequency measurement [27, p. 11] the
frequency response of the system was first obtained. The model
(12) was then fitted in the frequency domain, leading to the
parameters

Jy:= 245611074, J; 1= 2.4642 - 1074,
d:=7.7954-10"* and ¢ := 16.069.

A controller was designed such that the closed-loop system has
a bandwidth of approximately 10 [Hz]. It consists of the series
of a lead-lag controller, with transfer function having a zero at
3 Hz and pole at 30 Hz and with gain 0.05, and a second order

notch filter described by the transfer function %ﬁ% where
2:P2

np = eSS+ ags+land fi =57, f, = 58, B1 = 0.01,
B2 = 0.1. The feed-forward control input signal is set to zero.
Both the PATO model and the controller are discretized using
the bilinear (Tustin) method [28] with a sampling period of
h =1 [ms], leading to the plant and controller models (1) and

2).

Remark 1 The setup has a limited control input range and as
a result, the control effort is saturated. This causes non-linear
behavior, which is not captured by our model. As a consequence,
we designed our controller such that the control effort stays
within the boundaries of the saturation. Furthermore, the setup
is under the influence of other non-linear phenomena such as
quantization and coulomb and viscous friction.

We investigate the behavior of the PATO system with
emulated data losses in the c-a and s-c channels corresponding
to the behavior described in scenario 1, see section II-A1. Hence,
ny = 1 and ny = 1 result in 2! = 4 modes. Fig. 6a and
Fig. 6b show the results for 250 simulations and experiments
for the case where a step function is applied as a reference. On
top of the simulation and experimental results the analytically
computed expected value E [yk] and standard deviation oy, are
shown using the methodology based on (9) and (11) described in
Section III. Fig. 7 shows the analytically computed variance and
the variance computed based on the results from the simulation
and experiments.

From Fig. 6a, with data losses in the c-a channel, we observe
that the simulations of the model closely follow the results,
which we obtained analytically. The experimental results show
the same behavior, although, the results seem to be more
concentrated. This is verified by the variance given in the left
plot of Fig. 7. Looking at Fig. 6b, in which data losses occur
in the s-c channel, both the model and the experiments closely
follow the results that we obtained analytically. In addition,
from Fig. 6 we observe that data losses, which occur in the
c-a channel have a more significant impact on the responses
than data losses, which occur at the s-c¢ channel.

Looking at the left plots of Fig. 6a and Fig. 6¢, which show
the simulation results for 25%, 50% and 75% data losses,
it is clear that an increase in the deadline miss probability
increases the uncertainty in the output responses to deterministic
inputs such as steps responses. The proposed analysis allows
to quantify this impact of the deadline misses on the output
response. In this specific experimental study one can conclude
that 25% of data losses does not degrade the output responses
significantly when compared to the case where deadline misses
are absent. However, the degradation of 50% data losses is
quite notorious and a degradation of 75% data losses is not
acceptable. Using our methods we are able to quickly determine
the impact of data losses. As a result, we are able to assess,
for instance, the overshoot as a function of the probability that
data losses occur in the c-a channel and the sampling period,
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(a) 50% chance of data losses in the controller-to-actuator channel, i.e.,
Py, = 0] = 0.5 and P[f, = 0] = 0.

Simulation Experiment

Position [rad]

0.1 0.15 0.2 0.1 0.15 0.2
Time [s] Time [s]

(b) 60% chance of data losses in the sensor-to-controller channel, i.c.,
Py, =0] =0 and P[¢), = 0] = 0.6.

25% data-losses 75% data-losses

1.5

Position [rad]

0.5

0.1 12 I 0.2 0.1 0.2 0.3
Time [s] Time [s]

(¢) Two simulations for 25% and 75% chance of data losses in the controller-
to-actuator channel.

Fig. 6. Step response of the PATO system and its model for 250 simulations,
250 experiments and its analytically computed expected value E[yk] and
standard deviations o.

the result of which is a 3D-plot Fig. 8. Indeed, based on Fig.1,
we can also plot the probability of data losses as a function of
the sampling period (solid line in 8). The area underneath the
probability distribution in Fig. 1 defines the probability that
data losses will occur. By plotting the probability of data losses
as a function of the sampling period on top of the 3D-plot

Analytic ---- Simulation Experiment

50% data-loss at input 60% data-loss at output

1072 1073
61— T T T
2 — —
T 4 2 '-
8
g
£ L \ |
| A \/
0 J s STAVAWIN P | |
0.1 0.15 0.2 0.1 0.15 0.2
Time [s] Time [s]
Fig. 7. Comparison of the variance computed analytically, by the model

simulations and by the experiment results. Left plot corresponds to 50% chance
of data-losses at the controller-to-actuator channel. Right plot corresponds to
60% chance of data-losses at sensor-to-controller channel.
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Fig. 8. Percentage of the expectation of overshoot, shown in a heat-plot, as
a function of the probability of data losses occurring in the c-a channel and
the sampling period. On top, the probability of data losses as a function of
the sampling period is plotted, which is obtained from Fig. 1.

Fig. 8 we are able to identify which sampling period is to be
chosen to achieve the largest performance (expressed in terms
of smallest overshoot here). This demonstrates how our tools
can be used effectively in the determination of the sampling
period, even though data losses occur. A traditional design
in this case would choose a sampling period conservatively
to avoid data losses which would correspond to a sampling
period of 1.6 [ms] just to be able to apply classical LTI design
techniques. Clearly in terms of percentage of overshoot this
is not the optimal choice and by using our new methodology,
which is still based on LTI analysis techniques, much better
designs and selection of the sampling period can be obtained.

V. INDUSTRIAL CASE-STUDY

ASML Holding N.V. [29] is the world leading manufacturers
of photolithography systems for the semiconductor industry.
These machines have extremely high requirements regarding
accuracy and throughput. Fig. 9 shows the schematics of the
system and its main components.

One of the critical components of the system is the wafer-
stage, a platform, which transports a silicon wafer in the
system during exposure. The waferstage consists of the long
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stroke and the short stroke. While the long stroke has a
positioning accuracy of micrometers, the short stroke has a
positioning accuracy of nanometers, which is required for the
photolithography process. Both the long and the short stroke
have six degrees of freedom - the position along the three
spatial axis, which we denote by x, y, z and 3 rotation angles
around each axis, which we denote by I, R,, R., - and are
controlled by multiple processors. The processors communicate
with multiple IO boards, which are connected to a number of
sensors and actuators.

Fig. 10 illustrates a control application and the mapping on
a multi-processor execution platform. The control application
consists of a number of tasks, which are scheduled on the
processors. The task schedule is divided into two sets of tasks:
1) critical tasks that have to be executed before the specified
IO delay, and ii) non-critical tasks that perform preparatory
work for the next sampling period. The IO delay as well as
the sampling period of the system are specified as 7 = h = 50
[us], i.e., control loops run at 20 [kHz].

The system uses a static-order task scheduler and the

task scheduling is computed when the system is initialized.

Therefore schedules are always fully executed and tasks in
these schedule cannot be aborted. As a result, the task schedule
of the next period can be influenced by the previous period if
deadlines were not met, i.e., tasks had a longer execution time
than expected. This behavior coincides, assuming that only 1
sample lag is possible, with the behavior described by scenario
2 in section II-A.

Because ASML is able to derive a probability distribution
for the completion time of the task schedule we are able to
use our presented methods and investigate how deadline misses
affect the ASML system. For our industrial case-study we will
focus on the short stroke of the waferstage with data losses in
the c-a channel.

ASML has several performance criteria for their control

Light beam

Reticle

{ L] —H\ Short stroke
! ;l"‘\ Long stroke
T

7777777 o1
Reticlestage

———— Lens
Wafer

Short stroke

i Long stroke

L..

Fig. 9. Schematics of a photolithography system and its main components
[30]. Light passes through a mask, reticle, a lens and onto a die on the silicon
wafer. Both reticle and wafer are positioned by accurately controlled stages
that perform repeated scanning motions while exposing subsequent dies.

systems, including overshoot and settling-time in the time-
domain and gain-margin, phase-margin and modules margin in
the frequency-domain [26, p. 151, 279]. Besides these common
performance criteria, ASML also uses the moving average error
(MA) as an important performance criterion. This is defined
by M Ay := ZZ].V;Ol w;er—;, where N is the window size, w;
is the weight associated with the error ej_; at discrete time
keNand i€ {0,1,...,N —1}. The MA is only calculated
during the photolithography process, e.g., during the exposure
of a die. In this time span the error must be in the nanometer
range. The short stroke performs repeated motions trajectories
over the wafer. Fig. 11 shows the repeated motion trajectories
of the short stroke and the window for the settling-time, the
window in which the exposure of a die takes place and the
window for which the calculated MA should be small, meaning
that the MA is computed continuously, although its values only
have importance in this window. By formulating the MJLS (8)
from the reference to the error we are able to compute the
expected value of the error. Because the MA filter is linear we
are able to compute the expected moving average error, that
is, E[MA;] = E {Z;’:}} wier—i| = Y0 wiB[es_,]. The
short stroke is modeled by a MIMO state-space system, which
has 93 states and the controller has 82 states. Both have 6 inputs
and 6 outputs. The linear controllers where designed based on
loop-shaping techniques to meet the desired specifications. The
frequency response of the open-loop and sensitivity transfer
functions from the first input to the first output pertaining to
the control of the z-axis are depicted in Figs. 12a and 12b,
respectively. The requirements for the sensitivity frequency
response are also depicted in Fig. 12b.

Together with the 6 states required to model data losses in
the c-a channel, this brings a total of 181 states of the MJLS
resulting model. The system, which computes the expected
output (9), has the same number of states, while the model,
which computes the variance of the output (11), has 181-181 =
32761 states. Some elements from the state matrix of the plant
A, or the controller A are very small. This caused numerical
problems when computing A. As a result, we were not able to
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. \ I i .
: \ | /
N | ’ .
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\ | /
\ | !
Y v ¥ Y ] ¥
Processor 1 Communication Processor 2
Network
Execution
Platform
10 Board 1 10 Board 2

Fig. 10. Control application mapped on execution platform. Note that there is
no mapping from the sensors, or actuators, to the IO boards since the mapping
which sensor, or actuator, is connected to which 10 board is already priori
known.
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Fig. 11. Trajectory of the short stroke, along with the windows for the

settling time (solid dark gray), exposure (solid light gray) and moving average
(dashed).

compute the variance of the system. No numerical problems
were observed when computing the expected output.

The time-domain simulation of the short stroke consists of
two separate simulations: i) horizontal simulation in which
only the z, y and Rz axis have a setpoint and z, Rz and Ry
are set to zero and ii) vertical simulation in which only the
z, Rx and Ry axis have a setpoint and z, y and Rz are set
to zero. The vertical simulation pertains to the case where the
system has to compensate for small height differences of the
wafer. The simulations are performed separately to asses their
contributions to the overall error. This is necessary because the
horizontal movements affect the vertical movements and vice
versa. In the discussion below we will focus on the error caused
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(a) Frequency-response of the open-loop transfer function.
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(b) Frequency-response of the sensitivity transfer function.

Fig. 12. Frequency-response of the open-loop and sensitivity transfer function
from the first input to the first output of the plant pertaining to the control of
the degree of freedom .

by the horizontal displacement and only show the results of
the z-axis for reasons of compactness.

Fig. 13a shows a simulation of the short stroke for the
given trajectory along with the feedforward and the feedback
controller but without any data losses. When comparing
Figs. 13a and 13b, observe that data losses in the feedback and
feedforward controller combined are far more severe than data
losses from the feedback controller only. When we focus on the
control system without the feedforward controller (Fig. 13b), we
can notice that in the plot with 50% data losses the mean from
the simulations and likewise the moving average error coincide
with the analytically calculated mean and the analytically
calculated moving average. The same results were observed
when we had 100% data loss, i.e., when the system, without
feedforward, lags one sample behind every period. We also
investigated the behavior of the system when applying scenario
1, instead of scenario 2, in which case the system behaves
very similarly for 50% data losses. Even at 80% data loss the
system behaves similarly. However, at approximately 85% data
loss the system, exhibiting the behavior of scenario 1, becomes
unstable.

From the results we conclude that the performance of the
short stroke is highly affected by data losses when they occur



IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS

in the feedforward path. This was also verified by performing
simulations in which only the feedback controller was affected
by data losses and the feedforward was not. In fact, for both
scenario 1 and 2 with 50% data losses in the feedback controller
the behavior is very similar to that of the system without
any data losses. Hence, the responses are hardly influenced
by up to 50% data loss in the feedback path and no data
losses in feedforward path. This may also lead to an approach

on how to cope with deadline misses that causes data losses.

Assuming that the feedforward is computed before the feedback,
it would be possible to send the new feedforward with the old
feedback to the actuator. When the deadline of the control
tasks, which compute the feedback control, are met the data
will be overwritten by the new feedforward combined with
the new feedback. If the deadline is missed, the IO board
still has a control signal (using the pre-computed feedforward
value), which gives better performance than using merely the
old control signal. In addition, because data losses hardly affect
the feedback controller, it may be beneficial for ASML to do
research in multi-rate control in which the feedback controller
has a lower sampling frequency as opposed to the feedforward
controller. This reduces the number of computations, which
have to be carried out by the real-time platform, which would
lead to less deadline misses and a cost reduction since fewer
processors are needed.

In this section we showed how our proposed methods apply
to an industrial case-study and how valuable information could
be obtained. For instance, we were able to show that data losses
with respect to the feedforward controller are far more critical
to obtain nanometer precision than data losses with respect to
the feedback controller.

VI. CONCLUSION

In this paper we have presented an analysis and design
framework for real-time control systems subject to data losses.
The framework consists of i) two basic models, to capture
data losses as a consequence of deadline misses in a real-
time control system, and ii) analysis techniques, which are
used to analytically compute the mean and the variance of
responses in the time-domain of systems that are subject to data
losses. We have demonstrated the usefulness of our methods
on an experimental case-study in which we performed both
simulations and experiments. Furthermore, we applied them to
an industrial case-study in which we have determined that data
losses in the feedforward controller are more severe than in the
feedback controller. In the industrial case-study we proposed
two possible solutions to cope with deadline misses that are
identified as highly favorable.

In the future we want to extend our methods to suit more
general models. These include models for which Assumption 1
does not necessarily hold, models with delays (see, e.g.,
[31]-[33]), multi-rate sampling ([31], [34]), general nonlinear
systems based on fuzzy dynamic models [35], and time-varying
sampling periods ([36]).
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(a) Simulation in which data losses occur in both the feedback and feedforward
c-a channel.
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Fig. 13. Time response of the short stroke with and without feedforward
controller and data losses modeled using scenario 2, respectively.
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