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Abstract
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1 Introduction

Recent theories of firm dynamics emphasize the role of financial frictions as determinants of

firm entry and exit in industries with high turnover rates. Testing these theories is difficult

due to the lack of detailed financial data on small, private firms. Using a unique data set that

includes detailed balance sheet and tax information, this paper considers a cohort analysis

of the post entry performance of new entrants in Canadian manufacturing from a financial

perspective.

Traditionally, economists view entry and exit as serving an equilibrating role for indus-

try dynamics in the absence of any barriers. However, literature surveys by Geroski (1995),

Sutton (1997), and Caves (1998) have shown that entry and exit is more complicated. In par-

ticular, Dunne, Roberts, and Samuelson (1988) find a high correlation between entry rates

and exit rates across manufacturing industries. Industries experiencing high entry rates also

have higher exit rates.

There have been a number of theoretical models offered to explain the industry dynamics

consistent with firm exit shortly after entering an industry. Firm heterogeneity plays a role

in all explanations. For example, Jovanovic (1982) constructs a model in which a firm learns

about its quality, and hence its ability to compete, only through production. Thompson

(2005) illustrates this mechanism using data from shipbuilding firms. Those firms learning

they are among the most productive survive, while those who learn that they are less produc-

tive exit. The shake-out period sees only the fittest surviving. Hopenhayn (1992) generates

market turnover of firms through productivity. In Hopenhayn’s framework, a firm’s pro-

ductivity evolves over time through a known Markov process. A series of bad draws leads
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to exit. Alternatively, recent literature by Cooley and Quadrini (2001), Cabral and Mata

(2003), and Albuquerque and Hopenhayn (2004) find that a firm’s post-entry experience

depends on both its productivity and financial resources. High levels of debt may constrain

a firm’s activities, as Myers (1977) illustrates. Lack of financial resources limits a firm’s

activities, while deep pockets allows a firm to overcome initial setbacks and startup mistakes.

T2-LEAP, a unique firm level database combining information from the Corporate Tax

Statistical Universe File (T2SUF) with Longitudinal Employment Analysis Program (LEAP)

database, allows us to analyze post entry performance of nascent Canadian manufacturing

firms from a financial perspective. We examine the role of initial financial state, initial pro-

ductivity and initial size while controlling for time varying effects associated with tariffs and

exchange rates, and unobserved heterogeneity across firms. Successive entry cohorts of firms

between 1985 and 1996, inclusive, make up our sample.1

The paper makes the following three contributions to the literature. First, we perform

a non-parametric and parametric decompositions of the data. The non-parametric decom-

positions examine overall changes in variables across entry cohorts occurring with age. Dis-

tributional changes occur because of two main reasons: (i) within firm changes over time

and (ii) compositional effects due to exit. The paper focuses on the relevance of initial

firm level conditions for new firm survival. Two non-parametric decompositions provide un-

conditionally analysis and indicate surviving cohort firms at age one are larger, have lower

leverage and are more productive than exits. Using this information, a Cox proportional

1Other countries with comparable new manufacturing firm survival studies include: United States, see
Dunne, Roberts, and Samuelson (1989) and Audretsch (1991); Canada, see Baldwin, Bian, Dupuy, and
Gellatly (2000), Germany, see Wagner (1994) and Boeri and Bellmann (1995); Italy, see Audretsch, Santarelli,
and Vivarelli (1999); Greece, see Fotopoulos and Louri (2000); Spain, see Segarra and Callejon (2002);
Portugal, see (Mata and Portugal (1994) and Mata, Portugal, and Guimaraes (1995).
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hazard model provides a parametric analysis to determine conditional effects of these vari-

ables. The parametric analysis decomposes the log-likelihood from various models estimated

to evaluate the contributions to entrant hazard from observable firm specific effects, industry

variables, time varying trade and exchange rate variables, and unobservable effects related

to industry and location of individual firms. The decomposition of the log-likelihood reveals

that firm-specific effects and unobserved heterogeneity are the major determinants of the

hazard rate (about 80 to 95 percent). Unobserved heterogeneity accounts for about 30 to 60

percent of the log-likelihood while firm-specific effects account for between 20 to 70 percent.

Time-varying and industry effects account only for about 5 to 20 percent. The impact of un-

observed heterogeneity is reduced for post-1988 cohorts suggesting that more homogeneous

firms are entering the market during that time.

Second, we analyze the role of firm-specific financial balance sheet characteristics relative

to new firm duration. Following theoretical models of firm dynamics, a firm’s exit hazard

rate is allowed to depend on both its productivity and financial resources. Hence we measure

the importance of what Zingales (1998) calls “Survival of the fittest or the fattest?” on the

post-entry performance of these new firms. More specifically, we explore nonlinear effects of

initial firm leverage (debt-to-asset ratio) on a firm’s duration and find that firms with high

levels of leverage, controlling for factors such as productivity and size, face an increasing

failure risk with a rise in leverage. Firms with low to moderate levels of leverage have a

negative relationship between debt-to-asset ratio and hazard rate. Within the likelihood

decompositions, leverage and accounting for nonlinear effects related to leverage provide the

biggest contribution to the likelihood for the firm level variables.

As a third contribution, entry cohorts are analyzed at different times in the business
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cycle. We do not pool cohorts for two reasons. First, by employing a cohort analysis we are

able to identify cohort specific effects related to the control variables. Lee and Mukoyama

(2008) find entry rates are procyclical while exit rates tend to be acyclical. This finding sug-

gests timing matters in the entry decision of a firm. Thus, firms entering at different times

should be treated differently since macroeconomic conditions and the level of competition

from other entrants vary with year of entry. The second reason is that our econometrics

model requires proportional regressors. Violation of the proportionality assumption occurs

with pooled analysis. Therefore, the cohorts are treated individually. The analysis identifies

conditions (initial size, productivity, level of leverage) under which firms that enter in dif-

ferent years are successful.

The rest of the paper is organized as follows. Section 2 presents the data. Section 3

discusses the patterns of entry and exit. Section 4 looks at decomposing variable changes

over time across entry cohorts. Section 5 presents the econometric methodology and model

specification. Section 6 discusses the results and section 7 concludes.

2 Firm and Aggregate Data

2.1 T2LEAP: Firm Level Data

The firm-level data used in this study comes from the T2-LEAP database maintained by

Statistics Canada. This database was created through the merging of two administrative

databases; employment information from the Longitudinal Employment Analysis Program

(LEAP) is linked to financial records from the Corporate Tax Statistical Universe File

(T2SUF). A firm is incorporated if it files a corporate (T2) tax return. T2-LEAP uses

a business registry number (BSNUM) to track all incorporated firms operating in a given
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year. The data effectively covers the universe of incorporated Canadian firms hiring work-

ers. The T2-LEAP database contains firm details from 1984 until 1998. A partial reporting

problem in the first and last years restricts the usable period as 1985 to 1997.

Given that the paper looks at post-entry performance through new entrant’s exit and

survival patterns, we need a clear definition of when entry and exit occur. Birth year is

measured as the first year in which a firm both hires employees and files a corporate tax

return. The birth year is unknown for those firm existing in 1984. A firm’s exit occurs in

the first year when the firm does not both hire workers (LEAP measure of exit) and file a

tax return (T2 measure of exit) status. The firm is removed from the database for all years

following its exit. We do not observe the exit year of those firms still existing in 1998. The

unique BSNUM each firm receives ensures that exit and re-entry does not occur. 2

The paper uses the following firm level information available in the T2-LEAP database:

annual measures of a firm’s employment, sales, assets, and equity. Average Labour Units

(ALU) measure a firm’s yearly employment. ALUs are calculated by dividing the total annual

payroll of an enterprise by the average annual income for a worker in the relevant industry

(SIC) (j), province (k), firm size class (l), and time (t) or ALUit = total payrollit/w̄jklt.

This definition means that the reported ALUs for a given firm can be thought of as the

number of standardized employees working for a firm in that industry, province, size class,

and year. A firm’s sales, assets, and equity are in terms of book value and are deflated using

the consumer price index (CPI). Balance sheet protocol dictates that the value of a firm’s

assets must equal its liabilities (Assets = Debt + Equity). A firm’s debt is calculated using

2For example, a name change by a firm will not be recorded as an exit and entry since the BSNUM does
not change for this firm.
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the deflated values of its assets and equity.

Each firm is classified by a three-digit Standard Industry Classification (SIC) code. The

paper only considers manufacturing firms. Tobacco firms are dropped from the analysis

due to lack of entrants in this industry, only 8 and 12 firms are in this industry for the

period considered. The following generated variables are calculated using the firm infor-

mation: Leverage (debt-to-asset ratio or dait = Debtit/Assetit), and labour productivity or

(ynit = Salesit/ALUit).

2.2 Aggregate (Time-Varying) Data

T2LEAP covers a period of time when significant changes occurred in the Canadian economy.

The Canada-US Free Trade Agreement (FTA) meant a reduction starting in 1989 of Cana-

dian and US tariffs. The bilateral tariff rates are linked to each firm by year using 3-digit

SIC codes. These 3-digit SIC tariff rates changes are calculated in concordance with Head

and Ries (1999). Throughout the paper, we work with the change in the difference between

the Canada-US tariff rates for a particular industry. The change in this difference is given

by: ∆TARDIFFjt = ∆(Canadian Tariffjt−U.S. Tariffjt), where j denotes the industry and

t is the year. Figure 1 displays the cross-sectional (industry) and time-series variation of the

tariffs.

The real Canada-US exchange rate is calculated using the following formula: RERjt =

etIPPICAN
jt /IPPIUS

jt , where j denotes the industry and t is the year. et is the nominal ex-

change rate or USD per CAD, IPPICAN
jt is the Canadian Industrial Product Price Index

(2-digit SIC) and IPPIUS
jt is the US Industrial Product Price Index (2-digit SIC). Nominal

exchange rates and Canadian IPPIs are found on CANSIM while US IPPI are taken from
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the BLS. Figure 2 displays the cross-sectional (industry) and time-series variation of this

industry real-exchange rate.

3 Patterns of Entry and Exit

Table 1 provides a breakdown across years of the number of entrant firms in each two-digit

manufacturing industry. Substantial firm turnover occurs across 2-digit industries. Most in-

dustries experience growth and thus an upward trend in the number of firms existing within

the industry. Figure 3 plots the empirical hazards for the new entrants (1985-1993 Cohorts).

The empirical hazards are steepest for post-1987 cohorts. All entry cohorts experience a

non-monotonic drop in hazard rates over time. With the exception of the 1992 entry cohort,

hazard rates for each cohort actually rise between 1996 and 1997.3

Figure 4 presents entrants and exits as a proportion of the total number of firms within

a given year (entry rate and exit rate). In every year, entrants are a higher proportion than

exits. The graph also shows that the proportion of exits remains relately flat falling between

five and six percent. A recession occurred for the Canadian economy between 1990 and 1993,

the entry rate is at its lowest in 1992. However, no clear cyclical pattern emerges for either

the entry rate or the exit rate. Although movements for the exit rate are less dramatic, the

entry rate appears to follow movement counter to movements in the exit rate. Conditions of

high entry match those of low exit.

Figure 5 presents the proportion of total employment within a given year attributable to

those firms entering in the previous year and those firms exiting in the next year. The pre-

vious figure indicates that entrants are more numerous than exits, while this figure indicates

3The analysis focus on the 1985-1993 entry cohorts since the latter cohorts have a relatively short spell
length. Five years represents the maximum spell length for the 1993 cohort.
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that exits tend to be larger than entrants since exits are a larger share of total employment

in most years. The growth of survivors likely accounts for the differences. The cyclical move-

ments of both entrants and exits contribution to total employment match the corresponding

movements of entry and exit rates found in figure 4.

Next, we move on to discuss relative position of entrants and exits for firm specific vari-

ables. Figure 6 presents the median productivity of entrants and exits relative to the median

productivity of all firms. The relative median labour productivity of exits tends to be flat

over time remaining at 0.9. Alternatively, the relative median labour productivity for en-

trants is always above 1. This figure suggests a “survival of the fittest” situation where firms

exit because they are relatively less productive, while entrants are more productive. Figure

7 examines the relative median leverage of entrants and exits. Exiting firms have a higher

portion of debt financing. Entrants also have a higher portion of debt financing compared

to the typical firm. Finally, the relative median leverage of entrants rises during the period

1985 until 1990 then falls until 1993.

4 Decomposition

4.1 FHK Decomposition

This section documents how restructuring within an entry cohort contributes to overall

changes in variables. Consider the weighted average of a particular variable for a cohort in

year t:

Pit =
∑
i∈St

sitpit

where pit is the variable of interest and sit is the employment share of firm i.

Foster, Haltiwanger, and Krizan (2001) (hereafter FHK) suggest breaking δPit into vari-
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ous components. The FHK decomposition has been modified to account for overall changes

from birth until time t for a given cohort:

Pit − Pi1 =
∑
i∈Ct

si1(pit − pi1)

︸ ︷︷ ︸
Within

+
∑
i∈Ct

(pi1 − Pi1)(sit − si1)

︸ ︷︷ ︸
Between

+
∑
i∈Ct

(pit − pi1)(sit − si1)

︸ ︷︷ ︸
Cross

−
∑
i∈Dt

si1(pi1 − Pi1)

︸ ︷︷ ︸
Exit

where Ct denotes continuing firms at time t, while Dt denotes firms exiting at or prior to time

t. The first or within term in this decomposition shows the contribution to overall change

from within surviving firms. The between component captures changes related to changing

shares weighted by the deviations of initial firm variable value from initial cohort variable

value. The cross term represents covariance. The last term provides the contribution of

cohort exits to overall changes.

Table 2 presents the total change from age one until 1997 and the FHK decomposition

of this change for the weighted average of labour productivity, debt-to-asset ratio and the

logarithm of employment for each cohort. With respect to the shares, a positive share implies

the relative part of the decomposition moves in the same direction as the total change. First,

consider the results for δ log(Y/L) contained in the labour productivity panel of the table.

With the exception of the 1993 cohort, each cohort experiences an increase from birth in

the weighted average of labour productivity. The within share is always positive and ranges

between 31 percent and 127 percent. Both the between share and the cross share can be

positive or negative depending on the cohort. The exit component is negative except for

the 1992 and 1993 cohorts, which indicates that exits tend to have lower productivity levels

compared to survivors.
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In the debt-to-asset panel, the total change shows the weighted average debt-to-asset

ratio for each cohort falls over time. With the exception of the 1990 and 1991 cohorts, the

within component is positive, which indicates surviving firms have a lower debt-to-asset ratio

in 1997 than they do at age one. The between component ranges between -37 percent for

the 1991 cohort and 31 percent for the 1987 cohort. Only the 1985 and 1991 cohorts have a

negative between component. The cross component share is always positive across cohorts

with an extreme value of close to 300 percent for 1991 cohort. Except for the 1993 cohort,

the exit component share is positive.

The last panel present the decomposition of the change in the logarithm of employment.

The total change in the weighted average along with its corresponding within component

share and cross component share are always positive. The cross component share is always

over 100 percent. The between component share is negative and ranges from -44 percent in

1987 to -383 percent in 1993. For the 1986, 1987 and 1992 cohorts, the exit component is

positive, while for all the other cohort the exit component is negative.

4.2 Selection/Survivor Decomposition

Pinto (2006) suggests a decomposition which breaks changes in average values of variables

attributable to survivor and selection components. This decomposition is computed for the

changes in employment, labour productivity, and leverage. Analysis is done for each entry
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cohort. The decomposition is given by:

1

N(Sτ )

∑
i∈Sτ

Xi,τ − 1

N(S1)

∑
i∈S1

Xi,1

︸ ︷︷ ︸
Overall

=
1

N(Sτ )

∑
i∈Sτ

Xi,τ − 1

N(Sτ )

∑
i∈Sτ

Xi,1

︸ ︷︷ ︸
Survivor

+
N(Dτ )

N(S1)

(
1

N(Sτ )

∑
i∈Sτ

Xi,1 − 1

N(Dτ )

∑
i∈Dτ

Xi,1

︸ ︷︷ ︸
Selection

)
,

where τ is the firm’s age, Xi,τ is the variable of interest for firm i in period τ , Sτ is the set of

surviving firms at age τ , and Dτ is the set of non-surviving firms at age τ . The survival com-

ponent captures changes experienced from age one until age τ for only those firms surviving

until age τ . The selection component captures exit effects and presents the difference at

age one between average variable values for firms surviving until age τ and average variable

values for firms exiting at or before age τ .

Table 3 presents the overall change from age one until 1997 in the average value of labour

productivity, leverage and log-employment size for each cohort along with a breakdown of

this change into its selection and survival components. From the first panel, average labour

productivity increases for most cohorts with time. The exceptions are the 1990, 1991 and

1993 cohorts. The selection component is always positive, which implies firms, within a par-

ticular cohort, surviving until 1997 are more productive at birth than cohort exitors. With

the exception of the 1985 and 1988 cohorts, the survivor component is negative. Cohort

survivors appear to have a fall in their labour productivity from birth.

The second panel shows that average leverage falls within each cohort except the 1991

cohort. For each cohort, the selection component shows survivors start with lower leverage

at age one than exitors. The negative survivor component shows, in general, leverage falls for

survivors relative to their starting leverage. The survival component provides a measure of
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how the financing mix for surviving cohort members changes from birth. A negative survival

component indicates that for cohort survivors the portion of investments financed through

debt falls with age. One method firms are able to increase their equity is through retained

earnings. This result suggests the possibility that growing cohort survivors finance a dispro-

portionate amount of their growth through retained earnings, thereby lowering leverage.

Finally, the third panel of the table 3 presents the decomposition for log-employment.

Average log-employment increases with time for each cohort. Both the selection and survivor

components are always positive across the cohorts. Thus, survivors are larger than exitors

at age one and survivors’ size increases on average from initial size.

These findings regarding each variables selection component suggest that initial condi-

tions do associate with a firm’s survival prospects, at least in the early years of life. In

contrast for growth, Petrunia (2007) finds that initial leverage associates positively and ini-

tial size has a neutral relationship with the employment growth of manufacturing firms ten

years after their birth. A new firm’s prospects and performance appear to be dependent on

a changing underlying production process. The changing process may eventually break any

dependence of firm performance on initial conditions. However, given the relatively short

time frame of our duration analysis (at most 12 years) and the findings from these decompo-

sitions, there is likely a significant relationship for a firm’s hazard prospects with its initial

employment, initial labour productivity and initial leverage.
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5 Econometric Methodology and Model Specification

5.1 Econometric Methodology

Duration analysis is used to model the new firm’s instantaneous probability of exit. Unlike

logit models, duration models account for the upward bias induced by the right-censored

spells.4 Specifically, we use a Cox proportional hazard model:

θ(ti|xit) = φ(xit)λ(ti), (5.1)

where ti is the duration of new firm i, with i = 1, ..., N , φ (xit) = exp(x′itβ), with xit, which

can be time-varying, and, λ (ti) is the baseline hazard for individual firm i, which has a

nonparametric specification. As a result, this flexible semiparametric specification is robust

to misspecification errors. The baseline hazard is allowed to be time-varying and measures

the hazard of an individual firm for whom all covariates are zero at a given time t.

Incorporating time-varying regressors poses two types of problems: first, treating a time-

varying variable as a fixed variable may cause misspecification; and second, a time-varying

covariate may exhibit feedback, see Cameron and Trivedi (2005). Therefore, the entire

history of a covariate must be incorporated. To estimate the parameters of the model a

partial log-likelihood is constructed by comparing at each failure time, the risk for the failed

subject to the risk for all the other subjects at risk at that time. An individual firm’s

contribution to the partial log-likelihood depends on the entry date and whether the firm

is right-censored. Firms are analyzed by entry cohorts, yielding a cohort-specific hazard

(θi,c=cohort), which accounts for time of entry in the partial-likelihood. The cohort-specific

4A right-censored observation is defined as a firm that has a duration that passes the observed period.
The upward bias in the logit model is a result of not conditioning on the right-censored spells which have
longer durations but are not observed.
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partial likelihood of the Cox model with time-varying covariates is:

LP,c =
∏

j∈ Failed Subjects

exp(x′jtj ,cβ)∑
l∈ Risk Set at t exp(x′ltj ,cβ)

.

Where the observed failure times are denoted by tj with j = 1, ..., T and tj−1 < tj. For the

time-invariant covariates, LP,c compares the covariate xj,c of the failed subject to the co-

variate xi,c in the risk set at each failure time t. While for the time-varying covariates, LP,c

compares the covariate xjtj ,c at time tj of the failed subject to the covariate xitj ,c at time tj

in the risk set. We can estimate the parameters of interest, specific to each cohort, by max-

imizing the cohort-specific partial log-likelihood with respect to the parameters of interest

(β′s). To estimate the baseline hazard, an approximate joint log-likelihood is maximized.The

parametric component of the estimated hazard is robust to misspecification because of the

flexibility of the nonparametric baseline hazard; therefore, the Cox proportional hazard es-

timator is consistent.5

5.2 Model Specification

The empirical specification includes both proportional and time-varying variables. Cohort

analysis assesses the experiences of firms entering over different parts of the cycle. Pro-

portional variables capture the time-invariant effects on the hazard rates for a particular

entry cohort. The duration analysis investigates whether these differences across firms relate

to exit/survival prospects in the future. We are able to directly control for some of these

5We use different testing procedures to insure that our methodology is correctly applied and that it
estimates the parameters consistently. The key requirement for using a Cox proportional hazard model is
to have proportional hazards. The test used for proportionality of hazards is based on Schoenfeld residuals.
The test suggests that if the covariates are generating proportional hazards we will observe zero slopes when
we do a generalized regression of the scaled Schoenfeld residuals on functions of time (H0 : β (tj) = β for all
t, which implies that a plot of β (tj) versus time has zero slope). One reason we moved away from pooled
cohort analysis was that birth cohort dummy variables constantly failed tests of proportionality.
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differences. Other unobservable differences are accounted for by allowing for unobserved het-

erogeneity to enter our hazard estimation framework. These factors will now be discussed

in detail.

5.2.1 Proportional Variables

The proportional variables considered are the initial values of the entrants: leverage, labour

productivity, employment size (ALU), entry rate of a cohort (entry penetration), and em-

ployment share of a cohort. These variables are time-invariant within the proportional side

of the duration model. The debt-to-asset ratio provides an indication of the financial position

of a firm upon entry. There are a couple of alternative reasons for the debt-to-asset ratio

to have a relationship with firm survival. First, Fotopoulos and Louri (2000) suggest too

much initial debt creates a future burden on a firm, which limits future activities of the firm.

Second, Cooley and Quadrini (2001) note that a firm makes a debt decision by balancing

off the benefit of being large against bankruptcy or default costs associated with more debt.

One side of this trade-off suggests that firms with a higher debt-to-asset ratio should be less

likely to survive because of an increased chance of bankruptcy. However, on the other side

of this trade-off, firms with a higher debt-to-asset ratio are likely to be more productive, and

thus, should have lower hazard rates.

Initial labour productivity is a measure of starting firm quality. Labour productivity

should signal higher profitability so that firms of higher quality will be more likely to sur-

vive. Higher initial labour productivity also possibly suggests that the firm begins with a

higher level of capital relative to labour. Initial labour productivity should associate nega-

tively with firm hazard.
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The next proportional variable is the log of a firm’s initial employment as a measure size.

Past studies by Dunne, Roberts, and Samuelson (1989), Wagner (1994), Fotopoulos and

Louri (2000) and Audretsch, Santarelli, and Vivarelli (1999), among others, find initial firm

size has a positive relationship with firm survival. A possible explanation is that a firm’s size

provides an indication of its financial resources. A firm must raise substantial amounts of

financial capital to become large. Larger initial size should indicate a firm has deep pockets

[see Telser (1966) and Zingales (1998)]. Therefore, firm hazard should be negatively associ-

ated with initial size.

The entry rate of a cohort or entry penetration rate measures the number of entrants

as a portion of the total number of firms within an industry at the year of entry. Dunne,

Roberts, and Samuelson (1988) note that industry entry rates are highly correlated with

industry exit rates. The positive correlation between entry and exit rates across industries

suggests that some industries are subject to a greater amount of firm turnover. Caves (1998)

documents entry rates and entrant survival across countries and finds this fact is robust.

Excess profits are normally thought to induce entry. Jovanovic (1982) suggests entry is also

about a firm learning its status within an industry. Easier entry allows for more firms of all

types to enter as a means of learning. A larger amount of experimental entry likely leads to

a larger amount of failure.6

Similarly, employment share of a cohort gives the portion of ALUs belonging to a cohort

as a portion of total ALUs within an industry at the year of entry. Across industries, entry

cohorts having a larger initial employment share indicates that the entrants are more similar

6Alternatively, Ericson and Pakes (1995) show that innovation plays a role in a firm’s prospects, as
successful firms are the ones who are able develop new technology through “active learning” in a research
and development program.
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to incumbents in terms of size after controlling for entry penetration rate. Thus, we expect

a negative correlation between hazard rates and initial employment share of an entry cohort

within an industry.

5.2.2 Time-Varying Variables

The first time-varying variable used in the model is the growth rate of the Canada-US

industry real exchange rate by industry. The hazard rates of the new firms will depend

on the degree and persistence of industry real exchange rate movements. Other standard

macroeconomic variables cannot be included since there is no cross-sectional variation to

identify their impacts. These common time-varying effects will be captured in the baseline

hazards for each cohort.

The change in the difference between the Canada-US tariffs (3-digit SIC level) is used to

capture the natural variation in the tariff rates between Canada and the US because of the

Free Trade Agreement. Baggs (2005) finds that trade liberalization (lowering of tariff rates)

impacts firm exit. She finds a a positive relationship between Canadian firm survival and

US tariff changes, and a negative relationship between Canadian firm survival and Canadian

tariff changes. We include the change in the difference between Canadian and US tariffs

within an industry to capture both the impact of falling US tariff rates and falling Canadian

tariff rates resulting from the Free Trade Agreement. The hazard rates are expected to rise if

Canadian tariff rates are falling faster than US tariff rates, with one caveat to the discussion.

The analysis focuses on entrants. These firms are likely to feel the greatest impact from these

tariff changes. Entrants are naturally split into two groups: those firms that entry before

FTA, and those firms that enter after FTA. Post FTA entrants should have a better idea of
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the impact of tariff changes on their profits compared to the pre-FTA entrants. Therefore,

the tariff changes are likely to have the biggest impact on firms that enter before the FTA.

5.3 Specification of the Unobserved Heterogeneity

The baseline hazard captures the effect of duration dependence. However, duration depen-

dence may arise from two types of state dependence: the spurious (SSD) and true state

dependence (TSD). The baseline hazard may not capture the true duration dependence

when unobserved heterogeneity factored in the model. Therefore, an alternative explanation

for duration dependence is the role of unobserved heterogeneity, which defines the spurious

duration dependence (SSD).

The models that do not control for SSD (unobserved heterogeneity) assume that ob-

servations with the same values for all covariates are identical. If this is not the case,

the model is misspecified. To account for the two effects, unobserved heterogeneity can

be introduced multiplicatively. A gamma distribution is used to account for unobserved

heterogeneity/shared-frailty. The Cox proportional hazard model is altered by adding a

distribution term νi to the hazard ratio:

θ(ti|xit, νi) = νiφ(xit)λ(ti). (5.2)

with g(ν) =
ν

1
θ
−1 exp(−ν

θ
)

Γ( 1
θ
)θ

1
θ

. These shared-frailty models allow for within-group correlation.

The gamma distribution has a positive support with a mean of one and finite variance θ.

The unobserved heterogeneity is specified in terms of industrial and regional groupings. The

industrial groupings are:

1. Food and Beverage (SIC 10-11),

2. Rubber, Plastic, and Leather (SIC 15-17),
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3. Wood, Furniture, Paper, and Printing (SIC 25-28),

4. Primary and Fabricated Metals (SIC 29-30),

5. Machine & Transport Equipment, Electrical, and Non-metal Minerals (SIC 31-35),

6. Refined Petroleum and Chemical Products (36-37),

7. Other Manufacturing (39).

While the regional groupings are:

1. West - British Columbia, Alberta, Saskatchewan, Manitoba, and Territories

2. S. Ont - Greater Toronto Area (GTA)

3. East - Ontario outside of GTA, Quebec, and Atlantic Provinces.

6 Results

The duration analysis is performed on the individual entry cohorts between 1985 and 1993.

The year 1997 is the last observed year within our database. The discussion begins by

looking at the benchmark model.

6.1 Benchmark Model

Referring to the benchmark hazard model, table 4 presents our results for the initial specifi-

cation across entry cohorts. The coefficient on a firm’s initial debt-to-asset ratio is positive

and statistically significant at the one percent level of significance for all individual cohorts.

A question to ask is “Why do seemingly similar firms take different levels of debt at start-

up?” The positive coefficient suggests a possible role for debt. Debt usage creates obligations

for a firm. The cost of debt also includes increased bankruptcy risk. Financing requirements

constrain the operations, especially for young firms. Alternatively, more debt enables the
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firm to increase size and take advantage of scale advantages or profit opportunities. Further,

entrants facing a high level of uncertainty might be more willing to finance through the use

of debt. Debt financing reduces the amount of equity required to start a business, which

limits an owner’s potential losses from failure. Failure risk may lead some firms to choose

debt to finance start-up operations.

Initial labour productivity has a negative relationship with entrants’ hazard rates. The

coefficient estimate is negative and statistically significant for most cohorts. The exception

is the 1988 entry cohort, where the coefficient is not statistically significant. These results

confirm the belief that those firms with higher initial labour productivity should perform

better in the future. Initial ALUs, the measure of firm size, has a negative relationship with

future firm hazard rates as the estimated coefficient on initial size is always negative and

statistically significant. Scale appears to have a positive relationship with survival distinct

from productivity. The qualitative relationships between hazard rates with initial labour

productivity and initial size are robust across entry cohorts, as the estimated coefficients on

both of these variables remain negative and statistically significant for each cohort.

The coefficient on entry rate is positive and statistically significant for most cohorts with

the exception of the 1986 and 1993 cohort, which are statistically insignificant. Overall, these

results indicate that more entry leads to higher exit. A possible explanation for the impact of

entry rates on firm exit is that higher entry penetration results in more competition among

new entrants. Some industries have fewer barriers to entry or exit. Firm turnover is likely to

be more prevalent in industries with lower barriers. Dunne, Roberts, and Samuelson (1988)

find intra-industry variation explains most of the high correlation between entry and exit

rates. Therefore, the positive correlation between entry rates and exit may imply lower entry
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and exits costs.

The final proportional variable included in the duration analysis is the initial employ-

ment share of an entry cohort within an industry. The coefficient on this variable is always

statistically significant across entry cohorts. However, the coefficient is positive for the 1985,

1990, and 1991 entry cohorts, while the coefficient is negative for the other entry cohorts.

On the time-varying side, the change in the difference between Canadian and US tariffs

within an industry has the expected impact on the pre-FTA entry cohorts. A higher reduc-

tion on the Canadian tariff rates within an industry relative to the US increases new firms

hazard rates. The estimated coefficient for the 1989 cohort is essentially zero. 1989 was

the year when the FTA came into effect. A positive and statistically significant coefficient

on the tariff variable for the 1990 entry cohort provides a surprising result. The coefficient

has a negative value for the last three entry cohorts. These results indicate that changes

resulting from the FTA not only impact pre-FTA entrants, but further tell us something

about the prospects of post-FTA entrants. The impacts of real exchange rate movements

are statistically insignificant across entry cohorts and maybe captured by the baseline hazard.

6.2 Nonlinearities in the Debt-to-Asset Ratio

Table 5 presents the results with a relaxed assumption by allowing initial debt-to-asset ratio

to be nonlinear in the specification. Firms are placed into five quintiles based on their initial

debt-to-asset ratio. Five indicator variables are derived from the quintile classes. A firm’s

initial debt-to-asset ratio is then interacted with these indicator variables to account for the

nonlinearities on the debt-to-asset ratio within the specification.

The picture emerging is debt-to-asset ratio plays a nonlinear role in firm hazard. Co-

21



efficient values are increasing as we move from the first to the fifth quintile for all cohorts

The slope coefficients for the lower quintiles suggest a negative relationship between initial

debt-to-asset ratio and firm hazard rates (initial debt-to-asset ratio correlates positively with

firm survival), while this relationship reverses for the upper quintiles. The ability to raise

more debt is probably a good sign for these firms. These firms are young and mainly small.

Their source of outside financing likely is limited to debt. Firms who are more productive

want to be larger, and thus, choose to borrow more from creditors. However, bankruptcy

risk provides a negative cost to firm’s financing decisions. The results suggest that too much

debt eventually has harmful effects on firm survival. Although not identical, the estimated

coefficients on the other variables do not change qualitatively or statistically.

6.3 Model with Unobserved Heterogeneity

Table 7 presents results on the model which allows for a nonlinear specification in the debt-

to-asset ratio and a heterogeneity variable accounting for correlations across firms within

two-digit SIC industries from specific provinces. The log-likelihood for all cohorts is higher

than the similar model without unobserved heterogeneity. In general, the patterns of the

signs for the parameter estimates are the same as for the simplified version of the model

(without unobserved heterogeneity).7 For only few cases the sign of the parameter estimates

changes, but those are the cases where the parameters were insignificant. The level of the

parameter estimates in general decrease in absolute value, except for the labour productivity

7There are major differences in the baseline hazards for 1985, 1988, 1991, 1992, and 1993 cohorts, where
we observe changes at initial time and also changes over time. For all cohorts, the baseline hazards for the
model with heterogeneity are lower then for the model with no heterogeneity. This observation suggests
that if heterogeneity is omitted from the analysis, the factors that are common for each cohort overestimate
the probability of an instantaneous exit. The steeper slopes for the baseline in the model without unob-
served heterogeneity suggest a stronger negative duration dependence than actually occurs. More details are
available in Section 5.4 http://mypage.iu.edu/∼kphuynh/rsch/cohlong.html.
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and employment variables, where the levels of the variables are increasing in absolute value.

At the level of significance, entry rate is the variable most affected by the inclusion of

unobserved heterogeneity is the entry rate. Entry rate loses its significance for almost all

cohorts except the 1991 cohort. Therefore, adding unobserved heterogeneity appears to

strengthen the effect of labour productivity and employment.

6.4 Model Likelihood Decompositions

To assess the role of firm-specific, industry-specific, time-varying variables, and unobserved

heterogeneity an analysis of a decomposition of the partial log-likelihood is completed. For

each cohort and specification the contribution of observables versus unobservables to the par-

tial log-likelihood is presented. Figure 8 presents the decomposition of the benchmark model

(without unobserved heterogeneity). The salient features of the decompositions are that firm

level variables are contributing approximately 80 percent to the partial log-likelihood, while

time-varying variables and industry specific variables account for about the other 20 percent.

Specifically, for two cohorts — 1988 and 1992, the time-varying effect is stronger. These two

years may overlap with the impending implementation of FTA (1988) and the trough of

the Canadian recession (1992). The partial log likelihood is further decomposed, see Figure

9, to evaluate the contribution of each firm-specific variable. The effect of leverage and its

nonlinearities is large for earlier cohorts but decreases until 1988 and then rises again for

the later cohorts. A finding is that employment size gains in importance for later cohorts

(post-1987). For the 1988 cohort the leverage effect and labour productivity are the lowest,

while employment size is high.

Next, the decomposition is completed for the model that accounts for unobserved hetero-

23



geneity, see Figure 10. The addition of unobserved heterogeneity accounts for roughly 30 to

60 percent of the partial log likelihood depending on the entry cohort. While time-varying

and industry specific variables account for about 5 to 20 percent, the impact of observable

firm-specific effects is reduced to about 20-70 percent. Within the firm-specific effects the

relative proportion of leverage, nonlinearities, labour productivity, and employment size is

the same as in the no heterogeneity case. A feature of the decomposition reveals an evolu-

tion between unobservables and the firm-specific effects. The role of heterogeneity is muted

with later entry cohorts. Higher unobserved heterogeneity for the earlier cohorts implies

higher spurious duration dependence and therefore, it is harder to identify the true duration

dependence and to make statements about future survival of these firms. Also, the increase

in the spurious duration reduces the effect of macro variables in the model.

There are two events, we speculate, that are correlated with these results. The introduc-

tion of the FTA combined with the business cycle downturn in Canada between 1990 to 1995

decreased the amount of heterogeneity in the later cohorts. Trade liberalization caused a

shakeout of firms and only the most fittest and/or fattest firms survived. Baggs (2005) finds

similar results. For the post-FTA cohorts the effect of employment size, labour productivity,

and leverage (and nonlinearities) increases. However, for the entry cohorts subsequent to the

recession in 1990 the effect of labour productivity and leverage increases whilst employment

size decrease.

6.5 Parametric Identification

A concern over the results of the duration models is that it relies on parametric unobserved

heterogeneity. If the form of the unobserved heterogeneity is incorrectly specified it may lead
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to inconsistent estimates. To check the robustness of these results the following procedures

are undertaken: 1) check the correlations of the estimated unobserved heterogeneity with

the firm-level observables and 2) conduct tests of exogeneity.

6.5.1 Correlations

Table 8 and 9 display the correlations of the estimated unobserved heterogeneity distribution

with respect to the firm observables. The unobserved heterogeneity specification undertaken

in our model may result in potential correlation with variables at the industry level. However,

the model was designed to control for industry level variation (the model controls for entry

penetration ratio). The results for both models (with linear debt-to-asset ratio and nonlinear

debt-to-asset ratio) show that year 1985 has the highest correlation of entry penetration and

the estimated unobserved heterogeneity. Less correlations are observed for years 1990, 1991

and 1988. The model with nonlinear debt-to-asset ratio generates lower correlations of

the estimated unobserved heterogeneity with entry penetration ratio, therefore should show

better results when the next exogeneity test is considered. For the other variables considered

in the model the correlations are very low and mostly insignificant.

6.5.2 Split Sample Test

There is no formal test of endogeneity for nonlinear duration models. Instead an empirical

test based on a transformed linear model is used to conduct the tests. The Cox proportional

hazard model used in the previous section can be expressed as a linear model or an Accel-

erated Failure Time (AFT) model if a proper time scale T ∗ = − ln(S0(T )) is considered (see

van Houwelinge (2000)). In the above transformation, the equivalent time scale − ln(S0(T ))

defines the integrated baseline hazard. The equivalent AFT model can be used for estima-
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tion if the T ∗ is available. However, the time scale (T ∗) needs to be estimated and, in this

case, we cannot use the exact equivalent AFT model to do our test. Therefore, we relay on

an AFT model that uses the observed duration. There are some differences (Cox’s model

relates the hazard function to covariates, the AFT model postulates a direct relationship

between the time to event and covariates) and similarities between the Cox and the AFT

models, but for the testing purpose we relay on the similarities of the two models. Solomon

(2000), showed that regression parameters for the Cox proportional hazard model and the

accelerated failure time models are often approximately proportional, so that qualitative

inferences should be robust to misspecification errors especially when moderate censoring is

present in the data. Both the Cox model and semiparametric versions of the AFT model are

models that leave the baseline hazard (or, equivalently, the baseline survival distribution)

unspecified. An extension of the AFT model to incorporate correlated survival data can be

done by including random effects in the regression expression as in a classical linear mixed

model. The proposed test uses the later specification of the AFT model. A reduced form

AFT model is defined as:

log(t exp(−x′β)) = u, (6.1)

where t is the observed duration, exp(−x′β) is constant by assumption, and u is the error

term. Note that the AFT model has the reverse sign of the parameter estimates than

Cox model. Under this specification each coefficient summarizes the proportional effect of

absolute changes of the covariate on the survivor function, and exp(β) is defining the time

ratio. Taking the logs of the above model, the following linear transformation is obtained:

log(t) = −x′β + log(u). (6.2)
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Finally, the test for parameter bias will be performed using this linear AFT specification.

The test is based on a split sample methodology proposed by Dufour and Jasiak (2001). The

intuition of the test relays on using the parameter estimates from a randomly split sample to

test the potential bias of the parameters from the other subsample. A transformed outcome

variable based on the information from the first subsample is used to do the estimation on the

second sample. Define the parameter of interest (β1) and the nuisance parameter (β2).Denote

β̂1
1 as the estimated parameter from the first subsample. The parameter of interest is set by

the null hypothesis H0, but the nuisance parameter remains unknown. In this case, the null

hypothesis of interest is H0 : β1 = β̂1
1 or that the coefficients are the same across the split

samples. To test the parameters of interest under H0 using the second sample, the estimates

from the first sample are considered as being the true parameters. The following steps are

proposed to test for the potential parameter bias:

1. Estimate β̂1
1 of the AFT model (6.2) using the first subsample (x1).

2. Transform the outcome variable log(t2) from the second subsample as following:

log(t∗) = log(t2)− x′2β̂
1
1 , (6.3)

where x2 is data from the second subsample.

3. Estimate the model log(t∗) = −x′2β
2
1 + log(u) using the second subsample.

4. Under the null hypothesis of no bias in the parameters of interest:

H0 : β2
1 = 0.
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The asymptotic distribution of the test is χ2(m), where m is the tested parameter space.

The results of the split sample tests are at the bottom of Table 8 and 9. They show

that the model with nonlinear financial variables poses less bias than the model with linear

financial variable. Also, as the results for correlation suggest, there are cohorts that show

more bias in the parameter estimates than others. The model with linear financial show bias

in the coefficients for years 1985, 1988, 1989 and 1990, however with less bias in years 1989

and 1990. The model with nonlinear financial variables show bias for years 1988, 1985 and

some bias for year 1989. We observed that the years that exhibit the highest correlation

with the entry penetration rate are also the years that present bias in parameters. However,

the underlying story for all cohorts still holds.

7 Conclusions

This paper examines the duration of new entrants firms in Canadian manufacturing belong-

ing to cohorts between 1985 and 1993. These new firms are tracked until 1997 to assess their

performance. Duration models are used to quantify the effects of firm-specific, industry-

specific, and aggregate factors on the duration of new firms. Initial firm size, initial firm

productivity, and initial firm debt-to-asset ratio matter to the future exit prospects of new

firms. Hazard rates have an decreasing relationship with a firm’s initial size and initial

productivity. Labour productivity offers a measure of firm quality; better firms have lower

hazard rates. Size measures the resources available to the firm; more resources lead to longer

durations. The effect of leverage is nonlinear. Firms in the first-to-fourth quintiles of leverage

face lower hazard rates with respect to an increase in leverage while those in the fifth quintile

have hazards rates increasing with a firm’s leverage ratio. Debt-to-asset ratio measures the
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financial obligations of a firm; too many obligations appear to hurt the performance of only

the most leveraged firms.

Allowing for heterogeneity improves the fit of the model and proxies for firm unobserv-

ables that are associated to different provinces and industries. The unobserved heterogeneity

impacts both the baseline hazard and coefficients estimates by decreasing the baseline haz-

ards and strengthening the effects of labour productivity and employment. The effect of firm

unobservables are muted for the post-1988 cohorts which coincides with trade liberalization.

These results suggest a potential latent factor, which is correlated with entry and firm size

class, affects the duration of new firms by altering the behaviour of new entrants, especially

in terms of productivity and financial outcomes.

Theoretical models of industry dynamics, such as Jovanovic (1982) and Cooley and

Quadrini (2001), have used these sources of heterogeneity to describe patterns of industrial

entry or exit, and firm survival or growth. Future work should consist of modeling these

differences across firms by looking at the entry/exit decision in the context of an industry

equilibrium model. Further, interactions occur between policy changes, aggregate fluctua-

tions and the performance of individual firms. Future work should also try to examine the

effects of policy changes and business cycle movements on firm performance.
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Table 2: FHK Decompositions

Labour Productivty

Cohort Total Within Between Cross Exit
85 0.368 0.180 0.239 -0.081 -0.030
86 0.446 0.146 -0.056 0.301 -0.055
87 0.460 0.144 0.202 0.094 -0.020
88 0.262 0.136 0.138 -0.044 -0.033
89 0.214 0.151 -0.094 0.126 -0.031
90 0.297 0.217 0.380 -0.320 -0.020
91 0.148 0.068 0.129 -0.070 -0.020
92 0.198 0.141 0.118 -0.058 0.004
93 -0.159 -0.201 0.047 -0.023 -0.019

Leverage

Cohort Total Within Between Cross Exit
85 -0.160 -0.056 0.041 -0.110 0.036
86 -0.241 -0.065 -0.047 -0.069 0.060
87 -0.215 -0.030 -0.065 -0.075 0.045
88 -0.411 -0.052 -0.098 -0.076 0.185
89 -0.199 -0.068 -0.021 -0.079 0.031
90 -0.159 0.011 -0.017 -0.107 0.045
91 -0.136 0.265 0.050 -0.403 0.048
92 -0.183 -0.061 -0.020 -0.057 0.045
93 -0.146 -0.122 -0.011 -0.031 -0.018

Log of Employment Size

Cohort Total Within Between Cross Exit
85 0.774 0.126 -0.580 1.081 -0.146
86 0.615 0.134 -0.645 1.130 0.004
87 0.939 0.178 -0.415 1.257 0.081
88 0.449 0.142 -0.545 0.843 -0.010
89 0.636 0.149 -0.625 0.905 -0.206
90 0.562 0.144 -0.689 1.044 -0.064
91 0.522 0.155 -0.553 0.734 -0.186
92 0.472 0.212 -0.334 0.624 0.030
93 0.127 0.129 -0.487 0.409 -0.076

Note: Total represents the change from age one until the year 1997 in the weighted average of
a particular variable for a cohort. The others columns provide the share attributable to each
component. A positive share means the component has the same sign as the total change.
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Table 3: Survivor/Selection Decompositions

Labour Productivty

Cohort Total Survival Selection
85 0.094 0.045 0.049
86 0.034 -0.020 0.054
87 0.060 -0.037 0.097
88 0.031 0.009 0.023
89 0.031 -0.013 0.044
90 -0.033 -0.082 0.049
91 -0.025 -0.077 0.052
92 0.005 -0.046 0.051
93 -0.120 -0.156 0.036

Leverage

Cohort Total Survival Selection
85 -0.190 -0.089 -0.101
86 -0.219 -0.109 -0.110
87 -0.165 -0.057 -0.108
88 -0.250 -0.105 -0.145
89 -0.181 -0.099 -0.082
90 -0.199 -0.086 -0.113
91 0.007 0.096 -0.088
92 -0.128 -0.026 -0.103
93 -0.102 -0.047 -0.055

Log of Employment Size

Cohort Total Survival Selection
85 0.738 0.648 0.090
86 0.771 0.667 0.103
87 0.672 0.639 0.032
88 0.651 0.552 0.098
89 0.738 0.600 0.137
90 0.780 0.638 0.142
91 0.698 0.582 0.116
92 0.613 0.507 0.106
93 0.602 0.483 0.119

Note: Total represents the change from age one until the year 1997 in the average value of a given
variable for each cohort. The survival column provides the survival component, while the selection
column provides the selection component.
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Figure 1: Canada-US Tariff Rates

Figure 2: Growth Rate of Canada-US Industrial Real Exchange Rates

41



Figure 3: Empirical Hazards of Entry Cohorts
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Figure 4: Entry by Cohort

Figure 5: Employment Size by Cohort
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Figure 6: Labour Productivity by Cohort

Figure 7: Leverage by Cohort

44



Figure 8: Decomposition of logL: No Heterogeneity

Figure 9: Decomposition of logL of Firm Effects: No Heterogeneity
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Figure 10: Decomposition of logL: Province and Industry Heterogeneity

Figure 11: Decomposition of logL of Firm Effects: Province and Industry Heterogeneity
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