
Wireless Networks 7, 173–185, 2001
 2001 Kluwer Academic Publishers. Manufactured in The Netherlands.

The Impact of Mobility on Cellular Network Configuration

BEZALEL GAVISH
Cox School of Business, Southern Methodist University, Dallas, TX 75275-0333, USA

SURESH SRIDHAR
I2 Technologies, 909 E. Las Colinas Blvd., Irving, TX 57039, USA

Abstract. This paper proposes a model for configuring cellular networks to study the dynamics of mobility between a single cell and its
adjacent cells. It differs from most models considered in the literature by explicitly incorporating the dependency between the handoff rate
and the system state. Besides, the handoff rate is also a function of cell size and subscriber mobility. Extensive computational experiments
were done to study the impact of various input parameters on specific performance measures. Several observations are made regarding the
system performance and as to how they are affected by the complex interaction between subscriber mobility, cell size, number of channels
and the mean call initiation rate. The results of these experiments show that the proposed model, where handoff rates are state-dependent,
captures additional traffic due to mobility when compared to the traditional method of modeling handoffs using information about the
average behavior. Finally, the economic impact of mobility on system configuration decisions is analyzed. Though an approximation, the
above work provides interesting insights about the impact of mobility in configuring cellular networks.
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1. Introduction

Cellular radio networks are one of the fastest growing seg-
ments in the communications industry. The average annual
growth rate has varied from 40 to 60% worldwide. This
surge in demand has spurred tremendous research interest
in this field.

A cellular radio network consists of several cells covering
a service area. Each cell has a base station which serves the
subscribers in its vicinity. The subscribers may be either
stationary or mobile. Each base station is assigned a specific
number of channels, each of which can accommodate one
or more calls depending on the transmission and encoding
technology (e.g., FDMA, TDMA, or CDMA).

One of the major features of a cellular network, in con-
trast to a traditional public switched telephone network, is
subscriber mobility. This implies that when a subscriber
moves from one cell to another, the call in progress has to be
handed off from one base station to another to ensure conti-
nuity of service. If no channels are available in the adjacent
cell, then the call might be interrupted and dropped. Call
handoff rate and handoff policies have several implications,
for example, on the number of channels assigned to a cell,
the quality of service, and the expected net revenue.

Several models have been proposed in the literature to ad-
dress the impact of mobility on system performance. Some
of the major differences among these models are in terms of
channel assignment [10,14], priority given to handoff calls
[1,11], use of overlap between cells [9], mobility pattern
with respect to speed and direction [6,8,13], multiple hand-
offs [16] and use of overlaying cells [7,17].

One of the interesting features of mobility is that the rate
of handoff calls to a given cell depends on the number of

calls in progress in the adjacent cells. Thus, assuming that
subscriber mobility remains unchanged, an increase in the
number of calls in adjacent cells is likely to increase the rate
at which calls are handed off to the given cell. This implies
that the handoff rate is a function of the system state. In
that respect, the model proposed in this paper differs from
most models considered in the literature by explicitly incor-
porating the dependency between the handoff rate in adja-
cent cells and the system state (in terms of number of calls
in progress). Another difference is that unlike many mod-
els, the handoff rate is also a function of the cell size and
the speed of movement of the subscriber. This model is used
to study the dynamics between a single cell and its adjacent
cells. It builds upon an earlier model [4] but extends it to
explicitly account for subscriber mobility.

The paper is organized as follows. In section 2, the ap-
proach used to model handoff rates, which distinguishes this
work from most of the previous work in this area, is de-
scribed. The assumptions and notation used in the model are
presented in section 3. A description of the model along with
its analysis are given in sections 4 and 5, respectively. In sec-
tion 6, the steps used to determine the performance measures
of interest to the system designer are presented. The details
of the computational experiments are described in section 7
and the results are summarized in section 8. These results are
compared with those obtained using the traditional method
of modeling handoffs in section 9. Finally, the economic
implications of mobility are discussed in section 10.

2. Handoff rates

One of the methods used in the literature for modeling hand-
offs is to use information about the average behavior. For ex-
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ample, if a cellular network is modeled as an open network
of queues, the handoff attempts are modeled approximately
by assuming a fixed probabilityθij of call transitions from
cell i to cell j [2,11]. Let ρj = ej /(η + µ), whereη is
the handoff rate per ongoing call,µ is the mean rate of call
completion per call, andej is the total arrival rate of new
calls and handoff calls to cellj . Let λj denote the mean ar-
rival rate of new calls in cellj . LetBj denote the blocking
probability of calls in cellj given by

Bj = E(ρj , Cj ), (1)

whereCj is the number of channels in cellj andE(·, ·)
is the Erlang loss function. Then, under equilibrium condi-
tions,

ei = λi +
∑
j

(1− Bj )ej θji . (2)

A major advantage of the above method is that it is sim-
ple to model. It considers the call transitions between cells
based on the average values. However, it does not explic-
itly capture the effect of state changes within a cell. Clearly,
the state changes within a cell influence the blocking of new
calls as well as handoff calls, and also determine the rate at
which calls are handed off to other cells.

A different method that can be used to model handoffs
is to consider the channel usage in each cell at any instant.
This is similar to the concept used in anM/M/c/c queue
where the service rate varies directly with the number of
busy servers [5]. Thus, if 1/µ is the mean of the service-
time distribution of each server, then the total service rate
is kµ for 1 6 k 6 c and 0 otherwise. The above concept
can be extended to handoff rates as well. Thus, the outgo-
ing handoff rate from a cell varies as a linear function of the
number of calls in progress in the cell. The corresponding
model is expected to be more accurate than the one based on
the average behavior.

A model using an idea similar to the state-dependent
method has been proposed in the context of dynamic chan-
nel allocation [14]. However, it is based on a rather unreal-
istic assumption that blocked handoffs are not cleared from
the system; instead they remain in their current cell. Be-
sides, dynamic channel allocation is more difficult to imple-
ment than fixed channel allocation. In this paper, the state-
dependent method is used to model handoffs. It is assumed
that blocked calls are cleared and that fixed channel alloca-
tion is used. The results of the computational experiments
using this approach are then compared with those obtained
from the first method.

3. Assumptions and notation

The major assumptions used in the model are stated below.

1. The cellular network is homogeneous (i.e., cells are
symmetric in terms of size, shape, number of channels
allocated, etc.).

2. Fixed channel allocation is used.

3. Demand is uniformly distributed in the given service
area.

4. Both new calls and handoff calls are treated alike (i.e.,
neither type of calls is given priority over the other).

5. New call arrivals follow a Poisson process.

6. Unencumbered call duration (i.e., call duration assum-
ing that the call is completed) is exponentially distrib-
uted.

7. The overlap between cells is negligible relative to the
cell size.

8. Each cell is big enough so that the number of active calls
does not affect the mean call initiation rate in that cell.

9. Subscriber residual time (i.e., the time spent in a cell
by the subscriber associated with a successful call) is
exponentially distributed.

10. Each subscriber is assumed to move at a random speed
and an independent moving direction uniformly distrib-
uted in(0,2π).

The above assumptions are common in the literature on
cellular networks (e.g., [1,2,4,10,23]).

The notation used in the model is given below. Additional
notation is defined in the appropriate sections.

• λu: mean call initiation rate by a subscriber (calls/busy h/
subscriber),

• 1/µ: mean call duration (h),

• 1/η: mean subscriber residual time (h),

• v: mean speed at which a subscriber moves in a cell
(m/h),

• N : number of channels allocated to a cell,

• U : subscriber density (subscribers/m2),

• L(r): boundary length of a cell of radiusr (m),

• A(r): area covered by a cell of radiusr (m2).

4. Model description

Since the system is assumed to be homogeneous, due to sym-
metry, we restrict our attention to the flow of calls with re-
spect to a single cell. The single cell has been the unit of
analysis in a variety of models under different assumptions
[6,14,17,20,21]. One of the advantages of such an approach
is that some of the results based on single cell models can
provide interesting insights and form the basis for develop-
ing models based on multicells.

Without loss of generality, consider a seven-cell cluster
consisting of a central cell (the focus of the model) sur-
rounded by six adjacent cells. The following types of calls
are considered with respect to the central cell: calls which
originate within the cell (i.e., new calls), calls which termi-
nate within the cell, calls which are handed off to an adjacent
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Figure 1. (a) Seven-cell cluster model and (b) aggregate model.

cell from the given cell, and calls which are handed off from
an adjacent cell to the given cell.

Let α denote the handoff rate per ongoing call from the
central cell to an adjacent cell. Letβ denote the handoff
rate per ongoing call from an adjacent cell to the central cell.
While µ is an input parameter,η depends on the speed of
the subscriber, the area of the cell, and the length of the cell
boundary. When the system is in a state of mobility equilib-
rium,η can be approximated as follows [22,23]:

η = vL(r)

πA(r)
. (3)

Since the system is assumed to be homogeneous, it follows
thatα = β = η.

The system described above can be modeled as an open
network of queues where the station (queue) in the queueing
network corresponds to a cell in the cellular network. The
external call arrivals in each station in the queueing network
correspond to the new calls initiated within each cell. TheN

servers in each station correspond to theN channels in each
cell. Handoffs are modeled as transitions between stations.
If a call arrives and finds that all channels are busy, then it is
lost.

One of the major drawbacks of the above approach is
that the number of call transitions between cells can be quite
large. This is because there are two types of call transitions:
(i) those between the adjacent cells, and (ii) those between
the central cell and the adjacent cells. The number of such
transitions increases with the number of cells adjacent to the
given cell. Moreover, if there areM cells then the corre-
sponding state transition diagram will beM-dimensional.
This implies that the queueing network becomes complex
and difficult to solve.

To make the problem more tractable, an aggregate model
is used as an approximation as shown in figure 1. Thus, the
above system can be modeled as a two-station open queue-
ing network. Station 1 corresponds to a central cell with a
capacity ofN channels. Station 2 corresponds to a megacell
which consists of an aggregation of the six cells adjacent to
the central cell. The capacity of station 2 is 6N channels.
Let λ denote the mean call initiation rate at station 1 where
λ = λuUA(r). Then, the mean call initiation rate at station 2
will be 6λ.

One of the major consequences of the above approxima-
tion is that internal handoffs between cells which compose

the megacell do not have to be captured and only handoffs
from and to the central cell will have to be considered. Thus,
there are likely to be more handoffs to the central cell than in
reality. This implies that there is likely to be more demand
for channels and, hence, a greater likelihood of lost calls
in the central cell. So, the corresponding model is likely
to yield a conservative estimate of the actual performance.
From the above reasoning, it can be seen that even though
the above model is only an approximation, it can be helpful
in providing insights about the impact of mobility on system
performance.

5. Analysis

Let ki (i = 1,2) denote the number of calls in progress
in cell i at steady state, where cell 1 and cell 2 refer to
the central cell and the megacell, respectively. LetSk1,k2,
0 6 k1 6 N and 06 k2 6 6N , denote the steady state. As-
sociated with each stateSk1,k2 is a probabilitypk1,k2 which
denotes the steady state probability of findingk1 and k2
calls in progress in cells 1 and 2, respectively. There are
(N + 1)(6N + 1) = 6N2+ 7N + 1 states of the system.

The state transition diagram is two-dimensional since
calls may be in progress in the two cells. In general, given
a stateSk1,k2, the possible transitions to another state are as
follows:

1. Sk1,k2 → Sk1+1,k2 due to a new call arrival in cell 1.

2. Sk1,k2 → Sk1−1,k2 due to a call completion in cell 1.

3. Sk1,k2 → Sk1,k2−1 due to a call completion in cell 2.

4. Sk1,k2 → Sk1,k2+1 due to a new call arrival in cell 2.

5. Sk1,k2 → Sk1−1,k2+1 due to a call handoff from cell 1 to
cell 2.

6. Sk1,k2 → Sk1+1,k2−1 due to a call handoff from cell 2 to
cell 1.

The transitions involving boundary states are shown in
figure 2 while the transitions involving interior states are
shown in figure 3. From these diagrams, it can be seen
that the service rate as well as the handoff rate varies as a
linear function of the number of calls in progress. From
the state-transition diagram, the balance equations associ-
ated with each state can be written. For a given state, the
balance equation indicates that under equilibrium conditions
in steady state, due to conservation of flow, the total flow out
of that state is equal to the total flow into that state.

First, consider the balance equations for the states at the
cornersof the state-transition diagram. For stateS00, the
balance equation is

p00(7λ) = µp01+ µp10. (4)

For stateSN,0, the balance equation is

pN,0(Nµ+6λ+Nα) = λpN−1,0+βpN−1,1+µpN,1. (5)
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Figure 2. State transition diagram showing boundary states.

Figure 3. State transition diagram showing interior states.

For stateS0,6N , the balance equation is

p0,6N [6Nµ+6Nβ+λ] = 6λp0,6N−1+αp1,6N−1+µp1,6N.

(6)

For stateSN,6N , the balance equation is

pN,6N(7Nµ) = λpN−1,6N + 6λpN,6N−1. (7)

For states along theupper boundaryof the state-transition
diagram (i.e.,Sk1,0 for 1 6 k1 6 N − 1), the system of
balance equations are

pk1,0[k1µ+ 7λ+ k1α]
= λpk1−1,0+ βpk1−1,1+ µpk1,1+ (k1+ 1)µpk1+1,0.

(8)

For states along thelower boundaryof the state-transition
diagram (i.e.,Sk1,6N for 1 6 k1 6 N − 1), the system of
balance equations are

pk1,6N
[
(6N + k1)µ+ 6Nβ + λ]

= λpk1−1,6N + 6λpk1,6N−1+ (k1+ 1)αpk1+1,6N−1

+ (k1+ 1)µpk1+1,6N. (9)

For states along theleft boundaryof the state-transition dia-
gram (i.e.,S0,k2 for 16 k2 6 6N−1), the system of balance
equations are

p0,k2[k2µ+ k2β + 7λ]
= 6λp0,k2−1+ αp1,k2−1+ µp1,k2 + (k2+ 1)µp0,k2+1.

(10)
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For states along theright boundaryof the state-transition
diagram (i.e.,SN,k2 for 1 6 k2 6 6N − 1), the system of
balance equations are

pN,k2

[
(k2+N)µ+ 6λ+Nα]

= λpN−1,k2 + 6λpN,k2−1+ (k2+ 1)µpN,k2+1

+ (k2+ 1)βpN−1,k2+1. (11)

For the remaining states of the state transition diagram (i.e.,
Sk1,k2 for 16 k1 6 N−1 and 16 k2 6 6N−1), the system
of balance equations are

pk1,k2

[
(k1+ k2)µ+ k2β + 7λ+ k1α

]
= λpk1−1,k2 + 6λpk1,k2−1

+ (k1+ 1)αpk1+1,k2−1 + (k1+ 1)µpk1+1,k2

+ (k2+ 1)µpk1,k2+1+ (k2+ 1)βpk1−1,k2+1. (12)

The final balance equation is

N∑
k1=0

6N∑
k2=0

pk1k2 = 1. (13)

One of the major challenges in performing the compu-
tational experiments is the determination of the steady-state
probabilitiespk1,k2, where 06 k1 6 N and 06 k2 6 6N .
These values can be determined by solving(6N2+ 7N + 1)
linear equations. The input matrix for the above problem is
of sizem ×m wherem = 6N2 + 7N + 1, and can become
quite large asN increases. This makes the problem difficult
to solve in a reasonably short time.

The first step is to solve the system of linear equations
given byAx = b, whereA denotes the input matrix,x de-
notes the vector (of sizem) of steady-state probabilities, and
b denotes the right-hand side vector (of sizem). A contains
the coefficients of the steady-state probabilities in the sys-
tem of linear equations;x = (xt ), wherext = pk1,k2 and
t = (N · k2) + (k1 + k2 + 1); and b = (0,0, . . . ,0,1).
The unit value in vectorb corresponds to the right-hand side
of equation (13). Sinceb 6= 0, the above system of linear
equations is inhomogeneous.

The input matrixA has a special structure: it is nonsym-
metric and sparse. The sparsity follows from the fact that
the transitions are restricted to the neighboring states. From
equation (13), all elements of the bottom row ofA will be 1.
It follows from above that the structure ofA is “banded with
single border”. This special structure of the matrix was ex-
ploited in obtaining the steady-state probabilities.

For example, it was found that, for a given value ofN ,
the number of nonzero elements inA is 48N2+28N−1 (as
opposed to 36N4 + 84N3+ 61N2+ 14N + 1 if the matrix
was dense). Thus, the required storage can be reduced by
about two orders of magnitude, if only the nonzero elements
are stored. Atriad format was used to store only the nonzero
elements of matrixA. The nonzero elements were stored in
an arbitrary order as a set of triples(aij , i, j).

A library of subroutines [24] based on Gaussian elimina-
tion and pivotal interchanges along with iterative refinement

was used to obtain the steady-state probabilities. The proce-
dure was coded in Fortran and the experiments were run on
a Silicon Graphics workstation. Estimates of accuracy were
obtained by inspection of the max-norm of the last correc-
tion vector, the max-norm of the last residual vector, and the
growth factor.

6. Determining performance measures

Given that the the steady-state probabilitiespk1,k2 where
0 6 k1 6 N and 06 k2 6 6N have been determined, the
next step is to determine the performance measures which
will help in configuring the cellular network. Examples of
such measures include the carried traffic due to new calls,
the carried traffic due to handoff calls in the central cell, and
the incoming handoff traffic which is blocked in the central
cell. These measures can be subsequently used to determine
the expected net revenues.

LetQN denote the carried traffic (in calls/h/cell) due to
new calls andQH the carried traffic due to handoff calls in
the central cell (i.e., cell 1). Then,

QN =
[
λ(p00+ p10+ · · · + pN−1,0)

]
+ [λ(p01+ p11+ · · · + pN−1,1)

]+ · · ·
+ [λ(p0,6N + p1,6N + · · · + pN−1,6N)

]
. (14)

From equation (13) it follows that

QN = λ
(

1−
6N∑
j=0

pNj

)
. (15)

QH can be determined as follows:

QH =
[
β(p01+ p11+ · · · + pN−1,1)

]
+ [2β(p02+ p12+ · · · + pN−1,2)

]+ · · ·
+ [6Nβ(p0,6N + p1,6N + · · · + pN−1,6N)

]
(16)

= β
N−1∑
i=0

6N∑
j=1

jpij . (17)

A handoff call attempted from adjacent cells (cell 2) to
the central cell (cell 1) is blocked if allN channels in the
given cell are busy. The statespN,j , j = 1, . . . ,6N , along
the right boundary of the state transition diagram in figure 2,
represent the events where allN channels are busy in the
given cell and there exists at least one call in progress in the
adjacent cells. Taking into account the dependence of hand-
off rates on the number of active calls, the mean number of
handoff calls per unit of time trying to move into the central
cell but are blocked is

BH = β
6N∑
j=1

jpN,j . (18)

As explained earlier, one of the consequences of aggregat-
ing adjacent cells into a megacell is that the handoffs be-
tween the adjacent cells are ignored. Besides, the capacity
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of the megacell is much higher. Due to trunking efficiencies
obtained from pooling of channels, it follows that handoffs
from the central cell to the megacell are less likely to be
blocked. The corresponding performance of the megacell is
likely to be an overestimate of the actual performance. For
the above reasons, the computations related to handoff traffic
to the megacell are not considered.

Other performance measures which are of interest to the
system designer include the following:BN (= λ−QN) is de-
fined as the mean number of blocked new calls per hour per
cell;PC (= 100·QH/[QN+QH]) is the mean handoff traffic
carried in the given cell as a percentage of the total carried
traffic; PN (= BN/[QN + BN]) is the blocking probability
of new calls; andPH (= BH/[QH + BH]) is the blocking
probability of handoff calls.

7. Experimental design

This section contains a brief description of the various exper-
iments in terms of input parameters, objectives, and output
measures. The formulae presented in the previous section
were used to determine the output measures.

The values of the input parameters were selected based on
interviews with cellular companies and based on previously
published research [12,13,15,18,19]. They include the fol-
lowing: U = 0.0001 subscribers/m2, 1/µ = 2.0 min. The
values for the mean call initiation rate were chosen to be 0.1,
1.0 and 2.0 calls/h/subscriber to represent low, medium and
high traffic, respectively. The values for the mean speed of
subscriber mobility were chosen to be 5 km/h (≈3 miles/h)
to represent low mobility (e.g., pedestrian traffic), 40 km/h
(≈25 miles/h) to represent medium mobility (e.g., in resi-
dential areas), and 90 km/h (≈55 miles/h) to represent high
mobility (e.g., freeway traffic). In addition, the case of no
mobility (i.e., 0 km/h) was also studied.

Three sets of experiments were done. The first set of
experiments investigated the effect of subscriber mobility
when the mean call initiation rate was low.λu was set to
0.1 calls/h/subscriber and a different run was performed for
each value of subscriber speedv (i.e., 0, 5, 40 and 90 km/h).
The second and the third set of experiments were similar
to the first set, except thatλu was set to 1.0 and 2.0, respec-
tively. Givenλu, v andN , each experiment included the gen-
eration of the input matrix, determination of the steady-state
probabilities, and the computation of specific performance
measures for cell radius ranging from 50 to 6000 m, in incre-
ments of 50 m. The above sets of experiments were repeated
for two different channel capacities:N = 10 and 50.

In each experiment, the values of the following perfor-
mance measures were computed: the carried traffic due to
new calls (QN), the carried traffic due to handoff calls in the
central cell (QH), and the incoming handoff traffic which is
blocked in the central cell (BH). These values were, in turn,
used to determine the mean number of blocked new calls per
hour per cell (BN), the mean handoff traffic carried in the
given cell as a percentage of the total carried traffic (PC),

the blocking probability of new calls (PN), and the blocking
probability of handoff calls (PH).

8. Computational results

The steady-state probabilities obtained by solving the sys-
tem of linear equations for different experiments had a rela-
tive error of 10−7–10−9. The number of iterations required
to solve the system of linear equations varied from 3 to 5.
The average time for the completion of each experiment was
about 52 s forN = 10, while it was about 3.6 h (i.e., about
108 s for a given cell radius) forN = 50. The higher time
for the latter was due to the larger state space.

Some of the major results from the experiments are de-
scribed below. In the following discussion,r∗ denotes a cut-
off value of cell radius at which system behavior tends to
change. This notation is used for convenience and the ac-
tual value ofr∗ may not be the same for all cases. Besides,
λ(r) is used interchangeably withλ to emphasize thatλ is a
function of cell radiusr.

First, the impact of varying the cell size (i.e., increasing
the transmission power of base stations and subscriber ter-
minals thereby increasing the cell radius) is presented (see
figures 4–8). The values of other input parameters (λu, v
andN) were kept constant.

1. As cell radius increases, the blocking probability of new
calls (PN ) is zero untilr 6 r∗, after which it increases
at a rapid rate. As cell radius increases,λ(r) also in-
creases. Initially, the available channel capacityN is
sufficient to accommodate the increase inλ(r), result-
ing in no blocking of new calls. However, forr > r∗,
N is not sufficient to handle the traffic. As a result, the
blocked new call traffic tends to increase at a rapid rate.

2. For mobile subscribers (i.e.,v > 0), as cell radius in-
creases, the carried handoff traffic (QH) drastically de-
creases untilr 6 r∗, after which it gradually decreases

Figure 4. Impact of cell size on carried new call trafficQN (N = 10,
v = 5 km/h).
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Figure 5. Impact of cell size on carried handoff trafficQH (N = 10,
v = 5 km/h).

Figure 6. Impact of cell size on carried handoff traffic as a percent of total
carried trafficPC (N = 10,v = 5 km/h).

to zero. From equation (3), it follows thatη = 2v/πr.
Hence,η/µ = K/r, whereK = 2v/πµ. For given in-
put parametersv andµ,K will be a constant, and hence,
as cell size increases,η/µ decreases.
Initially, for small cells,η > µ, which implies that the
likelihood for handoffs is high. Sinceλ(r) is low and
the channel capacityN is sufficient, these handoffs are
accommodated by the cell. As cells become larger,λ(r)

increases leading to increased blocking of handoff calls
(as can be seen from the peak in the curve forBH in
figure 8). For cells beyond a certain size, the blocking of
handoff calls decreases. However, the carried traffic due
to handoff calls continues to decrease. This apparent
paradox can be explained as follows.
As cells become larger,η 6 µ, and hence, handoffs be-
come less likely. Besides, the new call traffic in adjacent
cells becomes larger and the available channel capacity
may not be sufficient to handle all the traffic. This re-
sults in the increased blocking of new calls in adjacent

Figure 7. Impact of cell size on blocking probability of new callsPN
(N = 10,v = 5 km/h).

Figure 8. Impact of cell size on blocked handoff trafficBH (N = 10,
v = 5 km/h).

cells, and hence, fewer handoff calls from the adjacent
cells. This follows from the fact thatPC andBH tend to
decrease for large cells (see figures 6 and 8). Thus, the
decrease in carried handoff traffic forr > r∗ is due to
fewer incoming handoff calls and not due to increase in
the blocking of handoff calls.

3. For mobile subscribers, as cell radius increases, the
carried handoff traffic (QH) exceeds the carried new
call traffic (QN) for r 6 r∗. However, for larger cells,
QH < QN. In general, the aggregate traffic in adjacent
cells is greater than the traffic in the given cell. Besides,
for small cells with radius less thanr∗, there is greater
likelihood of handoff to the given cell since subscribers
can reach the cell boundary quickly. In addition, due to
small cell sizes,λ(r) tends to be relatively small. Hence,
QH > QN for small cells. However, for large cells, as
explained above, the carried traffic due to handoff calls
tends to decrease due to fewer handoffs. This behavior
also follows from the fact that for small cells, the carried
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handoff traffic as a fraction of total carried traffic (PC)
is higher than 50% (see figure 6); however, for larger
cells,PC is lower than 50% and tends to decrease.

The impact of varying cell size on the blocking probabil-
ity of handoff calls (PH) is similar to that on the blocking
probability of new calls (PN) (see figure 7), and hence, the
corresponding figure is not shown. However, one of the in-
teresting findings of the above experiments is that reliance
onPH alone can be misleading. Thus, beyond a certain cell
size,PH increases at a rapid rate with increase in cell ra-
dius. If this behavior is considered independently, one may
erroneously conclude that use of large cells may lead to ex-
cessive blocking of handoff calls. However, this conclusion
is not necessarily true when the behavior of blocked handoff
traffic (see figure 8) is considered in conjunction with that of
PH. The reason for the above behavior ofPH is that, for rea-
sonably large cells, the total offered handoff traffic decreases
at a faster rate than the decrease in the blocked handoff traf-
fic.

In general, the above results remain valid for a higher
value ofλu except thatr∗ tends to be lower. This is be-
cause the offered traffic due to new calls tends to be higher
in each cell, and hence, the demand for channels tends to be
higher. So, available resources (channels) tend to be con-
sumed faster leading to a significant change in system be-
havior at relatively small cell sizes.

Another difference is with respect to the value of carried
handoff traffic (QH). For small cells,QH(λu = 2.0) >
QH(λu = 1.0) > QH(λu = 0.1). However, for medium
to large cells, the inequality in the above expression is re-
versed. This is because, for large cells, the blocked handoff
traffic BH tends to be higher, and consequently,PC tends to
be lower asλu increases. This implies that the increase inλu
has a significant impact on the handoff traffic for medium to
large cells.

On the other hand, if a higher value ofN is used (whileλu
andv are constant), the results remain similar except thatr∗
tends to be higher. The availability of more channels implies
that more calls can be accommodated for a given cell radius.
Sinceλu is constant, this implies that traffic from relatively
larger cells can be accommodated. Hence,r∗ tends to be
higher.

The impact of varying subscriber mobility (i.e.,v) is pre-
sented below (see figures 9–13). The values of other input
parameters (λu, r andN) were kept constant.

1. For r < r∗, the carried traffic due to new calls (QN)
is independent ofv. This follows from the fact that for
r < r∗, PN = PH = 0. This is becauseλ(r) is small for
small values of cell radius. So, the channels assigned
to the cell are sufficient to handle all the traffic due to
new calls as well as handoff calls. Increase ofv tends
to increase the amount of handoff traffic. However, this
increase can be fully absorbed by the available channel
capacity forr < r∗, and hence,QN is not affected. If
λu is increased further,r∗ tends to decrease.

Figure 9. Impact of subscriber mobility on carried new call traffic: method 1
versus method 2 (N = 10,λu = 0.1, v1 = 5 km/h, v2 = 40 km/h).

Figure 10. Impact of subscriber mobility on carried handoff traffic:
method 1 versus method 2 (N = 10, λu = 0.1, v1 = 5 km/h,

v2 = 40 km/h).

Figure 11. Impact of subscriber mobility on carried handoff traffic as a
fraction of the total carried traffic: method 1 versus method 2 (N = 10,

λu = 0.1, v1 = 5 km/h, v2 = 40 km/h).
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Figure 12. Impact of subscriber mobility on blocked handoff traffic:
method 1 versus method 2 (N = 10, λu = 0.1, v1 = 5 km/h,

v2 = 40 km/h).

Figure 13. Impact of subscriber mobility on the blocking probability of
new calls: method 1 versus method 2 (N = 10, λu = 0.1, v1 = 5 km/h,

v2 = 40 km/h).

2. For r > r∗, asv increases,QN tends to decrease. This
is because the traffic due to handoff calls tends to in-
crease withv. Since the cell size remains unchanged,
the new call traffic initiated in the cell remains the same
while the handoff traffic from adjacent cells increases.
The cell is, therefore, likely to accomodate more hand-
off traffic than new call traffic. Thus, the increase in
QH tends to be at the expense ofQN. This behavior
is confirmed by the increase inPC with increase inv
(see figure 11). Moreover, for larger cells,λ(r) also be-
comes large. As a result, the available channel capacity
may not be sufficient to carry the traffic, resulting in the
increase ofPN, and hence, in the decrease ofQN (see
figure 13).

3. For r > r∗, asv increases, the blocked handoff traffic
(BH) tends to increase. This is because asv increases,
the likelihood of handoffs also increases. For large cells,

the new call traffic generated in the cell is also high. If
the cell size exceeds a certain value, then most of the
available channels in the cell tend to be busy leading to
increased blocking of handoff traffic (see figure 12).

9. Comparison with traditional method

As explained in section 2, the handoff rate used in the pro-
posed model varies as a linear function of the number of
calls in progress in the cell. In this section, we compare the
results of the above method (denoted as method 1) with the
traditional method (denoted as method 2) of modeling hand-
offs using information about the average behavior.

In method 2, the handoff attempts are modeled by assum-
ing a fixed probabilityθij of call transitions from celli to
cell j [2,11]. To make the comparison meaningful, the sys-
tem is modeled as a two-station queueing network, where
station 1 corresponds to the central cell and station 2 cor-
responds to an aggregation of the six cells adjacent to the
central cell.

Let ej denote the total arrival rate of calls (new as well as
handoff) to cellj . Letρj = ej /(η+µ) andBj = E(ρj , Cj )
whereE(·, ·) is the Erlang loss function andC1 = N and
C2 = 6N . Let θ = η/(η + µ). Since the system is assumed
to be homogeneous,θij = θji = θ . Letλ1 = λ andλ2 = 6λ.
Then, under equilibrium conditions, the following system of
equations needs to be solved:

ei = λi + ej (1− Bj)θ, i = 1,2; j 6= i. (19)

LetQ′N, Q′H, B ′H, B ′N, P ′C, P ′N andP ′H denote the perfor-
mance measures similar toQN, QH, BH, BN, PC, PN and
PH (see section 6), respectively. Then, by definition,

Q′N = λ(1− B1), (20)

Q′H = e2(1− B2)θ(1− B1), (21)

B ′H = e2(1− B2)θB1. (22)

The expressions forP ′C, P ′N andP ′H will be the same as for
PC, PN andPH, respectively.

The same sets of experiments as described in section 7
were done for method 2. The initial values forB1 andB2
were set to 0.0. Then, using fixed point iteration, the ac-
tual values ofBi , i = 1,2, were found. The iterations were
stopped when the number of iterations exceeded 100000 or
if the Bi values between two consecutive iterations did not
differ by more than 10−10. Except for five instances, fewer
than 100 iterations were required for theBi values to con-
verge.

When there was no subscriber mobility (i.e.,v = 0), the
results yielded by the two methods were identical. When
the subscribers were mobile (i.e.,v > 0), the structure of
the solutions in terms of the impact of cell size, mean call
initiation rate, the number of channels and mobility on the
performance measures were the same. However, the results
differed in several respects and are described below. As in
section 8, in the following discussion,r∗ denotes a cutoff



182 GAVISH AND SRIDHAR

value of cell radius at which system behavior tends to change
and the actual value ofr∗ may not be the same for all cases.

For a given set of input parameters, the major differ-
ences in the results of the two methods are described be-
low (see figures 9–13). Beyond a certain cell size, the car-
ried new call traffic under method 2 is higher than that un-
der method 1 (i.e.,Q′N > QN). However, in terms of the
other performance measures, for cells beyond a certain size,
method 2 yields lower values than method 1 (i.e.,Q′H < QH,
P ′C < PC, P ′N < PN, B ′H < BH). The above results imply
that when subscribers are mobile, beyond a certain cell size,
method 2 tends to underestimate the handoff traffic (blocked
as well as carried) than under method 1. Besides, the vari-
ance in the results tends to increase with cell size and with
mobility. The above findings remain valid even for higher
values ofλu.

In general, mobility imposes a cost in terms of requir-
ing additional channels to meet a required blocking prob-
ability [3], and this cost tends to increase with mobility.
Method 2, as explained above, tends to underestimate this
cost and hence the corresponding results may not be accu-
rate. Method 1 provides a more reliable measure of this cost
since it accounts for additional handoff traffic by making the
handoff rates dependent on the active number of calls in ad-
jacent cells.

10. Economic impact

In this section, the economic impact of mobility on system
configuration decisions is explored. Several experiments are
done to determine the optimal cell size and the optimal num-
ber of channels required at different values of subscriber mo-
bility and call initiation rates.

A similar study was done in an earlier paper [4]. How-
ever, subscriber mobility was ignored. The study presented
in this section explicitly takes into account the impact of sub-
scriber mobility. Another difference between this study and
the earlier study [4] is in terms of computation ofRh, the
total call revenue per busy hour.Rh is used to determine the
net revenue corresponding to a given system configuration.
To determineRh, it is necessary to determineT , the mean
number of calls carried in a cell (i.e., cell 1 in our case) per
unit of time. The procedure for determiningT is given be-
low.

Given the carried traffic due to new calls (QN) and the
carried traffic due to handoff calls (QH) in the central cell,
the mean number of calls carried by the central cell per unit
of time is

T = QN +QH. (23)

Let Rf denote the charge for the first minute of call andRo
denote the charge per minute for subsequent minutes. Then,
the corresponding call revenue per hour per cell is

Rh1 = T
[
Rf +

⌈
1

µ
− 1

⌉+
Ro

]
. (24)

It is a common practice in the cellular industry to offer
credit to subscribers whose calls have been abruptly termi-
nated due to blocked handoff calls. This is because sub-
scribers are more sensitive to abrupt termination of ongo-
ing calls than to getting a busy tone during call initiation.
The amount of credit depends on several factors such as the
length of the call before it was terminated, the importance
attached to such disruptions by the service provider, and
regulatory requirements. For convenience, assume that the
amount of credit corresponds to the revenue obtained during
the average length of the call. The issue of credit results in a
loss of revenue to the service provider. The amount of loss
in revenue per hour per cell is

Rh2 = BH

[
1

µ
Ro

]
. (25)

From (24) and (25), the total call revenue per hour per cell is

Rh = Rh1 − Rh2. (26)

Let hday denote the number of busy hours per day and
let Y denote the number of business days per year. Then, the
annual call revenue for a cell of radiusr andi channels is

Rcall(i, r) = RhhdayY. (27)

Let Rco denote the connect charges from subscribers
($/month) andM(r) = dA/A(r)e. Then, the expected an-
nual revenues for the entire service area is

Rtot(i, r) = M(r)Rcall(i, r)+ Rct, (28)

whereRct = Rco · U ·A · 12.
The next step in determining the net revenue is to deter-

mine the total costs. The major cost components are the cost
of setting up and maintaining the tower and the cost of chan-
nels in each cell. Let

• T : number of tower types,

• t∗: optimal tower type,

• D(t): maximum radius covered by tower of typet (m),

• Ctr(t): annualized set-up cost of tower typet ($),

• Cmt(t): annual maintenance and operations cost of tower
typet ($),

• Cch(t): channel cost associated with tower typet ($).

When tower typet with i channels is used, the annual cost
per cell is

C(i, t) = Ctr(t)+ Cmt(t)+ iCch(t). (29)

Hence, for a network of cells of radiusr with i channels as-
signed to each cell, the expected annual costs for the service
area are given by

Ctot(t, i, r) = M(r)C(i, t). (30)

Given the expected annual revenues and the annual costs for
the cellular network, it is straightforward to compute the ex-
pected annual net revenues. For a cellular network ofM(r)
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Table 1
Input parameters associated with towers.

Tower type Tower range cost Setup cost Channel cost Mtce./Opns. cost
(in m) (in $) (in $/year) (in $/year)

1 300 20,000 300 2,500
2 800 150,000 500 20,000
3 1,500 500,000 500 40,000
4 3,000 1,600,000 750 60,000
5 6,000 3,000,000 1,250 100,000

cells, each of which has radiusr and uses towert andi chan-
nels, the expected annual net revenues are given by

NR(t, i, r) = Rtot(i, r)− Ctot(t, i, r). (31)

The parameters used in this study are as follows:

subscriber density= 0.0001 subscribers/m2,

mean call duration= 2.0 min,

available channels= 50,

service area= 1.6 billion m2,

subscription charge= $ 25.00/month,

estimated tower life= 5 years,

Rf = $ 0.25/first minute,

Ro= $ 0.15/minute,

hday= 6,

Y = 260 days.

The input parameters associated with towers are listed in
table 1.

For a given cell radiusr, the number of cells required
to cover the given service area is determined asM(r) =
dA/A(r)e. Next, the optimal tower type is chosen after
comparing the cell radiusr with the rangeD(t) of each
tower t . The tower whose range just exceeds the cell ra-
diusr is chosen the optimal tower typet∗. Then, the traffic-
related values such as the mean call initiation rate per cell
λ(r) (= λuUA(r)) and the number of subscribers in the ser-
vice areaS (= UA) are determined. Next, usingN avail-
able channels in each cell, the net revenues are computed
using the procedure outlined above. However, the use of
all the availableN channels may not necessarily maximize
the expected net revenue. Hence, the procedure for deter-
mining net revenues is repeated for each value ofi, where
1 6 i 6 N . The number of channels which yields the
maximum net revenue is chosen as the optimal number of
channels (N∗) for each cell.

In the first experiment, the maximum number of chan-
nels,N , was set to 50. The cell radius was varied from
50 to 6000 m in increments of 50 m. For a given call ini-
tiation rate,λu, the net revenue for each value of cell ra-
dius was determined as described earlier. The above exper-
iment was repeated for different values ofλu (i.e., 0.1 and
1.0 calls/h/subscriber) and for different values of subscriber
speedv (i.e., 5 and 40 km/h). The values of other input pa-
rameters were kept constant. The results of the above exper-
iments are discussed below.

Figure 14. Impact of subscriber mobility on net revenues (λu = 0.1
calls/h/subscriber).

From figure 14, it can be seen that the net revenue has a
nonlinear strucuture similar to that of a sawtooth function.
Thus, there are large changes in net revenue when cell ra-
dius just exceeds 300, 800, 1500 and 3000 m. These large
changes in net revenue are due to the changes in the choice
of tower used in each cell. In fact, for low values of mean
call initiation rate, subscriber speed and cell size, the total
costs can exceed the total revenues (note: negative values of
net revenues are denoted as points on thex-axis in the fig-
ure). Besides, the magnitude of the change in net revenue
seems to decrease with increase in cell radius.

If the subscriber speed is increased, while the other para-
meters are unchanged, the net revenues also increase. The
reason for this behavior can be explained as follows: the
increased subscriber mobility results in a higher carried traf-
fic – mainly due to increased handoff traffic (see discussion
in section 8) – which contributes to higher net revenues.
However, as the cells become larger, the difference in net
revenues due to a change subscriber mobility tends to be-
come smaller. One of the reasons for this behavior is that
the blocked handoff traffic tends to increase (see figure 12)
leading to a higher penalty incurred by the service provider
in offering credit for blocked handoff calls. Another reason
is that the carried new call traffic also tends to decrease with
increase in subscriber mobility (see figure 9), which lowers
the revenue due to carried traffic. Both of the above reasons
lead to a lower impact on net revenues for large cells.

Another impact of higher subscriber mobility is that the
optimal cell size is lower. For low values of call initiation
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Figure 15. Impact of subscriber mobility on the optimal number of channels
(λu = 0.1 calls/h/subscriber).

rate and subscriber mobility, if the cell size is small, it im-
plies that a large number of cells will be required to cover
the service area. Since the setup cost of towers, even with
small coverage, is relatively high, the revenues due to carried
traffic in such a configuration may not justify the necessary
investment. However, if the subscriber mobility is high, the
carried traffic tends to be higher for small cells. In fact, as
cells become larger, the carried traffic tends to decrease as
explained in the previous paragraph. Hence, the optimal cell
size is lower when subscriber mobility is increased.

Given the mean call initiation rate and subscriber speed,
the optimal number of channels which will maximize the ex-
pected net revenue tends to increase with cell radius (see fig-
ure 15). In the figure, the optimal number of channels is de-
noted as zero if the corresponding net revenues are negative.
This behavior is also true for a higher value of subscriber
mobility. However, for a given cell size, if the subscriber
speed is increased, the optimal number of channels tends to
be higher. Thus, mobility seems to impose a cost in terms of
requiring additional number of channels for each cell. This
observation is consistent with earlier research [3] on the cost
of mobility.

If the mean call initiation rateλu is higher, the results
remain similar except in terms of the optimal cell size and
the optimal number of channels. At a higherλu, while other
parameters are unchanged, the optimal cell size tends to be
lower. Besides, the optimal number of channels required for
a given cell size tends to be higher due to higher traffic in the
cell.

11. Conclusion

The purpose of the model described in this paper is to study
the dynamics of mobility between a single cell and its adja-
cent cells. It explicitly incorporates the dependency between
the handoff rate and the system state. Extensive computa-
tional experiments were done to study the impact of various
input parameters on specific performance measures.

Several observations were made regarding the system
performance and as to how it is affected by the complex in-
teraction between subscriber mobility, cell size, number of
channels and the mean call initiation rate. Another interest-
ing observation was that the reliance on a single performance
measure may lead to erroneous conclusions and that it is im-
portant to consider several performance measures jointly to
study the impact of input parameters.

The above experiments were repeated using the tradi-
tional method of modeling handoffs using information about
the average behavior. The results of these experiments show
that the proposed model, where handoff rates are state-
dependent, captures additional traffic due to mobility when
compared to the traditional method of modeling handoffs.
Additional experiments were also done to study the eco-
nomic impact of mobility on system configuration decisions.
Though an approximation, the above work provides inter-
esting insights about the impact of mobility in configuring
cellular networks.
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