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In order to study the effect of mutation rate heterogeneity on patterns of DNA polymorphism, we simulated samples 

of DNA sequences with gamma-distributed nucleotide substitution rates in stationary and expanding populations. 

We find that recent population expansions and mutation rate heterogeneity have similar effects on several poly- 

morphism indicators, like the shape and the mean of the observed pairwise difference distribution, or the number 

of segregating sites. The inferred size of population expansion thus appears overestimated if nucleotides have 

dissimilar substitution rates. Interestingly, population expansion and uneven mutation rates have contrasting effects 

on Tajima’s D statistic when acting separately, and the consequence on the associated test of selective neutrality is 

investigated. The patterns of polymorphism of several human populations analyzed for the mitochondrial control 

region are examined, mainly showing the difficulty in quantifying the respective contribution of past demographic 

history and uneven mutation rates from a single sampled evolutionary process. However, substitution rates appear 

more heterogeneous in the second hypervariable segment of the control region than in the first segment. 

Introduction 

New molecular data are providing information that 

is qualitatively different from that previously available, 

as the number of evolutionary steps separating a given 

pair of genes can be estimated. The number of observed 

differences between two gene copies is indicative of the 

amount of time since these genes diverged (Watterson 

1975; Tajima 1983; Hudson 1990; Slatkin 1995), and 

can be used to infer different aspects of the natural his- 

tory of extant populations (Avise 1994). For instance, 

the genetic structure of populations can be inferred from 

the distribution of observed pairwise differences (Ex- 

coffier, Smouse, and Quattro 1992), the amount of gene 

flow between populations can be estimated from molec- 

ular phylogenies (Slatkin and Maddison 1989), and a 

star phylogeny is consistent with a population expansion 

after a bottleneck (Slatkin and Hudson 1991). More re- 

cently, a series of papers have investigated the possibil- 

ity of inferring the occurrence, the timing, and the level 

of past demographic expansions in finite populations by 

examining the shape of the distribution of observed pair- 

wise differences (also called the mismatch distribution) 

(Rogers and Harpending 1992; Harpending et al. 1993; 

Rogers and Jorde 1995). This new methodology was 

introduced after the observation that many such distri- 

butions were unimodal in the mitochondrial control re- 

gion of human populations (Di Rienzo and Wilson 
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1991). Such a distribution shape is indeed very unlikely 

under population stationarity, because the distribution of 

pairwise differences among genes reflects the shape of 

the gene genealogy, which may considerably differ be- 

tween several outcomes of the same evolutionary pro- 

cess (Slatkin and Hudson 1991, and see figure 2, column 

1). A unimodal distribution is, however, expected after 

a sudden and large demographic expansion (Slatkin and 

Hudson 1991; Rogers and Harpending 1992; Marjoram 

and Donnelly 1994). The analytical model developed by 

Rogers and Harpending (1992) to infer past population 

bottlenecks assumes a random substitution process and 

equal mutation rates for all nucleotide positions. Both 

assumptions have been shown to be violated for mito- 

chondrial DNA (mtDNA). First, there is a well-known 

substitution bias in favor of transitions in mammalian 

mtDNA (Brown et al. 1982). Second, the uniform mu- 

tation rate model has been recently challenged. Several 

studies have shown that the number of substitutions per 

site was not Poisson distributed as expected under the 

uniform model in the mitochondrial control regions (Ko- 

cher and Wilson 199 1; Hasegawa et al. 1993; Wakeley 

1993). It rather followed a negative binomial distribu- 

tion, suggesting (but not necessarily implying) that the 

mutation rates varied from site to site according to a 

gamma distribution (Uzzel and Corbin 1971). Although 

the exact underlying molecular mechanisms are un- 

known, it means that a few sites are the target of most 

mutation events and therefore act as mutational hot 

spots, whereas a majority of sites are not variable. Mu- 

tation rate heterogeneity and transition bias should 

therefore result in a reduced number of observed differ- 

ences between pairs of genes. The effects of gamma- 

distributed mutation rates have been previously studied 

when estimating the amount of transition bias (Wakeley 
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1994) and nucleotide substitution rates (Tamura and Nei 

1993; Rzhetsky and Nei 1994), but their effect on either 

the shape of the distribution of observed pairwise dif- 

ferences or on other indices of DNA polymorphism at 

the population level are largely unknown. Although it 

has been claimed that gamma-distributed rates would 

not significantly affect the number of differences be- 

tween random pairs of genes (Rogers 1992), analytical 

work has shown that unimodal distributions of pairwise 

differences may be obtained when a given fraction of 

nucleotide sites are mutating much faster than the other 

sites (Lundstrom, Tavare, and Ward 1992). Bertorelle 

and Slatkin (1995) have also recently shown that other 

indices of polymorphism, such as the number of segre- 

gating sites or Tajima’s D statistic (Tajima 1989a), could 

be also affected if nucleotide sites were discretely dis- 

tributed between slow- and fast-evolving sites. 

In this paper, we use a Monte Carlo approach to 

simulate uneven substitution rates in stationary and ex- 

panding populations. The effects of sudden demographic 

expansions and uneven mutation rates on the pattern of 

DNA polymorphism are then compared. The problem of 

distinguishing between these two effects, and thus of 

inferring past demographic events from molecular data, 

is discussed in the context of human mtDNA sequence 

polymorphism. 

Material and Methods 

Simulation Model 

Samples of 100 DNA sequences with a length of 

300 base pairs (bp) were generated in stationary and 

expanding populations, with or without mutation rate 

heterogeneity and with transitional bias using a Monte 

Carlo approach. Gene genealogies (topologies and 

branch lengths) were first built using a coalescent sim- 

ulation model based on a continuous time approximation 

and described in Hudson (1990). Under this model, the 

time t during which the sample has j distinct lineages is 

approximately exponentially distributed with mean (jo 

- 1)/2)-l. Time is expressed here in units of M gener- 

ations, where A4 is equal to the present population in- 

breeding effective size N for haploids, or 2N for dip- 

loids. Episodes of rapid population growth (sudden ex- 

pansions) were reflected on the genealogy by resealing 

the length of the branches by a factor equal to Ml/M, 

where M, is the size before the expansion (Hudson 

1990). In our simulations, all expansions occurred t = 

O.lM generations ago. As our application deals with hu- 

man mtDNA, the time of expansion was chosen in order 

to approximately match the known demographic history 

of human populations. The human effective female pop- 

ulation size has been estimated from mtDNA sequence 

polymorphism to be around 5,000 females (Vigilant et 

al. 1989; Graven et al. 1995). In this case, a time of 0.1 

A4 generations is equal to 10,000 years, assuming a gen- 

eration time of 20 years. This date corresponds approx- 

imately to the beginning of the Neolithic expansion. 

We have simulated an independent substitution pro- 

cess occurring on the branches of the genealogy, starting 

from an arbitrary ancestor sequence of DNA, as a two- 

step process. The number of substitutions occurring on 

each branch of the genealogy was first assumed to fol- 

low a Poisson distribution of parameter W2, where 0 = 

2A4u, u is the mean substitution rate for the whole se- 

quence, and t is the branch length expressed in units of 

A4 generations. Substitutions were then randomly allo- 

cated to sites using the conditional gamma probability 

distribution described below and shown in figure 1, 

which allows for uneven substitution rates. Upon mu- 

tation, the target nucleotide was randomly chosen de- 

pending on a given transition/transversion ratio. The 

probability of a mutation being a transition was then set 

to 95%, in agreement with estimates obtained from hu- 

man mtDNA (Brown et al. 1982; Horai and Hayasaka 

1990; Graven et al. 1995). The final states of the se- 

quences in the sample were recorded, as well as the 

actual number of mutations having occurred between all 

pairs of sequences. 

Generation of Gamma-distributed Mutation 

Probabilities 

Analytical studies of uneven mutation rates become 

extremely complex when there are more than two class- 

es of mutation rates (Lundstrom, Tavare, and Ward 

1992). We have therefore chosen to study the effect of 

gamma-distributed mutation rates on the observed pat- 

tern of sequence polymorphism by simulating gamma- 

distributed hit probabilities. A hit probability is defined 

as the conditional probability for a given site to be the 

target of a substitution knowing that a mutation event 

has occurred. It is obtained by drawing random gamma- 

distributed numbers, a procedure described below. 

The probability density of a gamma-distributed 

variate X is described by 

(1) 

where I(s) is the standard gamma function, (Y = %/V(X), 

p = x/V(X), J% is the mean and V(X) is the variance. For 

simplification purposes, we arbitrarily set the parameter 

B to 1, a value very close to those estimated by Wakeley 

(1993) for human mtDNA control region sequences. 

This simplification has no major consequence on the 

shape of the gamma distribution as it is primarily con- 

trolled by the parameter (Y, but it implies that the mean 

is equal to the variance, as in the Poisson distribution. 

A gamma-distributed variate yi is then found by numer- 
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FIG. 1 .-Gamma-distributed hit probabilities for different 

amounts of mutation rate heterogeneities (see text). 

ically solving the incomplete gamma distribution (see 

Press et al. 1992) 

1 

I 

Yi 

p(yiv a) = - 

eu) 0 

e-xxQ-1 dx. (2) 

Thus, a gamma-distributed variate yi is defined such 

that the area under the incomplete gamma distribution 

curve before yi is equal to a given number P(yi, a). The 

values of P(ui, (x) can be randomly drawn from a uni- 

form distribution between zero and one, but in order to 

uniformly cover the variation range of the Yi’S, we have 

set the P(yi, CX) equal to i/(m + l), i varying between 1 

and m, m being the length of the sequence. The condi- 

tional gamma probability distributions shown in figure 

1 were finally obtained for different (x values by nor- 

malizing the yi as zi = y/~“yi. Thus, for each cx value, 

the mutation rates are different for all sites. They are, 

however, assumed to be constant throughout time at 

each site, and unchanged over all simulated gene ge- 

nealogies. These deterministic mutation rates introduce 

less variation than a completely random mutation pro- 

cess that would require much more computing time un- 

der our simulation scheme, but both mutation models 

should lead to identical expectations. 

The shape parameter cx has been previously esti- 

mated from different human mtDNA sequence data sets 

by fitting the distribution of the number of substitutions 

per site estimated on most-parsimonious phylogenetic 

trees to a negative binomial (Johnson and Kotz 1973, p. 

131). It was found to vary between 0.11 (Kocher and 

Wilson 1991; Tamura and Nei 1993) and 0.47 (Wakeley 

1993). The smaller cx values indicate larger departures 

from uniform mutation rates (fig. 1). Note that these 

estimated values may be overestimated since the prin- 

ciples of parsimony or minimum evolution used in most 

phylogenetic reconstruction techniques are violated 

when variable mutation rates are allowed. In order to 

study the effect of increasing departure from the uniform 

model, we have used four different 01 values (0.4, 0.1, 

0.05, and 0.01) in our simulations. 

Molecular Polymorphism Statistics 

The consequence of sudden population expansion 

and variable mutation rates has been studied for several 

statistics of population sequence polymorphism, such as 

the number of observed sequences in the sample (k), the 

observed number of polymorphic sites (S), the mean 

number of nucleotide differences between pairs of se- 

quences (T), and Tajima’s (1989~) D statistic, defined 

as 

(3) 

where 8, = 7~ and ob = Sal-’ i-l. Note that Tajima’s 

D is commonly used as a selective neutrality test statistic 

under the infinite-site model (Watterson 1975). Its con- 

fidence intervals may be found in table 2 of Tajima’s 

paper (Tajima 1989~~) for different sample sizes. The 

distribution of each statistic under each condition was 

obtained from 500 simulations. In the following, the es- 

timators will be differentiated from the parameters by a 

hat sign (e.g., 8), and the average: will be 

a bar above the estimators (e.g., D). 

indicated bY 

Results 

Heterogeneity of Mutation Rates 

Hit probability distributions are shown in figure 1 

for the uniform model and for different amounts of mu- 

tation rate heterogeneity. With an cx value of 0.4, slightly 

more than 200 out of 300 sites have a non-negligible 

probability of being the target of a mutation, whereas 

for lower cx values of 0.1 and 0.01 the numbers of po- 

tential polymorphic sites are considerably smaller and 

are approximately equal to 100 and 20, respectively. In 

the latter case, it means that all mutations will practi- 

cally occur on less than 10% of the sites. Among these 

only two or three sites will be hit most of the time and 

thus act like mutational hot spots. Note that the sites are 

arranged on the x axis in figure 1 by order of increasing 

conditional probability. This will not affect our interpre- 

tations since no population statistic depends on site lo- 

cations in the 300-bp sequence. 

Distribution of Observed Pairwise Differences 

Six random examples of distributions of observed 

pairwise differences are presented on figure 2 for dif- 

ferent combinations of population expansion and muta- 

tion rate heterogeneities. Each distribution represents a 

single outcome of a simulated evolutionary process. Fig- 

ure 2 confirms that the uniform model of mutations in 

stationary population may lead to very different distri- 

bution shapes (Slatkin and Hudson 1991), whereas un- 
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FIG. 2.-Distributions of observed pairwise differences obtained under different simulation conditions. Each curve represents a single 

evolutionary outcome. Six random outcomes are presented for each simulation condition. The x-axis represents the number of pairwise differences 

and ranges from 0 to 25. The empirical probability of observing a pair of sequences differing by a given number is shown on the y-axis. Its 

range varies between 0 and 0.3. 

even mutation rates or population expansions lead to 

predominantly unimodal distributions. Heterogeneity of 

mutation rates appears to have basically the same effect 

on the observed pairwise difference distribution as a 

sudden population expansion, by shifting the mode of 

the distribution toward lower values and reducing the 

variance. Moreover, their effect is synergetic when act- 

ing together. It thus appears difficult to infer correctly 

the demography of a population from the distribution of 

pairwise differences alone without taking into account 

a possible heterogeneity of mutation rates. For instance, 

a sudden lOO-fold expansion leads to distributions hav- 

ing essentially the same shape and the same mode as 

those resulting from a mere lo-fold expansion with a 

mutation rate heterogeneity defined by an alpha value 

of 0.1 (fig. 2). 

Mean Number of Nucleotide Differences between 

Pairs of Sequences (7~) 

The averages of 500 simulated distributions of ob- 

served mean pairwise differences (6) are reported in 

table 1, and compared to the present generation mutation 

parameter 8 for different simulation conditions. Under 

the infinite-site model and population stationarity, E(T) 

is equal to 8 (Tajima 1989). This relationship approxi- 

mately holds for the stationary finite-site model in our 

simulations ($)/O = 0.932, $ = 9.32, SD [+] = 13.19), 

but with increasing mutation rate heterogeneity, the 

mode and the mean of the distributions move toward 

much lower values (table 1 and fig. 2). The same trend 

may be observed in all cases when a population has 

been expanding. The present day population parameter 
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Table 1 

Average Sequence Diversity (&) in a Sample of 100 Sequences under Different Simula- 

tion Conditions 

FINITE-SITE 
MUTATION RATE HETEROGENEITY 

DEMOGRAPHIC MODEL MODEL OL = 0.4 o! = 0.1 (Y = 0.05 (Y = 0.01 

1. Stationarity: 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . 
C.V............................ 

h3 (0 = 10) . . . . . . . . . . . . . . . . . . 

2. Population Expansion (t = O.lM 

generations ago): 

x2: 

ir ............................ 
c.v ............................ 

G//e ((3 = 20) .................. 

x5: 

+ ............................ 9.293 

c.v ............................ 1.066 

;r/e (0 = 100) ................. 0.093 

9.324 8.277 6.536 5.473 2.913 

1.415 1.348 1.293 1.264 1.216 

0.932 0.828 0.654 0.547 0.291 

10.017 8.943 7.043 5.938 3.071 

1.351 1.306 1.249 1.213 1.173 

0.501 0.447 0.352 0.297 0.154 

13.015 11.300 9.029 7.255 3.614 

1.251 1.202 1.163 1.135 1.122 

0.260 0.226 0.181 0.145 0.072 

17.151 14.880 11.244 9.057 4.263 

1.162 1.122 1.092 1.087 1.090 

0.172 0.149 0.112 0.09 1 0.043 

10.126 9.376 7.914 6.677 3.501 

1.068 1.066 1.066 1.069 1.093 

0.101 0.094 0.079 0.067 0.035 

8.695 7.430 6.340 3.380 

1.066 1.067 1.071 1.096 

0.087 0.074 0.063 0.034 

8 is thus increasingly underestimated from the distri- 

bution of observed pairwise differences for smaller cx 

values (more uneven mutation rates). As expected, the 

effect of sudden population growth on 6 is very similar 

under the finite site model. We see that G values are 

shifted toward lower values for larger expansion factors, 

reaching a value of approximately T = 0t for very large 

expansion factors (2100) (Rogers and Harpending 

1992; Slatkin and Hudson 199 1). 

Number of Alleles (k) 

We also compared the average number of alleles 

obtained for the simulations to their expectation under 

the infinite-allele model for the present generation. In- 

terestingly, the expected number of alleles was not 

found very sensitive to either population expansion or 

mutation rate heterogeneity, unless the latter took rather 

extreme values (a less than 0.05). Although & estimated 

from the number of alleles (Ewens 1972) can be con- 

sidered as an estimator of the long-term mutation pa- 

rameter 8 (Ewens 1983), our simulations showed that it 

is essentially unbiased when population expansions have 

occurred as recently as O.lM generations ago. It con- 

firms that the population diversity in terms of the num- 

ber of alleles is rapidly reaching its equilibrium value 

in large samples (Griffiths 1979). 

Number of Polymorphic Sites (S) 

In table 2, we show the average number of po- 

lzmorphic sites obtained over 500 simulated samples 

(S), compared to those expected under the infinitE-site 

model and population stationarity. As expected, S de- 

creases rapidly with (Y, because mutations are restricted 

to a smaller number of potentially polymorphic sites for 

smaller 01 values (see fig. 1). Even under stationarity and 

an even mutation process, the observed number of poly- 

morphic sites is only 91% of its expectation under the 

infinite-site model. Here again, population expansion 

and mutation rate heterogeneity act synergistically on S. 

Note, however, that for the same present mutation pa- 

rameter 8 = 100, the number of polymorphic sites de- 

creases with increasing expansion factors. For instance, 

in the finite site model 3 = 152.162 for a lo-fold ex- 

pansion, whereas it is only 134.73 after a l,OOO-fold 

expansion. This is due to the fact that, given the same 

present population size, the ancestral population size 
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Table 2 

Average Number of Polymorphic Sites (2) in a Sample of 100 Sequences under Different 

Simulation Conditions 

FINITE-SITE 
MUTATION RATE HETEROGENEITY 

DEMOGRAPHIC MODELS MODEL OL = 0.4 OL = 0.1 cx = 0.05 (Y = 0.01 

1. Stationarity: 

5 . . . . . . . . . . . . . . . . . . . . . . 47.296 39.262 28.346 21.752 9.030 

0.254 0.206 0.175 0.169 0.177 

0.914 0.758 0.548 0.420 0.174 

c_.v. . . . . . . . . . . . . . . . . . . . . 

k&p . . . . . . . . . . . . . . . . . . . 

2. Population Expansion: 

x2: 

i . . . . . . . . . . . . . . . . . . . . . . 6 1.062 49.264 34.18 25.074 9.908 

0.200 0.172 0.137 0.131 0.148 

0.590 0.476 0.330 0.242 0.096 

101.426 73.944 46.026 32.262 11.642 

0.392 0.286 0.178 0.106 0.045 

0.392 0.286 0.178 0.125 0.045 

152.162 101.244 57.238 38.984 13.208 

0.077 0.069 0.077 0.076 0.111 

0.294 0.196 0.116 0.075 0.026 

136.866 93.866 54.364 37.338 12.712 

0.080 0.070 0.077 0.08 1 0.109 

0.264 0.181 0.105 0.072 0.025 

3 . . . . . . . . . . . . . . . . . . . . . . 134.73 92.680 54.280 37.138 12.852 

0.072 0.072 0.075 0.085 0.113 

0.260 0.179 0.105 0.072 0.025 

c_.v. .................... 

ks,* ................... 

a 0 values and expansion times are those described in table 1. 

* S, is the expected number of polymorphic sites under the infinite-site model (Watterson 1975). 

was much smaller for the largest expansions. In this 

case, it implies that most polymorphic sites have 

emerged after the expansion, whereas an important frac- 

tion of the polymorphic sites did accumulate before the 

smallest expansions. Compared to its expectation under 

the infinite site model, 3 is, however, increasingly biased 

with expansion size. As shown by the coefficient of vari- 

ation, the number of polymorphic sites is more con- 

strained for larger expansions and more uneven muta- 

tion rates. 

Tajima’s D 

The average D values (6) over 500 simulations tab- 

ulated in table 3 agree with Tajima’s (1989a, 1989b) 

suggestion that a sudden expansion leads to negative D 

values. Under the finite-site model, a lOO-fold popula- 

tion expansion is indeed sufficient to move the observed 

D value outside the 95% confidence interval derived for 

a neutral locus and population stationarity. Interestingly, 

mutation rate heterogeneity has the opposite effect on 

D, shifting it toward more positive values for more un- 

even mutation rates. This effect had already been rec- 

ognized by Bertorelle and Slatkin (1995) in the case of 

a finite-site two-rate mutation model. Note also that pop- 

ulation expansions have opposite effects on the variance 

of D, as large population expansions lead to smaller var- 

iances, whereas more uneven mutation rates increase the 

variance. These contrasting effects of population expan- 

sion and rate heterogeneity have important conse- 

quences on the test of selective neutrality proposed by 

Tajima (1989~). In table 4, we show the probability of 

rejecting the hypothesis of selective neutrality and pop- 

ulation stationarity under different simulation condi- 

tions. Under the finite-site model and with even muta- 

tion rates, selective neutrality is rejected at the 5% level 

in more than 95% of the cases for population expansions 

larger than lOO-fold. It is, however, rejected in much 

less than 5% of the cases at stationarity for several com- 

binations of small population expansions and reasonable 

CY values, as well as for large expansions and extreme (Y 

values. This seemingly complex behavior can be under- 

stood by considering figure 3, where we have plotted 

the distributions of Tajima’s D for a few cases, as well 

as the limits of the neutrality 95% confidence interval 
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Table 3 

Average Tajima’s 6 Statistic in a Sample of 100 Sequences under Different Simulation 

Conditions 

DEMOGRAPHIC MODELS 

FINITE-SITE 

MODEL 

MUTATIONRATEHE-IEROGENEITY 

c4 = 0.4 Cx = 0.1 a = 0.05 a = 0.01 

1. Stationarity: 

i...................... 

SD..................... 

2. Population Expansion: 

X2_: 

b...................... 

SD..................... 

-0.012 0.227 0.545 0.869 1.681 

0.915 0.890 0.884 0.889 0.898 

-0.53 1 -0.235 0.189 0.667 1.564 

0.758 0.840 0.734 0.798 0.818 

X5-I 

b...................... -1.130 -0.684 0.045 0.511 1.625 

0.559 0.600 0.681 0.627 0.679 SD..................... 

x lzO: 

D...................... 

SD..................... 

x l-00: 

b...................... 

SD..................... 

x 1,000: 

D...................... 

SD..................... 

-1.393 -0.786 0.065 0.643 1.845 

0.449 0.477 0.474 0.530 0.620 

-2.041 - 1.575 -0.774 -0.214 1.171 

0.158 0.185 0.242 0.290 0.436 

-2.126 -1.677 -0.917 -0.344 1.002 

0.143 0.164 0.214 0.275 0.430 

a 0 values and expansion times are those described in table 1. 

given by Tajima (1989a, table 2). Under stationarity and 

even mutation rates, the distribution is fitting well to the 

theoretical confidence interval. However, a 1 ,OOO-fold 

expansion both shifts the distribution toward large neg- 

ative values, well outside the neutrality range, and con- 

siderably reduces its variance. Adding mutation rate het- 

erogeneity will both shift the distribution rightward to- 

ward less negative values and also increase its variance. 

However, in the latter case and for 01 = 0.1, the distri- 

bution is completely within the neutrality range. Taji- 

ma’s test cannot reject the null hypothesis of neutrality 

and is thus overly conservative after a large population 

expansion combined with mutation rate heterogeneity. 

Application to Human mtDNA Control Region 

Polymorphism 

Four human population samples chosen because 

they had characteristics similar to those used in our sim- 

ulations (large sample size and about 300 bp sequenced 

in a noncoding region) were examined for their poly- 

morphism in the mtDNA control region. A summary of 

their sequence polymorphism is shown in table 5 and 

figure 4. All four population samples analyzed for the 

first hypervariable segment (HVS I) of the control re- 

gion show negative D statistics, whereas the Mandenka 

sample analyzed for the second hypervariable segment 

(HVS II) shows a positive D statistic (table 5). All five 

Table 4 

Empirical Probability of Rejecting Tajima’s Test of Neutrality in a Sample of 100 Se- 

quences at the 5% Level under Different Simulation Conditions 

DEMOGRAPHIC MODEL 

FINITE-SITE 
MUTATION RATE HETEROGENEITY 

MODEL a = 0.4 a = 0.1 a = 0.05 a = 0.01 

Stationarity ................. 0.030 0.020 0.046 0.096 0.310 

Population Expansion: 

x2 ....................... 0.018 0.014 0.008 0.048 0.266 

x5 ....................... 0.072 0.006 0.006 0.016 0.252 

x10 ...................... 0.164 0 0 0.008 0.346 

x100 ..................... 0.966 0.11 0 0 0.02 

x1,000 ................... 0.996 0.236 0 0 0.014 
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FIG. 3.-Distribution of Tajima’s D under different simulation 

conditions. 

samples show a major peak in their distributions of pair- 

wise differences (fig. 4), although only the Japanese 

sample presents a strict unimodal distribution. The 

shapes of the distributions of pairwise differences were 

analyzed using the program “mmest” written by A. 

Rogers to infer the size and the age (7) of possible de- 

mographic expansions, as well as the present day mu- 

tation parameter (0,) under the infinite-site model (see 

Rogers and Harpending 1992). Considering only HVS 

I, Rogers and Harpending’s procedure suggests that the 

Sardinian, the Nootka, and the Mandenka populations 

have recently expanded by about a lo-fold factor, 

whereas the Japanese population would have undergone 

a much larger l,OOO-fold expansion. Note that the mu- 

tation parameters estimated by Rogers and Harpending’s 

(1992) method (4) are in quite close agreement with 

those estimated from the mere number of alleles (&), 

except for the Sardinians. The large expansion factor, 

Sardinia HVS I Nootka HVS I Japan HVS I 

Mandenka HVS I Mandenka HVS II 

FIG. 4.-Distributions of observed mtDNA control region pair- 

wise differences in four human populations. The x-axis represents the 

number of pairwise differences and ranges from 0 to 18. 

the significant negative D value, and the unimodal dis- 

tribution of pairwise differences are in good agreement 

with the occurrence of a sudden and large expansion in 

the Japanese population and a homogeneous mutation 

process in HVS I. The picture is less obvious for the 

other three populations. The Nootka and the Mandenka 

populations present a mild expansion size in agreement 

with negative, but nonsignificant, b statistics and bi- 

modal pairwise difference distributions. The slightly 

negative B value and the small number of polymorphic 

sites in the Nootka population is compatible with the 

joint action of a mild expansion and mutation rate het- 

erogeneity. For HVS I, the polymorphism of the Man- 

denka population seems to have been mainly affected 

by a mild demographic expansion rather than by high 

amounts of mutation rate heterogeneity. The Sardinian 

population presents a highly significant b value quite 

incompatible both with the 1 l-fold inferred expansion 

factor and with mutation rate heterogeneity. Its mean 

number of nucleotide differences (+) is smaller than in 

other populations, although having approximately the 

Table 5 

Description of the Molecular Polymorphism Detected in the mtDNA Control Region of 

Four Human Populations 

Sample Expansion 

Population Size R S i? Q, 6, + (0 Size B 

Hvs I: 

Japan” . . . . . . . 61 53 65 6.41 189.34 227.75 6.21 (0.31) 1,172.3 - 1.84* 

Sardiniab . . . . . 69 46 53 4.28 59.15 19.05 2.60 (0.13) 11.3 -2.04* 

NootkaC . . . . . 63 28 26 5.32 18.75 20.94 3.92 (0.20) 15.0 -0.11 

Mandenkad . . . 119 53 58 6.81 36.08 32.43 4.45 (0.22) 13.8 -1.17 

Hvs II: 

Mandenkad . . . 119 58 27 5.48 

Non%-The statistics are defined in the text. 

a Horai and Hayasaka (1990). 

b Di Rienzo and Wilson (1991). 

c Ward et al. (1991). 

44.02 10.36 3.61 (0.18) 5.6 0.25 

d Graven et al. (1995). 

e T is expressed in arbitrary units of sequence mutation rate u. t is expressed in arbitrary units of M. 

* P < 0.05. 
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same number of segregating sites (9 (fig. 4, table 5). 

As S is more dependent on the present day population 

size and 7~ is more strongly influenced by the size of 

the original population (Tajima 1989b), the Sardinian 

population could have grown to an approximately sim- 

ilar effective size to the Japanese and the Mandenka, but 

from a much smaller ancestral population. Alternatively, 

the expansion could have been much more recent, as 

suggested by Rogers and Hat-pending’s (1992) parame- 

ters (table 4, ;i = 2.6), but the effect of varying amount 

of time since the expansion was not studied here. 

The pattern of polymorphism in Mandenka’s HVS 

II is strikingly different from that inferred from HVS I. 

Although having slightly more alleles (58 vs. 53), the 

second segment shows less than half the segregating 

sites observed in HVS I (27 vs. 58). This result com- 

bined with the smaller lir value and the positive B value 

suggests the occurrence of a stronger heterogeneity of 

mutation rates in HVS II than in HVS I. 

Discussion 

We have simulated a heterogeneous mutation rate 

process by using gamma-distributed conditional proba- 

bilities of a site being hit by a mutation (fig. l), which 

are a close approximation of gamma-distributed muta- 

tion rates. The main goal of this study was to investigate 

the consequences of uneven mutation rates on patterns 

of DNA sequence polymorphisms compared to the uni- 

form rate model and to contrast them with the effects 

of sudden population expansions. We have shown that 

both processes were leading to unimodal distributions of 

pairwise differences and were reducing the number of 

segregating sites in the sample. Although they have op- 

posite effects on Tajima’s D statistic, their respective 

contributions to the observed pattern of DNA polymor- 

phism appear difficult to quantify. Only significantly 

negative fi values can be tentatively interpreted as the 

signature of large expansions alone, whereas nonsignif- 

icant values (either positive or negative) are expected 

either in the absence or in the simultaneous presence of 

population expansion and rate heterogeneity (table 4, 

fig. 3). We therefore recommend that the use of Tajima’s 

test, as a means to assess selective neutrality, should be 

restricted to loci with even mutation rates and to sta- 

tionary populations. 

If only a few sites can be polymorphic, Rogers and 

Harpending’s (1992) procedure will tend on average to 

severely overestimate the size of the expansion and un- 

derestimate its age, as the distribution of observed pair- 

wise differences will have a smaller mean and variance 

than in the case of a pure expansion model. Figure 2 

indeed shows that the size of an expansion could be 

underestimated by an order of magnitude with a plau- 

sible (Y value of 0.1, such as found by Tamura and Nei 

(1993) for the human mtDNA control region. This re- 

sults is in clear contrast with Rogers’ (1992) study con- 

sidering the possible effect of Gamma-distributed mu- 

tation rates on the shape of the pairwise difference dis- 

tribution. Comparing the observed number of differ- 

ences between pairs of sequences to the actual number 

of mutations having occurred since their divergence, 

Rogers (1992) concluded that the relative error on the 

modal values of the distribution would be only about 

3% with an (Y parameter of the gamma distribution equal 

to 0.11. However, the effect of uneven mutation rates 

will be larger for nonmodal, more divergent pairs of 

sequences in the distribution. The relative error for a 

large number of differences should therefore be larger 

as well. In fact, as one of the main consequences of 

mutation rate heterogeneity is to reduce the number of 

possible polymorphic sites, this process will affect the 

mode and the shape of the distribution of observed pair- 

wise differences whenever the polymorphic sites are sat- 

urated, which can occur in several circumstances (e.g., 

for a very low CY value or for a moderate (Y value in a 

large population at or close to equilibrium). 

Inferring past demographic events from DNA se- 

quence polymorphism in the presence of mutation rate 

heterogeneity remains challenging. No single statistic 

reviewed here seems sufficient to reveal the respective 

contribution of the mutation pattern and the demograph- 

ic history of a population sample. Only the Japanese 

sample shown in table 4 presented a pattern of poly- 

morphism compatible with a large expansion model. 

The pattern of polymorphism in HVS I for the other 

population samples was best explained by the joint ac- 

tion of both mild expansions and mild mutation rate 

heterogeneity, whereas the pattern of polymorphism in 

HVS II could be attributed to strong uneven mutation 

rates in the Mandenka population. The observation of 

variable amounts of mutation rate heterogeneities be- 

tween physically adjacent loci underlines the necessity 

to study several loci before drawing any conclusion on 

the history of any population. This added level of vari- 

ation combines with the large stochasticity of the ge- 

nealogical process (fig. 2) (Slatkin and Hudson 1991; 

Marjoram and Donnelly 1994). If a single cause may 

lead to different outcomes, one must also be aware that 

a given observation can be the outcome of quite differ- 

ent evolutionary processes as many parameters (e.g., the 

level of mutation rate heterogeneity, the time and the 

factor of population expansion, the population size, or 

the mutation rate) can affect the pattern of DNA poly- 

morphism. Our present simulation study has tackled 

only a small amount of the vast array of different pos- 

sible situations, and more realistic conditions could be 

envisioned. For instance, a completely stochastic muta- 



Mutation Rate Heterogeneity and Sequence Polymorphism 503 

tion process, where mutation rates would vary between 

generations, could increase the variance of our estimates 

of sample polymorphism. Population expansions taking 

the form of a more realistic exponential growth would 

certainly lead to results similar to ours for sufficiently 

large population size increases (at least two orders of 

magnitude, Rogers and Harpending 1992), but smoother 

demographic transitions of lower magnitude would cer- 

tainly have less impact on the sample polymorphism 

than those presented here. Further studies involving an- 

alytical developments such as those initiated by Lund- 

Strom, TavarC, and Ward (1992) are needed to fully un- 

derstand the complex process of DNA change in non- 

stationary populations with mutation rate heterogenei- 

ties. 
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