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1. Introduction 

 

  

The new paradigm that earth surface processes and landforms cannot be well understood 

without considering biological influences is becoming increasingly recognized within the 

geomorphological community (Howard and Mitchell, 1985; Naiman et al., 1988; Butler, 

1995; Osterkamp and Hupp, 1996; Phillips, 1999; Gurnell et al., 2001; Stallins, 2006). 

Several studies have shown how biological organisms can control physical processes 

within the fluvial environment (Tabacchi et al., 2000; Gurnell et al., 2005) while other 

studies have focused on how hydrogeomorphic processes and landforms can control 

biological communities (Naiman and Décamps, 1997; Steiger et al., 2005). However, there 

remains limited understanding of how the biogeomorphic processes lead to the reciprocal 

adjustments between landforms and biological communities which define the landscape 

dynamics. 

The analysis of the reciprocal linkage between biological communities and geomorphic 

processes and landforms can be called ‘biogeomorphology’. Biogeomorphology is an 

emergent subdiscipline at the interface between ecology and geomorphology (Viles, 1988; 

Naylor et al., 2002) which promotes the development of new interdisciplinary concepts, 

models and methodological tools better adapted to break the biotic–abiotic dichotomy. 

The biological influence on geomorphological processes is the influence of biota to create, 

maintain or transform their own geomorphological surroundings. In some cases, 

morphological processes are dominant over biological processes and therefore the biota 

have to adjust to their environment. In other cases, biological processes are dominant. The 

most interesting are those cases where there is a mutual interaction that leads to feedback 

coupling of processes. 

When looking for these cases, it is important to examine the temporal and spatial scales of 

the mutually interacting processes. Geomorphological processes occur on time scales 

ranging from microseconds, relevant to turbulence, up to hundreds of millions of years for 

geological processes. The spatial scale range is similarly wide, from micrometers for 
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capillary flows in sediments up to the continental and global scales. Kirkby (1990) presents 

an example for the wide variety in scales for river systems (Figure 1). He presents a 

measure for the response rate of systems, defined as a diffusive transport rate, i.e. the ratio 

of the squared spatial dimension (m2) over the temporal dimension (y). The response rates 

for morphological processes such as sediment transport, channel morphology and river 

slope evolution are of the same size (about 103 m2/y), irrespective of the scale order. 

Hydraulic and hydrologic processes also share a response rate, which is larger than for 

morphological processes (about 106 m2/y). Vegetation growth has a relatively small 

response rate (about 1 m2/y), meaning that changes in vegetation patterns are a less 

dynamic landscape element than changes in morphology.  

 

 

Figure 1. Temporal and spatial scales for geomorphological processes. The response rate 

indicates the evolution rate of the processes (Figure by Baptist, 2005). 

 

As a general concept, this comparison of response rates may hold true for natural river 

systems. Consequently, this leads to the observation that for floodplain biogeomorphology, 
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morphodynamics is leading over vegetation dynamics and not the other way around. On 

the other hand, the reverse may be true in small, vegetation dominated streams. 

Hydrologic, ecologic and geomorphic processes in a river basin are inherently coupled. On 

the one hand, natural vegetation patterns result from the interplay between climate, soils 

and topography; on the other, vegetation in turn exerts important controls on the 

hydrologic and geomorphic processes in the basin and contributes to the formation of 

landscape morphology over the long term. Vegetation is clearly an important factor in 

geomorphology. 

 

Interactions between vegetation, hydrology and landscape development is inherently 

complex. It is conceivable that plant response to soil moisture deficit (Porporato et al., 

2001), plant suitability to climate and soil conditions (Laio et al., 2001; Porporato et al., 

2003), and coexistence of different species and functional types (van Wijk and Rodriguez-

Iturbe, 2002; Fernandez-Illescas and Rodriquez-Iturbe, 2004) would have important 

implications for erosion rates and resulting landscape morphology. However, using a 

simple vegetation growth function seems to be a relevant preliminary strategy, although it 

will be applicable only in regions where plant growth is not limited by water. A number of 

fundamental questions in the interface between ecology and geomorphology remain to be 

explored.  

 

1.1 Problem description 

 

 

Coastal and estuarine modeling is concerned with understanding and predicting marine 

processes in coastal oceans and estuaries. One component of coastal and estuarine 

modeling is the prediction of sediment transport, including both fine sediments in shallow 

estuaries and coarser sediments in near-shore, wave-driven environments.  

Over long time scales, sediment transport governs morphodynamics which strongly 

impacts coastal and estuarine flows. Unique to coastal and estuarine modeling is the 

connection to human influences particularly in densely populated coastal regions, where 

flows can be altered by coastal structures, dredging and sand nourishment operations, and 
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anthropogenic sources of contaminants and nutrients significantly impact coastal 

biogeochemistry.  

Given that roughly 60% the world’s population lives within 60 km of the coast and this is 

expected to rise to 75% within a few decades (Rao et al., 2008), accurate coastal and 

estuarine modeling is an essential component of efficient management for the 

sustainability of natural coastal systems and the development and improvement of 

sustainable urban infrastructure, particularly in the face of rapid urbanization of coastal 

cities and changing climate including sea-level rise.  

This work focuses on the effect of vegetation on the development of a river mouth bar. The 

area in front of the mouth of deltaic distributary channels and rivers is a location where 

sediments accumulate and new landforms. At these locations sediment deposition can 

occur by growth of natural levees and channel elongation or by deposition and vertical 

aggradation of mouth bars. 

Irrespective of their shape and evolution, these landforms are of paramount importance 

within the coastal landscape because, after emerging, they become deltaic islands and 

subaerial levees, which protect coastal communities (Costanza et al., 2008) and provide 

habitat for rich and productive ecosystems (Gosselink and Pendleton, 1984). In general, land 

naturally builds and erodes in relation to switching depocenters of rivers debouching in 

the ocean and sea level oscillations over long timescales, and storms and river floods over 

shorter timescales. In recent decades several river mouth landforms have been 

deteriorating because of sediment starvation triggered by the damming of large rivers, 

which reduces the flux of sediments to the ocean (Syvitski et al., 2005). In a period in which 

sea level rise is enhancing coastal erosion and flooding (Nicholls and Mimura, 1998), it is 

more important than ever to understand the physics of river mouth sediment deposits and 

how new land is built. In fact, deposition of sediments at river mouths not only can mitigate 

coastal erosion but it can also promote land expansion thus restoring anthropogenically 

modified coastlines (Paola et al., 2011; Nittrouer et al., 2012; Edmonds, 2012, Kim et al., 

2009; Kim, 2012). 

The formation of a bar, its size and shape depend on the intensity of sea and freshwater 

interaction processes taking place at the mouth of a river.  

 

Bars are usually formed under similar environmental factors and the bar features can be 

traced at almost any river mouth. To form a bar in the mouth of a river, it is sufficient to 
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have a water flow that can transfer river sediments. The action of the river water flow and 

the sediment discharge builds up a background upon which the effect of other factors, such 

as waves, tidal currents, sea level rise, etc., deforming and shaping an already formed bar, 

is displayed. There is no doubt that passive factors as coastline configuration, sea-bottom 

relief underlying the bar, geological structure, etc., play no less an important role in the 

bars formation.  

The growth of vegetation on the top of the sediment formations built up by a river flow 

enables them to consolidate. While hampering the further movement of sediments carried 

by the river flow, the vegetation cover facilitates the bar development, promotes the 

bifurcation of the river channel and contributes to the grows. This work is inspired by the 

sudden resurgence of the submersed aquatic vegetation (SAV) bed in the Chesapeake Bay 

(USA). Because the SAV bed occurs at the mouth of the Bay’s main tributary (Susquehanna 

River), it plays a significant role in modulating sediment inputs from the Susquehanna to 

the Bay.  

 

1.2 Objective and research questions 

 

The objective of this thesis is to obtain a better understanding of the effect of vegetation 

on the development of river mouth bars. To reach this objective, four research questions 

are given below. Combined, these questions will set a next step in understanding 

vegetated flows and sediment transport in vegetated flows. 

 

1. What are the factors influencing river mouth bars formation and development 

in absence of vegetation? 

 

2. How can a numerical experiment be designed to make relevant observation on 

sediment transport in and around vegetation, combining long term processes 

(morphology) with small-scale effects (vegetation)? 
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3. What is the influence of submersed vegetation on the hydrodynamics and 

sediment transport of a river mouth bar? 

 

4. Is it possible to explain bars growth patterns from submersed vegetation 

characteristics? 

 

1.3 Outline 

 

Chapter 2 gives the literature study and some background information starting with an 

overview of the effect of vegetation on the flow and specific aspects that influence the 

roughness and the turbulence. The literature gradually zooms into the fluid mechanics at 

the scale of an individual patch of vegetation examining turbulence and velocity profile of 

a flow through vegetation. This chapter also covers sediment transport mechanism, 

important for flow through vegetation. Furthermore, the state of the art of numerical 

models of flow-vegetation interaction is illustrated.  

The method used for the numerical experiment is explained in chapter 3, focusing on the 

governing equations, some numerical aspects of the model and the vegetation model used 

in this study. 

The numerical setup and the result analysis are explained in chapter 4. Figures and tables 

support the understanding of the numerical experiments.  

The results are discussed in chapter 5 providing a comparison with previous river mouth 

models. In addition, seasonality effects on river mouth bar morphodynamics is analyzed. 

This chapter also reflects on the applicability of this results on the real case of Susquehanna 

Flats and other study systems. The last chapter gives the conclusions of this research. 
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2. Literature and theoretical frameworks 

 

Vegetation is one of the important waterway components that play a key role in the flow 

and transport. Recently, developments in the field of river and coastal management have 

led to renewed interest in retaining the vegetation due to costly and ecological damaging 

procedures of removing channels vegetation.  

Vegetation has shown positive impacts on water quality by removing pollution, increasing 

bed stability, assisting river restoration/rehabilitation, maintaining aquatic ecosystems, 

controlling flow velocity, improving rivers geomorphology, decreasing bed load and 

turbidity, diversifying habitat, as well as capturing and sequestering carbon (Schulz et al., 

2003; Sim et al., 2008; Jarvela, 2004; Afzalimehr and Dey, 2009; Arroyave and Crosato ,2010; 

Liu and Shen, 2008; Folkard, 2011). Moreover, vegetation improves bank stability through 

sediment root binding, which increases the threshold shear stress, required to gradually 

wash the sediment. 

Moreover, vegetation offers local flow resistance by reducing velocity, because it increases 

drag, while simultaneously decreasing the availability of shear stress for transport and 

erosion (Thorne, 1990; Carollo et al,. 2002). Ffolliott et al. (1995) have demonstrated that 

unprotected channels are more susceptible to erosion than channels protected by using a 

vegetative cover or lining. As soon as there is erosion in a channel, it becomes difficult to 

control it. The management of flood and river engineering requires the understand the 

effects of vegetation on the flow rate and sediment transport, which also determines the 

retardation in channels that are crucial in restoration design works (Jarvela, 2005; Nepf 

and Ghisalberti, 2008).  

Chezy, Darcy-Waisbach and Manning formulations are equations generally used for flow 

resistance. A roughness coefficient which quantifies the flow resistance is considered in 

these formulas. Specifying the effect of vegetation in these relations has been attempted by 

researchers (Jarvela, 2005; Afzalimehr and Dey, 2009). However, the first analyses and 

discussion on vegetated channels was published in the last century by Chow (1959) and 

Barnes (1967), with definitions on semi-empirical methods for estimating the flow 

resistance. 

The most widely used resistance measure is the flow resistance coefficient, Manning of 

vegetated channels. Gardiner and Dackombe (1983) have shown the use of traditional 
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methods for channel resistance as component parts, which uses experimental tables to 

value every element separately before determining the final value for the Manning’s. 

However, the resistance tables used was very subjective and the estimated coefficient may 

be highly inaccurate (Hey, 1979) because flow resistance was presented as a function of the 

vegetation size, their location in the channel, the local flow conditions and structural 

properties (Green, 2005). 

Darby (1999), Green (2005), and Jarvela (2005) however stated that when additional 

vegetation factors are introduced which include stems flexibility, plant height, and 

vegetation porosity, there is the likelihood that resistance tables become more inaccurate. 

Natural vegetation behaves different compared to artificial vegetation, for example, aquatic 

plants are difficult to bend during the day and period of growth because of the increase in 

the production of photosynthetic oxygen, which increases their boundary (Powell, 1978), 

seasonal vegetation effectiveness (Fisher, 1992) or age (Pitlo, 1986). Moreover, most 

figures and tables of resistant coefficients were not specifically designed for vegetated 

channels, and therefore, underestimate their resistance values (Charnley, 1987).  

Afzalimehr and Dey (2009) have stated that the vegetation environment representing the 

area under the coverage of the vegetation, is a very important component in vegetated 

channels because it has significant impact on the turbulence of flow (Folkard, 2005), 

velocity (Jarvela, 2004), and sediment transport rate (Zong and Nepf, 2010). Nepf and 

Ghisalberti (2008) have stated that majority of the studies on vegetation focused on 

continuous beds, although in many natural settings, vegetation occurs in discontinuous 

patches of finite length. Afzalimehr and Dey (2009) has demonstrated different velocity 

profiles for some vegetation types, which conforms with previous studies (Folkard, 2005; 

Wang et al., 2009). However, several researches have demonstrated different turbulent 

behavior for various vegetation distribution and patches positions (Zong and Nepf, 2010; 

Afzalimehr et al., 2010; Luhar et al., 2008). 
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Figure 2. The influence of vegetation on fluvial processes (Baptist, 2005). 

 

 

2.1 Flow through vegetation 

 

      2.2.1 Emergent vegetation 

 

An emergent canopy fills the entire water depth H and typically penetrates the water 

surface. 

This type of canopy occurs in tidal marshes, kelp forests, and seagrass meadows during 

periods of low tide.  

Emergent canopies impose structure on both the mean and turbulent flow over the entire 

water column. The canopy dissipates eddies with scales greater than the stem scales, while 

contributing additional turbulent energy at these stem scales (Figure 3).  

As a result, the dominant turbulent length scale within a canopy is shifted downward from 

analogous conditions without vegetation. In a channel with rigid vegetation, the integral 

length scale of the turbulence, is set by the smaller of the stem diameter or the average 

distance to the nearest neighboring stem, regardless of the water depth (Tanino & Nepf, 

2008). 
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Figure 3. Emergent canopy of marsh grass, with vertical (z) profiles of leaf area index, a, 

and longitudinal velocity, <u¯>. The velocity profile varies inversely with a, creating a 

velocity maximum close to the bed, below the level at which branching begins. 

 

In a square array of stems, the average spacing and the average nearest neighbor spacing 

are the same, but not in a random array. When the stem diameter is less than the average 

distance between stems, turbulence is generated within stem wakes (if the Reynolds 

number is sufficient) so that the length scale is equal to the stem diameter.  

Otherwise, turbulence is generated within the pore channels.  Even for solid volume 

fractions as low as 0.6%, the production of turbulence by the canopy exceeds the 

production by the bed shear over most of the flow depth (Nepf et al., 1997; Burke & 

Stolzenbach, 1983; Lopez & Garcia, 1998). 

Therefore, the turbulence level cannot be predicted from the bed-friction velocity, as it can 

for 

open-channel flow. Instead, it is a function of the canopy drag. Vortex generation by stem 

wakes and/or in pore channels drains energy from the mean flow (expressed in terms of 

canopy drag) and feeds it into the turbulent kinetic energy. If this conversion is 100% 

efficient, then the rate at which turbulent energy is produced, PW, is equal to the rate at 

which mean flow energy is extracted, i.e., the rate of work done by the flow against canopy 

drag (Raupach & Shaw, 1982): 



17 

 

 𝑃𝑤 = 12 𝐶𝐷𝑎(�̅�)3                                                                                                                                 Eq.  1 

 

In fact, only the form drag is converted into turbulent kinetic energy. The viscous drag 

component is immediately dissipated to heat. For stiff canopies, i.e., most emergent 

canopies, and Re>200, the majority of the drag is form drag, and PW is a reasonable 

approximation (Tanino & Nepf, 2008). In contrast, Nikora&Nikora (2007) suggested that 

for flexible canopies, which are typically submerged, the drag is predominantly viscous, 

and previous equation would be an overestimate of stem-scale turbulence production. The 

relative contributions of viscous drag and form drag depend on the morphology and 

alignment of the blades and stems within the canopy. 

Within a homogenous emergent canopy, transport terms are negligible, and the wake 

production is balanced by viscous dissipation, ε, i.e., PW = ε.  

In addition, for turbulent kinetic energy, k, the dissipation rate within the canopy has the 

scale (Tennekes & Lumley, 1972) 

 𝜀~(�̅�)3/2𝑙−1                                                                                                                                        Eq.  2 

 

Connecting the equations, the turbulent intensity in the canopy is 

 √(�̅�)(𝑢) ~(𝐶𝐷𝑎𝑙)1/3                                                                                                                                 Eq.  3 

 

The turbulence length scale, l is set by the smaller of the stem diameter, d, and the nearest-

neighbor stem spacing, Sn. In a canopy of low solid volume fraction, or specifically Sn > d, 

the turbulence intensity increases rapidly with increasing canopy density because l= d, and 

thus al ≈ d2/Sn
2. In a canopy of high solid volume fraction, Sn < d, the turbulence intensity 

increases more slowly because l= Sn, and thus al ≈ d/Sn. 

 

Within an emergent canopy, the momentum equation will generally simplify to a balance 

between potential forcing and canopy drag. Viscous stress is negligible compared to 
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vegetative drag over most of the depth, excluding a thin layer near the bed of a scale 

comparable to the stem diameter, d (Nepf & Koch, 1999). Then, the eddy length scale is 

small compared to the water depth, which limits the turbulence flux of momentum; i.e., the 

turbulence stresses are typically negligible. For example, from numerical experiments, the 

eddy scales are 1%–3% of the water depth, and turbulent stresses are only 2% of the total 

drag for aH = 0.1 (Burke & Stolzenbach, 1983). Similar ratios have been measured in model 

emergent canopies (Nepf & Vivoni, 2000). A notable exception occurs near the surface, as 

wind-generated stress can sometimes play a role in the momentum balance (Jenter & Duff, 

1999). Third, we assume that dispersive fluxes are negligible because the canopy density 

is commonly above the threshold ah > 0.1 suggested by Poggi et al. (2004). For steady, 

uniform flow, the momentum equation then reduces to 

 𝑔 (𝜕𝐻𝜕𝑥 + sin 𝜃) = − 12 𝑎𝐶𝐷1−𝜑 (�̅�)|(�̅�)| = − (𝑢)|(𝑢)|𝐿𝑐                                                                    Eq.  4 

 

The hydrostatic pressure and potential gradients that drive the flow are not functions of 

the vertical coordinate, z. The right-hand side then must also be independent of z so that 

the velocity varies inversely with the frontal area, a, and in proportion to the canopy drag 

length scale, Lc.  

For plants with a distinct basal stem, this produces a velocity maximum close to the bed 

because a is reduced below the level at which branching begins. A near-bed velocity 

maximum is often observed in the marsh grass Spartina alterniflora (Leonard & Luther, 

1999;, Leonard & Croft, 2006). In contrast, the more vine-like Atriplex portulacoides has 

leaves that are more evenly distributed over depth, and the resulting velocity profile is 

uniform over depth (Leonard & Reed, 2002). 

The velocity profile within an emergent canopy has a similar form. 

When the velocity is normalized by its value at an arbitrary reference depth, denoted by 

the subscript ref, the normalized profiles collapse together, regardless of the absolute 

magnitude of the current. The shape of the normalized profile depends on the vertical 

distribution of Lc: 

 (𝑢)(𝑢)𝑟𝑒𝑓 = √ 𝐿𝑐𝐿𝑐−𝑟𝑒𝑓 ~√(𝐶𝐷𝑎)𝑟𝑒𝑓(𝐶𝐷𝑎)                                                                                                            Eq.  5 
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where the right-most approximation holds in most salt- and freshwater wetlands canopies, 

for which the canopy solid volume fraction is small (φ < 0.1) so that (1 − φ) ≈ 1.  

A similar velocity structure was confirmed by measurements in a coastal marsh (Lightbody 

& Nepf, 2006) and in the freshwater wetlands of the Everglades (Huang et al., 2008). The 

normalization provides an important tool for extrapolating a full velocity profile from 

records at a single vertical position. 

An interesting nonlinear behavior emerges comparing flow conditions under different 

canopy densities but with the same potential and/or pressure gradient.  

To include the no-canopy limit (i.e., bare bed), one must incorporate the bed resistance into 

the momentum balance. 

Because the vegetation offers additional resistance, the velocity within the canopy is 

always less than that over a bare bed, and the velocity ratio, (�̅�)/𝑢𝑏 , decreases as the 

vegetation density increases. Changes in turbulent kinetic energy with increasing 

vegetation density reflect the competing effects of the reduced velocity and the additional 

turbulence production in stem wakes. These opposing tendencies produce a nonlinear 

response in which the turbulence levels initially increase with increasing canopy density 

but decrease as a increases further. This nonlinear response was predicted numerically for 

flow through emergent vegetation (Burke & Stolzenbach, 1983) and within submerged 

roughness elements (Eckman, 1990). It has been observed in flume studies of flow through 

real stems of Zostera marina (Gambi et al., 1990). The enhanced turbulence levels in sparse 

canopies have important implications for canopy ecology. 

It is commonly expected that dense patches of vegetation, because they damp flow and 

turbulence, are associated with muddification, an increase in fine particles and organic 

content of the underlying sediment relative to adjacent bare-bed conditions. Recently, van 

Katwijk et al. (2010) observed that sparse patches of vegetation are associated with 

sandification, a decrease in fine particles and organic matter, and they attribute this to 

higher levels of turbulence within the sparse patch, relative to adjacent bare regions. A 

transition from a tendency for sandification (elevated turbulence) to a tendency for 

muddification (diminished turbulence intensity) with increasing canopy density is 

consistent with the nonlinear model.  
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      2.2.2 Submerged vegetation 

 

The velocity within a submerged canopy has a range of behavior depending on the relative 

depth of submergence, defined as the ratio of flow depth H, to canopy height, h. The flow 

within the canopy is driven by the turbulent stress at the top of the canopy as well as by 

the gradients of pressure and gravitational potential (bed slope).  

The relative importance of these driving forces varies with the depth of submergence (Nepf 

& Vivoni, 2000): 

 𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝑠𝑡𝑟𝑒𝑠𝑠𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡 ~ 𝐻ℎ − 1 

 

Three classes of canopy flow can be defined: deeply submerged or unconfined (H/h > 10), 

shallow submergence (H/h < 5), and emergent (H/h = 1). 

 

 

 

 

Figure 4. (a) The seagrass Cymodocea nodosa at low stem density. (b) The seagrass 

Posidonia oceanica at high stem density. Photos by Eduardo Infantes Oanes. Vertical (z) 
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profiles of longitudinal velocity and dominant turbulence scales are shown for (c) a 

sparse canopy (ah<<0.1), (d) a transitional canopy (ah ≈ 0.1), and (e) a dense canopy 

(ah>>0.1), where h is the submerged canopy height. For ah ≥ 0.1, a region of strong shear 

at the top of the canopy generates canopy-scale turbulence. Element-scale (stem-scale) 

turbulence is generated within the canopy. 

 

 A great deal is known about unconfined canopy flow based on work in terrestrial canopies 

(Raupach et al., 1996; Finnigan, 2000; Belcher et al., 2012). When unconfined, the flow 

within a canopy is driven by the turbulent stress at the top of the canopy, i.e., by the vertical 

turbulent transport of momentum from the overflow, with negligible contribution from 

pressure gradients. The terrestrial canopy model can be applied to aquatic canopies that 

are deeply submerged. However, because of the limitation of light penetration, most 

submerged aquatic canopies occur in the range of shallow submergence H/h<5 

(Chambers&Kalff, 1985; Duarte, 1991), for which both turbulent stress and potential 

gradients are important in driving flow in the canopy. For emergent conditions (H/h=1), 

flow is driven by the potential gradients, as described in the previous section. For a 

submerged canopy, there are two limits of behavior, depending on the relative importance 

of the bed drag and the canopy drag. If the canopy drag is small compared with the bed 

drag, then the velocity follows a turbulent boundary-layer profile, with the vegetation 

contributing to the bed roughness (sparse canopy; Figure 4c). If the canopy drag is large 

compared to the bed drag, the discontinuity in drag that occurs at the top of the canopy (z 

= h) generates a region of shear resembling a free shear layer with an inflection point near 

the top of the canopy (dense canopy; Figure 4d,e). From scaling arguments, Belcher et al. 

(2003) predicted that the transition between the sparse and dense regimes occurs at the 

roughness density λf = ah = 0.1. Numerical simulations by Coceal & Belcher (2004) suggest 

that the transition occurs at Lc/h = 5, which corresponds to λf = 0.15, for their parameter 

set (CD = 2, φ = 0.25). On the basis of measured velocity profiles in aquatic systems (Nepf 

et al., 2007), the profile exhibits a boundary-layer form with no inflection point if 

CDah<0.04. A pronounced inflection point appears at the top of the canopy for CDah>0.1. 

Because CD ≈ 1 in most of the studies considered, these limits are consistent with the scaling 

and numerical estimates given above.  

For dense canopies, Raupach et al. (1996) demonstrated a similarity between canopy shear 

layers and free shear layers. In a free shear layer, the velocity profile contains an inflection 
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point, which triggers a flow instability that in turn leads to the generation of Kelvin-

Helmholtz vortices (Brown & Roshko, 1974; Winant & Browand, 1974). These structures 

dominate the transfer of momentum between the high-speed and low-speed streams, and 

their size sets the length scale of the shear layer. For dense submerged canopies (ah≥0.1), 

the momentum absorption by the canopy is sufficient to produce an inflection point in the 

velocity profile, which, as in free shear layers, leads to the generation of Kelvin-Helmholtz 

vortices (Figure 4d,e). These vortices are called canopy-scale turbulence to distinguish it 

from the much-larger boundary-layer turbulence, which may form above a deeply 

submerged or unconfined canopy, and the much smaller stem-scale turbulence. 

Over a deeply submerged canopy (H/h>10), the canopy-scale vortices are highly three-

dimensional owing to their interaction with the larger boundary-layer turbulence, which 

stretches the canopy-scale vortices, enhancing secondary instabilities (Fitzmaurice et al., 

2004, Finnigan et al., 2009). However, with shallow submergence (H/h≤5), which is 

common 

in aquatic systems, larger-scale boundary-layer turbulence is not present, and the canopy-

scale vortices dominate the turbulence field, both within and above the canopy (Ghisalberti 

& Nepf, 2005; 2009). For shallow submergence, the canopy-scale turbulence is also more 

coherent than that observed with deeply submerged conditions. However, in both cases, 

the canopy-scale vortices dominate the vertical transport at the canopy interface (Gao et 

al., 1989; Finnigan, 2000; Ghisalberti & Nepf, 2002). 

In a free shear layer, the vortices grow continually downstream, predominantly through 

vortex pairing (Winant&Browand, 1974). In canopy shear layers, however, the vortices 

reach a fixed scale and a fixed penetration into the canopy (δe in Figure 4d,e) at a short 

distance from the canopy’s leading edge (Ghisalberti & Nepf, 2004). On the basis of 

measurements with a flexible model of the seagrass Z. marina (a = 5.7 m−1), a fixed shear-

layer scale is reached at a distance of 10h from the leading edge of the meadow (Ghisalberti, 

2000). The fixed vortex and shear-layer scale is reached when the shear production that 

feeds energy into the canopy-scale vortices is balanced by dissipation by canopy drag. This 

energy balance predicts the following length scale, which has been verified by laboratory 

observations (Nepf et al., 2007): 

 𝛿𝑒 = 0.23±0.6𝐶𝐷𝑎                                                                                                                                         Eq.  6 



23 

 

 

In the range CDah = 0.1 to 0.23, the shear-layer vortices penetrate to the bed, δe=h, creating 

a highly turbulent condition over the entire canopy height (Figure 4d). At higher values of 

CDah, the canopy-scale vortices do not penetrate to the bed, δe <h (Figure 4e). 

The scaling δe ∼ a−1 has been observed in flows near porous layers over a wide range of 

physical scales, from granular beds to terrestrial forests and urban canopies (Ghisalberti, 

2009). However, the scale relation must break down when (CDa)−1 approaches the scale of 

the canopy elements, d, because a is defined only as an average over multiple elements. For 

rigid cylinders, when (CDa)−1 is less than 2d, the penetration scale transitions to a constant 

δe ≈ 2d (White & Nepf, 2007). The depth of submergence, H/h, can also affect the 

penetration length scale. For H/h < 2, δe is diminished, as interaction with the water 

surface diminishes the strength and scale of the vortices (Nepf & Vivoni, 2000; Okamoto & 

Nezu, 2009). 

The penetration length, δe, segregates the canopy into an upper layer of strong turbulence 

and rapid renewal and a lower layer of weak turbulence and slow renewal (Nepf & Vivoni, 

2000). Flushing of the upper canopy is enhanced by the canopy-scale vortices that 

penetrate this region (Figure 4e). In contrast, turbulence in the lower canopy (z < h − δe) 

is generated in stem wakes and has a significantly smaller scale, set by the stem diameters 

and spacing. Canopies for which δe/h<1 (Figure 4e) shield the bed from strong turbulence 

and turbulent stress.  

Because turbulence near the bed plays a role in resuspension, these dense canopies are 

expected to reduce resuspension and trap sediment. Consistent with this, Moore (2004) 

observed that resuspension within a seagrass meadow was reduced, relative to bare-bed 

conditions, only when the above-ground biomass per unit area was greater than 100 gm−2 

(dry mass). This biomass corresponds to ah = 0.4 (Luhar et al., 2008). The transition in 

near-bed turbulence and resuspension does not occur abruptly at CDah = 0.23 but occurs 

gradually with increasing CDah above this value, as the canopy-scale vortices are 

progressively pushed further from the bed (Nepf, 2011). Because of the reduced near bed 

turbulence, dense canopies can promote sediment retention. In sandy regions, which tend 

to be nutrient poor, the preferential retention of fines and organic material (muddification) 

enhances the supply of nutrients to the canopy so that dense canopies provide a positive 

feedback to canopy health in sandy regions. In contrast, in regions with muddy substrate, 
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sparse meadows (CDah≤0.23) may be more successful because the enhanced near-bed 

turbulence removes fines, leading to a sandier substrate. 

 

      2.2.3 Velocity profile 

 

Sufficiently far above a submerged canopy (z > 2h), the velocity profile is logarithmic 

(Kaimal & Finnigan, 1994): 

 (�̅�) = 𝑢∗𝑘 𝑙𝑛 (𝑧−𝑧𝑚𝑧0 )                                                                                                                            Eq.  7 

 

with κ = 0.4 (von Karman constant). The horizontal average is not strictly needed above 

the canopy but is retained for consistency with the equations within the canopy. The 

friction velocity, u∗, is related to the Reynolds stress at the top of the canopy, 𝑢∗2 =< 𝑢′𝑤′̅̅ ̅̅ ̅̅ >ℎ . 

The parameters zm and zo are the displacement and roughness heights, respectively, both 

of which depend on the canopy roughness density, ah. On the basis of studies with both 

model and real vegetation, a simple estimate for friction velocity is u* = [gS(H − h)]0.5, with 

S=∂H/∂x +sinθ (Murphy et al., 2007). If the vegetation is flexible, then h is the mean 

deflected height of the canopy ( Jarvela, 2005). However, if the depth of submergence is 

small, compared to the displacement height, the following estimator is more accurate: 

u*=[gS(H−zm)]0.5 (Nepf & Vivoni, 2000). 

Remembering that the penetration length scale, δe, describes the distance over which 

turbulent stress penetrates the canopy from above., similarly, the displacement height is 

the centroid of momentum penetration into the canopy (Thom, 1971). This similarity 

suggests the physically intuitive scaling 

 𝑧𝑚ℎ ~1 − 12 𝛿𝑒ℎ = 1 − 0.1𝐶𝐷𝑎ℎ                                                                                                                 Eq.  8 
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which has been confirmed for ah ≈ 0.2 to 3 (Luhar et al., 2008). For ah > 1, the displacement 

thickness tends toward zm ≈ h, indicating that essentially the entire canopy is cut off from 

the overflow. In addition, zm goes to zero at ah = 0.1. When zm = 0, the velocity profile has no 

inflection point (Figure 4c), consistent with the observation that ah > 0.1 is required to 

produce an inflection point in measured velocity profiles (Figure 4d, e). 

The dependency of the roughness height, zo, on the canopy density, ah, differs significantly 

above and below the threshold of ah = 0.1 (Raupach et al., 1980; MacDonald et al., 1998; 

Jimenez, 2004; Luhar et al., 2008).  

In the sparse-canopy range (ah < 0.1), the roughness height increases with increasing ah. 

In sparse canopies, the flow penetrates the full canopy so that zo is proportional to the drag 

imparted by the full canopy, CDah, i.e., zo/h ∼ CDah. 

In contrast, for dense canopies (ah > 0.1), the roughness height decreases with increasing 

ah. The effective height of the canopy, as seen by the overflow, is the penetration scale, δ

e. The roughness height depends on this effective height, rather than the canopy height, so 

that zo∼δe ∼ a−1. For example, data summarized by Luhar et al. (2008) suggest that for ah 

> 0.1, zo= (0.04±0.02)a−1.  

The logarithmic profile form is based on equilibrium turbulence such that dissipation and 

production are locally in balance (Tennekes & Lumley, 1972). Largely because of the vertical 

transport provided by the shear-layer structures, this condition is not met for some 

distance above the canopy, called the roughness sub-layer. For very shallow submergence, 

H/h ≤ 1.5, the roughness sub-layer extends to the surface, and a logarithmic structure is 

not observed above the canopy. 

The flow within a submerged canopy is driven by a combination of the turbulent, 

dispersive, and viscous stresses generated by the overflow, as well as the potential gradient 

associated with the hydrostatic pressure gradient and the bed slope. Below the penetration 

of turbulent and dispersive stress (z < h − δe), conservation of linear momentum reduces 

to a balance between potential gradients and the sum of the canopy and the bed drag. 

Assuming that the canopy drag is much larger than the bed drag, this balance yields the 

following mean velocity: 
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(�̅�) = 𝑈1 = √2𝑔(𝜕𝐻𝜕𝑥+sin 𝜃)𝐶𝐷𝑎                                                                                                               Eq.  9 

 

This is the same momentum balance observed for emergent canopies. So, if the canopy 

density a or drag coefficient CD is a function of z, the velocity will vary inversely; i.e., the 

velocity will be highest where CDa is lowest. 

In the upper canopy (h − δe < z < h), flow is driven by both potential gradients and 

turbulent stress. The stress-driven component is derived by simplifying the momentum 

equation to a balance of the canopy drag and turbulent stress and modeling the turbulent 

stress with a mixing length model, (𝑤′𝑢′̅̅ ̅̅ ̅̅ ) = 𝑙𝑚2 (𝜕 < �̅� > 𝜕𝑧)2  (Inoue, 1963).  

This yields the exponential velocity profile observed in terrestrial canopies. In aquatic 

canopies, the potential-driven component is also important in the upper canopy. 

Combining the stress driven and potential-driven components, the upper canopy velocity 

profile is 

 

 (�̅�) = 𝑈1 + (𝑈ℎ − 𝑈1) exp[−𝐾𝑢(𝑏 − 𝑧)]                                                                            Eq.  10 

 

with Uh =  (�̅�) at the top of the canopy, and constant Ku = β/lm, with β = u∗ /Uh. It is 

physically intuitive that the mixing length should be related to the penetration of shear-

layer vortices into the canopy. 

For rigid canopies in water, β = 0.24 ± 0.02 (Ghisalberti & Nepf, 2005), which predicts Ku 

= (8.7 ± 1.4)CDa. This predicted value agrees with the observed decay scale constant, Ku = 

(9 ± 2)CDa, extracted from measured velocity profiles in Ghisalberti (2005). In the dense 

canopy limit, β has no dependency on the canopy density (Ghisalberti & Nepf, 2005), but it 

declines as the transition to the sparse canopy limit (ah<0.1) is approached, i.e., as the 

canopy-scale vortices diminish and eventually disappear (Poggi et al., 2004b). Flexible 

canopies display a lower value, β = 0.17 ± 0.01 (Ghisalberti & Nepf, 2005), consistent with 

the less efficient momentum transfer noted in Figure 5. Belcher et al. (2003) proposed the 

alternative Ku=(2lm
2Lc )−1/3, with the approximation lm  h.  
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Figure 5. Measured velocity (dots) from Ghisalberti (2005). Predicted velocity (solid line) 

with confidence limits (dashed lines): H = 46.7 cm, h = 13.9 cm, S = 2.5 × 10−5, a = 0.034 

cm−1, and CD = 0.77 (measured). Above the meadow, the velocity is predicted from the 

logarithmic profile, with u∗ = [gS(H − h)]0.5,   zm = h − (1/2) δe , and zo = (0.04 ± 0.02)a−1. 

Inside the meadow, the velocity is predicted with Uh taken from logarithmic fit. 

 

To model the full velocity profile, both within and above the bed, researchers have 

combined the models for above-canopy and in-canopy profiles by matching the velocity at 

the top of the canopy (Carollo et al., 2002; Abdelrhman, 2003). Although this ignores the 

roughness sub-layer, for practical purposes the resulting profile is reasonably accurate. 

First, the velocity profile above the meadow (z>h) is estimated from the logarithmic profile. 

The logarithmic 

profile provides the velocity at the top of the meadow, Uh, which is used to predict the 

velocity within the meadow (z < h). Other models for the complete velocity profile in 

regions with submerged aquatic vegetation have utilized different turbulence closure 

schemes (Shimizu & Tsujimoto, 1994; Lopez & Garcia, 2001; Poggi et al., 2004; Defina & Bixio, 

2005), and some reflect the bending response of flexible vegetation (Abdelrhman, 2007; 

Dijkstra & Uittenbogaard, 2010). 

 

2.2 Density and spatial distribution 

 

Under natural conditions, plants often form spatially heterogeneous communities—
patches which together with non-colonized spaces, or spaces colonized by different types 



28 

 

of vegetation, form irregular mosaics. Although the patchiness of aquatic vegetation is 

presently an important topic of ecological research (Nikora, 2010a; Vandenbruwaene et al., 

2011; Zong and Nepf, 2011).  

The occurrence of patches in channels may transform relatively two-dimensional open 

channel flow into complex three-dimensional flows (Sukhodolov and Sukhodolova, 2010; 

Siniscalchi et al., 2012). In fact, the flow patterns must be considered taking into account 

the large-scale turbulence associated with flow separation and wakes at the patch scale 

(pattern #7, Fig. 6), boundary layers and mixing layers developing at the patch side 

(pattern #8, Fig. 6b), as well as interacting vertical (pattern #9, Fig. 6a) and horizontal 

boundary layers at the patch mosaic scale (Nikora, 2010; Zong and Nepf, 2010; Sukhodolov 

and Sukhodolova, 2012). 

Studies with submerged patches spanning the channel width showed that the upstream 

part of the patch diverts the flow upwards over the patch resulting in decelerating flow 

velocities in the canopy and flow acceleration above the patch. 

This velocity difference contributes to the formation of a shear layer (Ghisalberti and Nepf, 

2004; Sukhodolova and Sukhodolov, 2012) enhancing vertical turbulent transport of 

momentum (Okamoto and Nezu, 2013; Zeng and Li, 2014). Moreover, such a flow feature 

suggests that plants at patch edges experience significantly larger drag than plants in the 

middle of the patch as they are exposed to larger flow velocities (Nikora, 2010; Siniscalchi 

et al., 2012). 
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Figure 6. Flow patterns at patch scale: (a) side view considering patch mosaic structure 

and (b) plan view at patch scale (from Nikora, 2010) 

 

The patch density and geometry are dominating factors for the turbulent flow field in and 

around the patches (Green, 2005; Sukhodolov and Sukhodolova, 2012). Increasing the 

vegetation density results in faster development of velocity and turbulence inside the patch 

due to the larger resistance compared to sparse densities (Soulioutus and Prinos, 2011). 

Moreover, these in-canopy flow features develop faster than the flow characteristics above 

the canopy (Zeng and Li, 2014). 

Vegetated patches represent porous patches and this porosity affects the wake flow 

conditions. For example, the resulting wake from a porous patch is much longer compared 

to the wake generated by a similar solid obstruction as the bleed flow delays the onset of 

the von Karman vortex street (Nepf, 2012). 

In the case of emergent patches, the flow is deflected sideways from the patch and a shear 

layer develops at the interface between the patch and the free flow (pattern #8 in Fig. 6b). 

The resulting horizontal mixing layer eddies dominate mass and momentum exchange and 

affect both the open channel and canopy turbulent flow features (Nepf, 2012). The 

horizontal penetration depth of these eddies depends, as for the submerged canopy case, 

on canopy density. However, due to the significant differences in flow geometry, both cases 

cannot be directly compared (Nepf, 2012a). The presence of more than one patch, patch 

mosaics, can result in a hydrodynamic interaction so that the upstream patch affects the 

flow features of the downstream patch. Flow interaction between vegetated patches such 

as flow acceleration depends on the ratio of patch size and distance between patches 

(Vandenbruwane et al., 2001). 

 

2.3 Sediment transport in vegetated flows 

 

Few studies have examined the influence of vegetation on flow and morphological changes. 

Bennett et al. (2008) extended their research (Bennett et al., 2002) by performing 

experimental and numerical simulations to investigate channel responses to finite patches, 

which consisted of emergent and circular cylinders. They showed that channel alterations 
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caused by both bank erosion opposite the patches and local scour pools near the patches 

were affected significantly by vegetation density. However, the authors did not measure 

bed elevation within the patch because of limitations in the experimental conditions.  

Furthermore, Bouma et al. (2007) investigated spatial sedimentation patterns within 

patches in an intertidal flat. The patches comprised bamboo canes and two patch densities 

(low and high) were tested. Following 2 years of field monitoring, they observed that 

higher rates of erosion occurred in the high-density patch near its leading and lateral 

edges; sediment was deposited just beyond the scoured area observed near the leading 

edge. In contrast, there were no pronounced spatial patterns for erosion and deposition in 

the low-density patch, except for minor rates of erosion in the vicinity of the bamboo canes 

in the patch.  

To investigate optimal stream restoration methods, Rominger et al. (2010) conducted a 

field experiment in a stream with sand substrate and meandering bends. Vegetation was 

added to point bars at the convex parts of the meandering channel. The authors observed 

that erosion occurred near the lateral edge of the vegetation, and it removed some of the 

added vegetation. 

In addition, Follett and Nepf (2012) conducted laboratory experiments based on flow 

structures described by Zong and Nepf (2012) to investigate erosion patterns related to a 

circular patch of emergent vegetation placed mid-channel under flow conditions that were 

above the sediment motion threshold. The authors considered two patch densities and 

diameters that were much smaller than the channel width (i.e. the ratio of patch width to 

channel width was 0.08 to 0.18). Scour was observed within and around the patch and the 

degree of scouring increased with increasing patch density. This trend was significantly 

associated with turbulent kinetic energy within the patch. 

 

2.4 An overview on technological development and numerical modeling 

 

Models of physical processes in coastal environments have seen significant advances in the 

past two decades owing to increases in computational power and improved numerical 

methods including unstructured grids, model nesting, data assimilation, and model 

coupling. 
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In principle, a coastal model could directly compute the turbulent scales of motion and 

eliminate the need for a turbulence model if it were nonhydrostatic (since the turbulent 

scales are nonhydrostatic) and the grid resolution was sufficient to resolve the turbulent 

scales of 

motion.  

 

This could be accomplished with a direct-numerical simulation (DNS), for which the grid 

must resolve all of the turbulent scales of motion. However, DNS is not feasible in coastal 

flows given that the grid spacing must be on the order of the Kolmogorov dissipative scale 

which implies the need for an unrealistic number of grid points (Pope, 2000).   

The computational cost can be alleviated with a large-eddy simulation (LES) in which the 

energy-containing eddies are resolved by the grid and the small, or subgrid-scale eddies, 

are parameterized with a so-called subgrid-scale (SGS) or subfilter-scale (SFS) model. 

The degree to which the computational cost is reduced for LES when compared to DNS 

depends on the flow of interest. Near boundaries, the computational cost of LES is still 

extremely high because of the need to resolve the small near-wall turbulent scales that are 

proportional to the viscous wall unit.  

To avoid the computational cost of resolving boundary layers, the LES can simulate the 

region away from the wall and parameterize the nearwall region and the associated stress 

with so-called wall-layer modeling (Piomelli and Balaras, 2002). Avoiding simulation of the 

near-wall region decreases the needed grid resolution roughly by a factor of 10 in each 

direction, leading to substantial savings in computational cost and the ability to simulate 

higher Reynolds numbers (Piomelli and Balaras, 2002).  

 

The coastal models in use by the community today have been parallelized to some degree, 

either using distributed memory message passing techniques such as MPI and/or shared 

memory tools such as OpenMP.  

It is well recognized that models that employ explicit methods in time or have simple 

matrix solves (e.g. symmetric and diagonally dominant) are typically easier to parallelize 

as they avoid the solution of potentially ill-conditioned systems of linear and nonlinear 

equations commonly found in implicit methods. However, implicit solvers have become 

much more sophisticated in recent years, with open-source packages, making them 

competitive for large-scale parallel computing.  
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Typical coastal models running large scale applications can scale to 100s or 1000s of cores on today’s supercomputers. 

As supercomputer architectures evolve, with Graphical Processing Unit (GPU) machines 

becoming more prevalent, and hybrid CPU/GPU machines coming online, the algorithmic 

techniques must also evolve. 

Typical lower-order methods in use today in most codes will probably not scale well on 

these machines, due to low memory access to compute ratios. Higher-order methods may 

actually perform better, since more work is performed per cell, meaning more local 

memory access. 

 

Another high-performance computing (HPC) arena that is rapidly evolving is the use of 

cloud computing. Cloud computing, at least as it pertains to physics-based simulations, is 

still in its infancy. Cloud computing opens up entirely new frontiers in making computing 

resources available and more affordable to a larger community and will most certainly 

have a larger role in the future of HPC. 

 

2.5 Numerical models of flow-vegetation interactions 

 

Several numerical models have previously been developed in order to represent flows 

through vegetation.  

One of the most widely used approaches involves a canopy-scale momentum sink term, 

based upon the drag force exerted by the vegetation (Fischer-Antze et al., 2001; Defina and 

Bixio, 2005). This method requires prior knowledge of properties such as canopy density, 

projected plant area and a drag coefficient, and is therefore not suitable for investigating 

canopy-flow dynamics as it requires a priori assumptions regarding their nature. Such 

techniques are not suitable for investigating stem-scale turbulent energy dynamics. 

To investigate the effect of turbulence production at the wake and leaf scales on turbulence 

structure and momentum transport, vegetation elements must be modelled at a scale 

where the vegetation diameter exceeds the spatial grid resolution of the model. This 

constraint on model resolution has meant that to date, most stem-scale models have 
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focused on high-resolution analysis of smaller-scale canopy properties and have not fully 

considered large or highly submerged canopies.  

Stoesser et al. (2006) performed large eddy simulation (LES) experiments on an array of 

submerged cylinders using a spatially variable very fine grid resolution in order to fully 

capture the stem-scale turbulence. Their results agreed well with previous experimental 

results, as well as replicating the classical vortex regimes known to be present (horseshoe, 

von Karman, rib and roller vortices as well as trailing vortices from the vegetation tops). 

Subsequent work has developed this analysis and begun to use larger domains, enabling 

larger patch-scale analysis at stem-scale resolution.  

Stoesser et al. (2010) undertook LES experiments on a patch of emergent vegetation using 

a combination of high-resolution Cartesian and curvilinear grids. They used a range of 

different vegetation densities and were able to investigate the structural changes to wake 

turbulence patterns caused by changes in vegetation density and found that these changes 

had a significant effect on turbulence statistics and flow resistance. 

Whilst these stem-scale models can capture the fine turbulence structure with great 

accuracy, they do not include any treatment of flexible vegetation.  

Submerged vegetation exhibits four different motion characteristics when exposed to a 

flow: (i) erect with no movement; (ii) gently swaying; (iii) strong, coherent swaying and 

(iv) prone (Nepf and Vivoni, 2000). Rigid models are therefore unable to capture the 

complex feedbacks between flow and vegetation, which influence canopy processes (Nepf 

and Ghisalberti, 2008; Okamoto and Nezu, 2009).  

The first study to include flexible stems was conducted by Ikeda et al. (2001). They 

developed a biomechanical plant model for semi-rigid vegetation such as grasses and reeds 

(Phragmites australis) within a two-dimensional LES framework. However, as the model 

was only two-dimensional, it was not capable of capturing the full three-dimensional stem-

scale energy dynamics.  

Li and Xie (2011) extended this modeling approach to account for highly flexible 

vegetation, however, the spatial resolution of the model was sufficiently low that stems 

were not explicitly resolved and thus the model relied upon a priori assumptions regarding 

plant–flow interaction. 

Abdelrhman (2007) developed a model for highly flexible stems, based on an N-pendula 

model to represent plant motion. However, this model had several limitations. Notably, it 
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used a simplified flow model which calculated the velocity at different heights based upon 

known 

velocity profiles. Therefore, energy loss from the flow was represented by introducing a 

simple force balance into the flow equation, like that used to drive the plant model. The 

model was therefore able to replicate the familiar mean velocity profile but could not 

predict turbulent properties of the flow with accuracy.  

This approach was further extended by Dijkstra and Uittenbogaard (2010) who included a 

parameterization of rigidity within the plant equations, allowing the model to be used more 

widely for plants exhibiting a range of flexibilities. The model was also used in conjunction 

within a one-dimensional Reynolds-averaged Navier–Stokes (RANS) flow model. The 

results showed that this vegetation model offered a significant improvement over rigid 

vegetation approximations, predicting plant positions and time-averaged flow 

characteristics. However, the model was very sensitive to the rigidity parameter, which is 

difficult to parameterize. Furthermore, the model was RANS-based and therefore unable 

to predict fully time-dependent turbulence characteristics.  

Gac (2014) implemented a flexible vegetation model within a large eddy-based lattice 

Boltzmann model framework, which used a static version of the Euler–Bernoulli beam 

equation to calculate plant deflection (Kubrak et al., 2008). This method reproduced mean 

velocity profiles well, however, the treatment of plant motion did not account for inertial 

terms, solving only for a steady, static case at each time-step. 

It is clear from the above discussion that, yet, a numerical model does not exist that can 

predict the time dependent interaction between flow and plant movement within a high-

resolution, three-dimensional framework. Consequently, none of the above models are 

suitable for evaluating temporal vortex dynamics within vegetated flows. 
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3. Method 

 

Delft 3D is used in this work to model numerically a river mouth bar evolution with and 

without submersed vegetation, using different vegetation heights and density. Delft 3D 

(Roelvink and Van Banning, 1994; Lesser et al., 2004) is an open-source computational fluid 

dynamics package that simulates fluid flow, waves, sediment transport, and morphological 

changes at different timescales.  

An advantage of Delft3D is the full coupling of the hydrodynamic and morphodynamic 

modules so that the flow field adjusts in real time as the bed topography changes. The 

equations of fluid motion, sediment transport and deposition are discretized on a 3D 

curvilinear, finite-difference grid and solved by an alternating direction implicit scheme.  

In this study, I used the three-dimensional formulation of the hydrodynamic and 

morphodynamic models implemented in Delft3D. Below the essential governing equations 

of the model are presented, and further details can be found in Lesser et al. (2004). 

 

3.1 Governing equations 

 

Delft 3D solves the Navier-Stokes equations for an incompressible fluid with the 

assumptions of shallow water and Boussinesq approximation. The mass-balance equation 

in Cartesian coordinates is: 

 

𝜕𝑈𝜕𝑥 + 𝜕𝑉𝜕𝑦 + 𝜕𝑊𝜕𝑧 = 0                                                                                                                           Eq.  11 
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where U, Vand W are the averaged fluid velocity (m/s) along the x, y and z directions. The 

conservation of momentum equations for unsteady, incompressible, turbulent flow along 

the x-direction are given by: 

 

(𝜕𝑈𝜕𝑡 + 𝑈 𝜕𝑈𝜕𝑥 + 𝑉 𝜕𝑈𝜕𝑦 + 𝑊 𝜕𝑈𝜕𝑧 ) − 𝑓𝑉 = − 1𝜌 [𝜕𝑝𝜕𝑥 + (𝜕𝜏𝑥𝑥𝜕𝑥 + 𝜕𝜏𝑦𝑥𝜕𝑦 + 𝜕𝜏𝑧𝑥𝜕𝑧 )] + 𝑔𝑥          Eq.  12 

(𝜕𝑉𝜕𝑡 + 𝑈 𝜕𝑉𝜕𝑥 + 𝑉 𝜕𝑉𝜕𝑦 + 𝑊 𝜕𝑉𝜕𝑧) − 𝑓𝑈 = − 1𝜌 [𝜕𝑝𝜕𝑦 + (𝜕𝜏𝑥𝑦𝜕𝑥 + 𝜕𝜏𝑦𝑦𝜕𝑦 + 𝜕𝜏𝑧𝑦𝜕𝑧 )] + 𝑔𝑦          Eq.  13 

(𝜕𝑊𝜕𝑡 + 𝑈 𝜕𝑊𝜕𝑥 + 𝑉 𝜕𝑊𝜕𝑦 + 𝑊 𝜕𝑊𝜕𝑧 ) = − 1𝜌 [𝜕𝑝𝜕𝑦 + (𝜕𝜏𝑥𝑧𝜕𝑥 + 𝜕𝜏𝑦𝑧𝜕𝑦 + 𝜕𝜏𝑧𝑧𝜕𝑧 )] + 𝑔𝑧                   Eq.  14 

 

where p, f, , τxx and g are respectively the fluid pressure (N/m2), Coriolis parameter (1/s), 

density (kg/m3), fluid shear stress (N/m2) and gravity acceleration (m/s2). The vertical 

momentum equation is reduced to a hydrostatic pressure equation because of the shallow-

water assumption.  The standard k-ε closure model (Rodi, 1984) is used for the vertical 

eddy viscosity, and the horizontal eddy viscosity is computed with a large eddy simulation 

technique. 

In its sediment transport and morphology modules, Delft3D calculates the amount of bed 

load and suspended load transport of non-cohesive and cohesive sediment, considering the 

interchange of sediment between the bed and water column. The suspended load transport 

is calculated by solving the three-dimensional diffusion-advection equation: 

 

𝜕𝑐𝑖𝜕𝑡 + 𝜕𝑈𝑥𝑐𝑖𝜕𝑥 + 𝜕𝑈𝑦𝑐𝑖𝜕𝑦 + 𝜕(𝑤−𝑤𝑠𝑖)𝑐𝑖𝜕𝑧 = 𝜕𝜕𝑥 (𝜀𝑠,𝑥𝑖 𝜕𝑐𝑖𝜕𝑥 ) + 𝜕𝜕𝑦 (𝜀𝑠,𝑦𝑖 𝜕𝑐𝑖𝜕𝑦 ) + 𝜕𝜕𝑧 (𝜀𝑠,𝑧𝑖 𝜕𝑐𝑖𝜕𝑧 )      Eq.  15 

 

where ci is the mass concentration of the i-th sediment fraction (kg/m3), and wsi  is the 

hindered sediment settling velocity of the i-th sediment fraction (m/s). εs,xi , εs,yi  and εs,zi  are 

the sediment eddy diffusivities of the i-th sediment fraction (m2/s) in the horizontal (x, y) 
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and vertical (z). The sediment eddy diffusivities are a function of the fluid eddy diffusivities 

calculated in the equations for fluid flow using horizontal large eddy simulation and grain 

settling velocity.  

For cohesive sediment fractions, in case of erosion and deposition, the exchange between 

the water column and the bed are calculated with Partheniades-Krone formulations 

(Partheniades, 1965); for the non-cohesive fraction, sediment transport is computed 

following the method of Van Rijn (Van Rijn, 1993), in which the formulation depends on the 

diameter of the sediment in suspension. 

 

3.2 Closure model 

Turbulence closure is based on incorporation in the numerical model of the effect of sub-

grid scale flow movements. The main effect of the sub-grid scale movements can be seen 

on a larger scale as mixing effects. These are incorporated in the model through internal 

turbulent stresses or Reynolds stresses. Modeling of the Reynolds stresses is known as the 

turbulence closure problem. In order to determine the Reynolds stresses ij , the eddy 

viscosity concept as proposed by Boussinesq is used: 

 

𝑖𝑗 = −𝑣𝑡 (𝜕𝑢𝑖𝜕𝑥𝑗 + 𝜕𝑢𝑗𝜕𝑥𝑖) − 23 𝜌𝑘𝛿𝑖𝑗                                                                                            Eq.  16 

 

where xi, xj = x, y, z; k is the turbulent kinetic energy per unit mass (𝑘 = 12 �̅�𝑖′2); ij is the 

Kronecker delta and vt is the turbulent or eddy viscosity. For determination of the Reynolds 

stresses it is now sufficient to specify the eddy viscosity. In contrast to the molecular 

viscosity v, the eddy viscosity vt is not a fluid property but is dependent on the flow field. 

The second term on the right-hand side of equation (16) involving the Kronecker delta is 

usually neglected in large-scale numerical models. 

The eddy viscosity is considered proportional to a turbulent velocity scale U and a 

turbulent length scale of the energy containing eddies L: 
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 𝑣𝑡~𝑈𝐿                                                                                                                                                                                               Eq.  17 

 

The horizontal eddy viscosity coefficient (vt)h and diffusivity coefficient Dh are determined 

in Delft3D-FLOW by the user as direct input for the software module. In order to determine 

the vertical eddy viscosity and diffusivity coefficients ((vt)v and Dv) four separate 

turbulence closure models are implemented in Delft3D-FLOW (WL|Delft Hydraulics, 2001): 

 

1. Constant coefficient. 

 

2. Algebraic turbulence closure model. 

 

3. k-L turbulence closure model. 

 

4. k- turbulence closure model. 

 

In this work, the k- turbulence closure model is used. 

In the k-  model transport equations are solved for both the turbulent kinetic energy k and 

for the dissipation rate of turbulent energy . The transport equation for k and  are given 

by (Bijvelds, 2001): 

 𝐷𝑘𝐷𝑡 = 𝜕𝜕𝑧 (𝑣𝑡𝑣𝜎𝑡 𝜕𝑘𝜕𝑧) + 𝑃𝑘 + 𝐵𝑘 − 𝜀                                                                                                 Eq.  18 

𝐷𝜀𝐷𝑡 = 𝜕𝜕𝑧 (𝑣𝑡𝑣𝜎𝑡 𝜕𝜀𝜕𝑧) + 𝑃𝜀 + 𝐵𝜀 − 𝑐2𝜀 𝜀2𝑘                                                                                            Eq.  19 

 

where t is the Prandtl/Schmidt number (Eq. 18), Pk is a production term, Bk is a buoyancy 

term and  is the energy dissipation. The production term is given by: 
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𝑃𝑘 = 𝑣𝑡𝑣 ((𝜕𝑢𝜕𝑧)2 + (𝜕𝑣𝜕𝑧)2)                                                                                                           Eq.  20 

 

and the buoyancy term is given by: 

 

𝐵𝑘 = 𝑣𝑡𝑣 𝑔𝜌𝜎𝑡 𝜕𝜌𝜕𝑧                                                                                                                                   Eq.  21 

 

and in Eq. 19, P is the production term, B is the buoyancy term and the last term is the 

energy dissipation, with 𝑐2𝜀 a model coefficient. The production term P is derived from Pk 

through: 

 

P = 𝑐1𝜀 𝜀𝑘 Pk                                                                                                                                     Eq.  22 

 

and the buoyancy term B is derived from Bk through: 

 

𝐵𝜀 = 𝑐1𝜀 𝜀𝑘 (1 − 𝑐3𝜀)Bk                                                                                                                 Eq.  23 

 

where 𝑐1𝜀 and 𝑐3𝜀 are model coefficients.  

The model coefficients in the k- model are prescribed by (WL|Delft Hydraulics, 2001): 

 𝑐1𝜀 = 1.44                                                                                                                                          Eq.  24 

𝑐2𝜀 = 1.92                                                                                                                                         Eq.  25 
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 𝑐3𝜀 = {1.0   𝑓𝑜𝑟 𝑅𝑖 ≥ 0,0.0   𝑓𝑜𝑟 𝑅𝑖 < 0                                                                                                               Eq.  26 

 

From k and  the mixing length L and eddy viscosity 𝑣𝑡𝑣 are determined. The mixing length 

follows from: 

 𝐿 = 𝑐𝐷 𝑘3/2𝜀                                                                                                                                          Eq.  27 

 

The mixing length in the k- model is a property of the flow field and no damping functions 

are needed in case of stratification. 

For strongly stratified flows a suitably chosen constant ambient eddy viscosity is important 

because the eddy viscosity computed by the turbulence models from shear production 

reduces to zero in these cases. Layers are then decoupled (frictionless), disturbances are 

hardly damped and erosion of the stratification reduces to molecular diffusion (WL|Delft 

Hydraulics, 2001). 

The vertical turbulent or eddy diffusivity Dv is directly derived from the eddy viscosity  

through:  

 𝐷𝑣 = 𝑣𝑡𝑣𝜎𝑡                                                                                                                                                         

Eq.  28 

 

in which 𝜎𝑡  is the Prandtl/Schmidt number. The numerical value for the Prandtl/Schmidt 

number depends on the substance for which the diffusion is applied. In general, the 

expression for the Prandtl/Schmidt number reads: 

 𝜎𝑡 = 𝜎𝑡0𝐹𝜎(𝑅𝑖)                                                                                                                                Eq.  29 
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in which 𝜎𝑡0 is a constant coefficient dependent on the substance and 𝐹𝜎(𝑅𝑖) is a damping 

function. 

 

3.3 Numerical aspects of the model 

 

In Delft3D-FLOW orthogonal horizontal grids are used, with the grid points mapped in 

either rectangular, curvilinear or spherical coordinates in physical space. The grids are 

staggered grids, which means that water levels and velocities are computed in alternating 

grid points. The grid, with arrangement of the variables as used in Delft3D-FLOW, is called 

the Arakawa C-grid. The water level points are defined in the centre of a gridcell. The 

velocity components are defined on the grid cell faces and perpendicular to the cell face. 

Application of a staggered grid is favorable for reasons of accuracy and stability: 

 

1. Boundary conditions can be implemented in a rather simple way. 

 

2. In comparison with discretization on non-staggered grids, a smaller number of 

discrete state variables can be used to obtain the same accuracy. 

 

3. The evaluation of the mass conservation principle is relatively simple with the 

combination of the water level point and the surrounding velocity points. 

 

4. Staggered grids prevent spatial oscillations in the water levels. 
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Figure 7. Horizontal numerical grid in Delft3D-FLOW; the staggered Arakawa C-grid. 

 

The grid cells are mapped with grid coordinates (m, n). Figure 7 shows which variables 

have the same grid coordinates. Drying and flooding are represented by removing water 

elevation points when the water depth becomes smaller than a certain value (the threshold 

depth DRYFLC), while the surrounding velocity points are set to zero. 

 

One of the common techniques used in large-scale applications of time-dependent, 3D 

models of flow in estuarine and coastal areas is the transformation from the (x, y, z) 

Cartesian coordinate system to the (x, y, σ) system, where σ is of the form z/H(x, y) and 

H(x, y) is the local depth. 

Using the σ transformation the water column is divided into the same number of layers 

independently of the water depth. Figure 8 gives a definition of the σ coordinates compared 

to the normal Cartesian coordinates. 

The σ transformation was first introduced in 1957 by Norman Phillips for use in 

meteorological forecasting. In meteorology σ coordinates are also called terrain following 

coordinates. In the 1970’s it was introduced for use in hydrodynamic calculations, mainly 

for purposes of modeling flow circulation in seas and oceans. Since then it has been used 

for smaller scale applications. As these smaller scale applications exhibit relatively steep 

bed topographies the σ transformation yielded difficulties regarding the representation of 

density gradients (Bijvelds, 2001). 
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Figure 8. Cartesian (left) and σ (right) coordinates, definition of the vertical numerical 

grid. The indexing k of the layers in the z model runs in opposite direction from the σ 

model. Picture reproduced from Bijvelds (2001). 

 

Leendertse (1990), in his discussion on ASCE (1988), says that σ transformation is 

commonly used, because it is easy to apply and greatly reduces the programming effort. 

Stelling & Van Kester (1994) state that the main advantage of the σ coordinates is the fact 

that they are fitted to both the moving free surface and the bottom topography. 

Furthermore, the terrain following coordinates allow an efficient grid refinement near the 

free surface (in the case of wind driven flow) and near the bed. 

The choice between σ coordinates and alternatives that was made for the development of 

Delft3D-FLOW is discussed in WL|Delft Hydraulics, 1992.  

With the σ coordinate system: 

 

1. Computation routines become efficient and easy to implement because the 

number of layers in each vertical remains the same. 

 

2. There is more freedom of choice for a vertical resolution near the bed and 

surface. Typical boundary layer processes (sediment transport, wind forcing) 

become easier to model. 

 

3. Bed topography is represented boundary fitted. 

 

4. Relative vertical resolution is independent of the water depth. 
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5. Mathematical consistency of the spatial discretization is reached when the 

layers are equally distributed in the vertical and the number of layers goes to 

infinity. 

 

It can be added that memory requirements are relatively low with the σ coordinate system. 

Cartesian coordinates or z coordinates, as used by Bijvelds (2001), are defined in Figure 9. 

Although the vertical spacing ∆z may vary in the vertical direction, each layer has the same 

thickness everywhere. Model variables are placed at the same level for the same layer (with 

exception of the bottom grid cells). A disadvantage is that this vertical discretization may 

lead to several inactive grid cells, which increases the computer memory requirements. 

The vertical layers are indexed by k. In σ coordinates k = 1 represents the first layer just 

below the free surface and k = kmax represents the layer just above the bed. The σ grid 

definition yields that kmax is a constant. In z coordinates k = kmax represents the first layer 

below the free surface and k = kmin represents the layer just above the bed. Both kmax as 

well as kmin are not constants in the z grid as the number of active layers in the z grid can 

change in time and space. Note that the indexing k in the z model runs in opposite direction 

from the σ model. 

 

 

 

Figure 9. Vertical staggered numerical grid. Here the indexing k of the vertical points is 

according to the definition in the z grid. For the σ grid k runs in opposite direction. 

 

Discretization in time can be performed with either explicit or implicit schemes. An explicit 
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scheme uses numerical values from previous time steps only in the current time step 

computations. In an implicit scheme values from previous time steps and from the current 

time step are used in the computations. Implicit schemes are rarely used for the horizontal 

flow computations, because they lead to a large system of algebraic equations. 

In Delft3D-FLOW the momentum equations are solved simultaneously with the depth 

averaged continuity equation. An alternating-direction implicit (ADI) scheme is used for 

the discretization in time. This method allows large time steps without negative effects on 

the stability. The ADI method is a good compromise between explicit and implicit methods. 

It is based on the division of the time step in two equal parts.  

At time t+1/2∆t the u velocity and water levels are computed (implicitly) along lines 

parallel to the x-axis and at time t +∆t the v velocities are computed along lines parallel to 

the y-axis. In order to reduce time step restrictions related to the propagation of free 

surface waves, the barotropic forcing is computed implicitly. 

Horizontal convection/advection is computed explicitly. Implicit coupling of the velocity 

points in the horizontal direction is avoided and thus the efficiency of the numerical model 

is enhanced. For the z coordinate model, a first order upwind method is used for the spatial 

discretization that approximates the horizontal advection along a particle trajectory. 

Leendertse (1990), in his discussion on ASCE (1988), states that primitive upwind 

differencing of the advection terms introduce a very large amount of either eddy viscosity 

or diffusion in the computation. 

In comparison to the standard first order upwind method, used in two-dimensional 

vertically integrated or three-dimensional applications, the interpolation of variables is 

performed with much less numerical diffusion in the present discretization (Bijvelds, 

2001). 

In the σ model for horizontal convection/advection a combination of second order central 

differencing and second order upwind differencing is used. This discretization is known to 

be of low artificial dissipation, in contrast to the first order upwind scheme. The two 

discretization of the advection terms are successively used in both stages of the ADI 

scheme. 

The horizontal velocities of adjacent vertical layers are coupled by the vertical advection 

term and the vertical viscosity/diffusion term. The vertical advection is integrated 

implicitly in order to avoid time step restrictions related to stability, as the σ 

transformation can lead to very thin layers in shallow areas. This leads to tridiagonal 
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systems of equations in the vertical. In both the σ and the z model a second order central 

difference scheme is used for the discretization in vertical direction. 

The horizontal diffusion or viscosity term in the momentum equation is computed 

explicitly in order to avoid coupling of the velocity points in the horizontal plane. In both 

the σ and the z model a second order central difference scheme is used for the spatial 

discretization. In the σ model the horizontal derivatives are computed along σ planes, 

whereas in the z model the derivatives are strictly horizontal. Vertical diffusion in the 

momentum equation is computed implicitly in both σ and z model; for the spatial 

discretization second order central differencing is employed. 

While the momentum equation is mostly dominated by pressure gradients and bed friction, 

the transport equation is dominated by the advective and diffusive processes of the 

transported quantities. Accurate treatment of the advection and diffusion terms in the 

transport equation is therefore of major importance for simulating stratified flows 

(Bijvelds, 2001). To avoid negative concentrations of the scalar quantities a Forester filter, 

a local diffusion operator, is used. For horizontal advection in the z model the explicit Van 

Leer II method is used, yielding an extra time step restriction. This method is based on a 

first order upwind scheme, with which positive monotonic solutions are guaranteed, 

combined with a non-linear anti-diffusive addition. In the σ model the Cyclic method is 

used, based on an implicit time integration of both advection and diffusion. For the spatial 

discretization a summation of a third order upwind scheme and a second order central 

scheme is used. 

The vertical advection is integrated implicitly in both the σ and the z model, in order to 

avoid time step restrictions related to stability. In both the σ and the z model a second order 

central scheme is used for the discretization in space. 

The horizontal diffusion is computed explicitly in the z model in order to avoid coupling of 

the velocity points in the horizontal plane. In the z model the derivatives are computed 

along strictly horizontal planes. In the σ model the horizontal derivatives are computed 

along σ planes by default. However, in the σ model the diffusive fluxes can either be 

computed with the original spatial discretization, or the Stelling & Van Kester method can 

be used in which the horizontal fluxes are evaluated along horizontal planes. 

Vertical diffusion is discretized by using an implicit second order central approximation 

for the diffusive fluxes in both the z and σ model. 
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3.4 Vegetation model 

 

The impact of vegetation on the flow is generally expressed as an effect on the hydraulic 

bed roughness and flow resistance. Delft3D provides the opportunity to insert different 

classes of roughness inside the computational domain of the model to account for the effect 

of vegetation. One method to model vegetation is using Baptist's formulation (Baptist et al., 

2005), where vegetation is represented as rigid cylinders characterized by stem diameter D, height Hv, density m and drag coefficient CD. Baptist et al. (2007) derived an expression 

for the Chézy coefficient by applying genetic programming to the results of a 1DV k–ε 

turbulence model developed by Uittenbogaard (2003).  

This model solves a simplification of the 3D Navier-Stokes equation for horizontal flow 

conditions. Starting from Uittenbogaard (2003), to include the effects of vegetation in the 

k–ε turbulence closure, some additional assumptions have been included by Baptist:  

(a) the decrease of the available cross-section for the vertical exchange of momentum, 

turbulence kinetic energy, and turbulent dissipation,  

(b) the drag force exerted by the plants in the horizontal direction,  

(c) an additional turbulence production term due to vegetation, and  

(d) an additional turbulence dissipation term due to vegetation (for more information see 

Baptist et al., 2007).  

 

In the presence of vegetation, the velocity profile of the flow is assumed to be divided into 

two zones: inside the vegetated patch where flow velocity is constant, and above the 

vegetation where the velocity profile increases logarithmically from the constant value.  

When vegetation is completely submerged, the total shear stress τt is given by the sum of 

the bed shear stress τb and the component due to the vegetation τv: 
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 τt = ρghi = τb + τv                                                                                                                      Eq.  30 

 

τb = ρgCb2 uv2                                                                                                                                          Eq.  31 

 

τv = 12 ρCDmHvuv2                                                                                                                          Eq.  32 

 m = nD                                                                                                                                               Eq.  33 

 

where ρ is the water density, g is the gravitational acceleration, h is the water depth, i is 

the water surface slope, CD is the bottom Chezy coefficient, Cb is the drag coefficient of the 

vegetation, m is the vegetation density, Hv is the vegetation height, n is the number of stems 

per unit area, D is the stem of the diameter ,and uv is the uniform velocity component.  

Taking in account these equations, the uniform velocity obtained is: 

 

uv = √ hiCb−2+(2g)−1CDmHv                                                                                                                Eq.  34 

 

Defining the vegetated bed bottom shear stress as:  

 τbv = fsτt                                                                                                                                                   

Eq.  35 
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where fs is the reduction factor, and replacing Eq. 34 in Eq. 31: 

 

fs = 11+CDHvCb22g                                                                                                                                      Eq.  36 

 

Combining Eq. 31 with Eq. 35, the equation obtained is given by: 

 

τbv = fs ρgCrs2 u̅2                                                                                                                                   Eq.  37 

 

where Crs is the total Chézy friction value for submerged vegetation: 

 

Crs = √ 1Cb−2+(2g)−1CDmHv + √gk ln ( hHv)                                                                                   Eq.  38 

 

in which k is the Von Karman constant (k = 0.4).   

In the case of partially submerged vegetation, following the same procedure for fully 

submerged vegetation and adding bed shear stress b and the shear stress due to the 

vegetation drag v  in Eq. 30: 

 𝑔ℎ𝑖 = (12 𝐶𝐷𝑚ℎ + 𝑔𝐶𝑏2) 𝑢𝑣2                                                                                                            Eq.  39 
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For partially submersed vegetation, uv = u̅, where u̅ is the depth average flow velocity. 

Combining Eq. 31 and Eq. 34, the bed shear stress due to the flow velocity through the 

vegetation, bv,ns, becomes: 

 𝜏𝑏𝑣,𝑛𝑠 = 𝑓𝑛𝑠𝜏𝑡                                                                                                                                    Eq.  40 𝑓𝑛𝑠 = 11+𝐶𝐷𝑚ℎ𝐶𝑏22𝑔                                                                                                                                   Eq.  41 

 

The main difference between the two cases of submerged and emergent vegetation is in 

the reduction factor which in the first case includes the vegetation height, Hv (Eq. 36), while 

in the second case contains the water depth, h (Eq. 41).  

 

The representative Chézy value for non-submerged vegetation is defined by: 

 𝐶𝑟 = 𝑢𝑣√ℎ𝑖                                                                                                                                              Eq.  42 

 

Introducing Eq. 34 in Eq. 42 the Chézy roughness coefficient for non-submerged vegetation 

becomes: 

 

Cr = √ 1Cb−2+(2g)−1CDmHv                                                                                                                Eq.  43 

 

Therefore in Eq. 38 the first term on the right-hand side equals the representative 

roughness for the partially submerged vegetation if ℎ = ℎ𝑣. Moreover, the value of Crs is 

higher than the value of Cr leading to a smaller resistance for fully submerged vegetation. 

Further details can be found in Baptist et al. (2005).  
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Baptist's equation has been widely tested with field data and through laboratory 

experiments with natural and artificial vegetation (Arboleda et al., 2010). In addition, many 

experiments have compared the predicted results with experimental data, finding a good 

fit (Crosato and Saleh, 2011; Arboleda et al., 2010). Crosato and Saleh (2011) provide 

another validation of the Baptist's equation on the effects of floodplain vegetation on river 

planform. 

To account for vegetation flexibility, in this work I followed the approach for large-scale 

morphodynamic models described by Dijkstra (2008).  I chose a height and a drag 

coefficient of rigid vegetation equal to that of flexible plants under similar conditions, 

because the flow pattern is analogous and the sediment transport is governed by 

hydrodynamics, as shown in Dijkstra (2008) over a broad range of vegetation densities, 

flow speeds, and depths.  A preliminary sensitivity test was conducted to assign deflected 

height and equivalent drag coefficient values, to obtain a very similar flow condition 

through rigid rods to the flow through flexible vegetation. Preliminary results further 

showed that the equivalent drag coefficient does not vary significantly over the flow range 

examined in our work, therefore we used only a single constant value. 
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4. The impact of submersed vegetation on the development of river 

mouth bars 

 

4.1 Introduction 

 

The process of river mouth bar evolution is one of the main mechanisms of delta formation, 

since mouth bars represent the smallest dynamic units in delta morphology. They occur 

when a sediment-laden river flow drains into a basin, where flow momentum and velocity 

decrease, promoting sediment deposition. The configuration of the resulting deposits 

reflects the interaction of multiple mechanisms and processes, including river-mouth 

geometry, grain size, and the effect of waves, tides, vegetation, and water-level variations 

(Axelsson, 1967). 

Many studies focus on the entire topological structure of the delta (Sun et al., 2002; Overeem 

et al., 2005; Fagherazzi and Overeem, 2007; Jerolmack and Swenson, 2007; Edmonds et al., 

2009, 2011; Canestrelli et al., 2010; Edmonds and Slingerland, 2010; Geleynse et al., 2011; 

Edmonds, 2012) and others analyze the process of river mouth bar formation and evolution 

in relation to parameters that contribute to morphological modeling (Bates, 1953; Wright, 

1977; Wang, 1984; Edmonds and Slingerland, 2007; Nardin and Fagherazzi, 2012; Esposito 

et al., 2013; Nardin et al., 2013). For example, Wright and Coleman (1974) analyzed maps 

and field observations to highlight the variability of morphodynamic processes and 

suggested a focus on the relationship between morphology and dominant natural 

processes. 

The conceptual model of river mouth bar evolution proposed by Edmonds and Slingerland 

(2007) identifies the stages of development: initial sediment deposition, progradation and 

aggradation of the bar until progradation ceases, then channel formation and bifurcation. 

This conceptual model is based on numerical results and validated by Esposito et al. (2013) 

with field data from the Mississippi River’s bird’s foot delta. Researchers have analyzed the 

morphology of river mouth deposits under the influence of waves (Wright and Coleman, 

1974; Jerolmack, 2009; Geleynse et al., 2010; Nardin et al., 2013), since waves and the 

direction from which they derive play an important role in sediment distribution (Nardin 
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and Fagherazzi, 2012), along with tidal processes (Lanzoni and Seminara, 2002; FitzGerald 

et al., 2006; D’Alpaos et al., 2007; De Swart and Zimmerman, 2009; Leonardi et al., 2013). The 

presence of submersed aquatic vegetation (SAV) modifies hydrodynamics and sediment 

transport processes, and therefore also the morphological evolution of river mouth bars. 

Generally aquatic vegetation represents an additional hydraulic resistance to the flow; 

because flow diminishes in response, vegetation generally increases sediment deposition 

and reduces erosion (Nepf, 1999). There are exceptions to this general statement, 

especially at low vegetation densities. Resuspension was not repressed relative to an 

uncovered bed for sparse meadows in one study (Moore, 2004), while erosion was 

enhanced by sparse submerged patches in another study (Lawson et al., 2012). 

Furthermore, van Katwijk et al. (2010) observed that sparse submerged patches led to a 

sandification of meadow substrate because fines were dispersed by elevated turbulence. 

These trends are explained by the contribution of stem- and canopy-scale turbulence. As 

the stem density of a submerged meadow initially increases the turbulence within the 

meadow initially increases due to stem- and canopy-scale turbulence. Near-bed turbulence 

is only suppressed, supporting deposition, when the meadow density increases above a 

threshold value (Luhar et al., 2008). However, large, dense SAV beds capable of exerting a 

significant geomorphological influence generally promote net sediment deposition. The 

reduction of bed shear stress above this value limits suspended-sediment transport, 

supporting sediment deposition (Lòpez and Garcia, 1998).  

Many studies focus on the effect of vegetation at river mouths with field data, such as in the 

Atchafalaya delta where Johnson et al. (1985) highlight vegetation enhanced 

sedimentation, and Rosen and Xu (2013) show that vegetation stabilizes deltaic land. 

Similarly, Larsen and Harvey, (2010) illustrates how vegetation and sediment transport 

interact in landscape evolution in the Everglades. Laboratory experiments have analyzed 

turbulent mixing and jet spreading in the presence of vegetation (Mossa et al., 2017) and 

how vegetated patches modify flow and sediment deposition (Zong and Nepf, 2010), 

including turbulence (Liu and Nepf, 2016). Nardin and Edmonds (2014) explore the 

dynamics of deltaic river mouth sedimentation during a flood with numerical experiments 

and observe that the presence of vegetation on bars increases water flux through the 

channels, similar to observations in tidal-marsh channels (Temmerman et al., 2007). 

The conceptual model of Edmonds and Slingerland (2007) provides a description of river 

mouth formation to analyze its evolution and to predict its ultimate location and shape 
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with the aim of better understanding delta distributary networks. Because aquatic 

vegetation plays a significant role in modulating sediment dynamics, this study aims to 

describe and quantify how vegetation modifies the hydrodynamic field and sediment 

transport in the morphological evolution of a river mouth bar.  

To analyze the impact of submersed aquatic vegetation, I model numerically a river mouth 

bar formation and evolution, both without vegetation and with submersed vegetation with 

variable plant height and density. The interaction between vegetation and morphology is 

investigated with Delft3D (Roelvink and van Banning, 1994; Lesser et al., 2004), a coupled 

hydrodynamic and morphodynamic model. 

This study is inspired by the submersed aquatic vegetation (SAV) bed on the Susquehanna 

Flats (Figure 10) in the upper Chesapeake Bay (USA). Susquehanna Flats is a broad shoal 

enclosed by deeper channels that forms a subaqueous delta located in front of the 

Susquehanna River mouth.  

The Susquehanna basin comprises 43% of the Chesapeake Bay’s drainage area (71.25 km2) 

and is the main source of fresh water and sediment into the upper Bay. A rich assemblage 

of SAV occupies ~25 km2 of the flats, including Vallisneria americana, Myriophy spicatum, 

Hydrilla verticillata and Heteranthera dubia.  

Previous studies concerning Susquehanna Flats investigated SAV bed effects on 

environmental conditions with field measurements of SAV seasonal characteristics and 

current velocities in the presence and absence of vegetation (Gurbisz et al., 2017); Gurbisz 

and Kemp (2014) analyzed the resurgence of submerged plant bed after Tropical Storm 

Agnes (1972), and Gurbisz et al. (2016) studied the driving mechanisms of loss and 

resilience of the bed with field data and a hydrodynamic model that simulated flow and 

bottom stress on the Flats. Russ and Palinkas (2018) showed that sedimentation within the 

Flats is highest when the plants are present, on both seasonal and decadal timescales. 
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Figure 10. Areal image of the study site, Susquehanna Flats, taken in 2015 with an 

overlapping layer showing submerged aquatic vegetation density m on the bed (Virginia 

Institute of Marine Science: http://web.vims.edu/bio/sav/maps.html). 

 

 

 

 

 

 

http://web.vims.edu/bio/sav/maps.html
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  𝑪 
mass concentration of sediment fraction, kg/m3; 

𝒑 fluid pressure, N/m2; 𝑪𝒃 vegetation drag coefficient, -; 𝑸 river discharge, m3/s; 𝑪𝑫 
bottom roughness according with Chezy, m12/s; 

𝝆 fluid density, kg/m3; 𝑪𝒆𝒒 
equilibrium sediment concentration, kg/m3 

; 
𝑺 

relative decay of the spatially averaged 

velocity, -; 𝑪𝒓𝒔 
representative Chezy value for submersed 

vegetation, m12/s; 
𝒔 basin slope, -; 𝑫 stems diameter, m; 𝝉𝒃 bed shear stress, N/m2; 𝑫𝟓𝟎 sediment median grain size, μm; 𝝉𝒃𝒗 

bed shear stress in presence of 

vegetation, m/s; 𝜺𝒔 
eddy diffusivities of sediment fraction, m2/s; 

𝝉𝒎𝒂𝒙 maximum bed shear stress, N/m2; 𝒇 Coriolis parameter, s−1; 𝝉𝒕 total shear stress, N/m2; 𝒇𝒔 reduction factor for submerged vegetation, -; 𝝉𝒗 
shear stress due to the vegetation drag, N/m2; 𝒈 gravity acceleration, m/s2; 𝑻𝒔 adaptation time, s; 𝒉 water depth, m; 𝝉𝒙𝒙 fluid shear stress, N/m2; 𝑯𝒗 vegetation height, m; 𝑼 
time averaged x-direct fluid velocity, m/s; 𝒊 slope, -; 𝑼𝒄 
x-component of the velocity on the bar 

top, m/s; 𝒌 van Karman constant, -; 𝑼𝟎 
x-component of the velocity at the 

river mouth, m/s; 𝑳𝒏𝒐 𝒗𝒆𝒈 
bar distance computed on non-vegetated bar, m; 

𝑼𝒗𝒆𝒈 
longitudinal velocity computed on 

vegetated bar, m/s; 𝑳𝒗𝒆𝒈 bar distance computed on vegetated bar, m; 𝑽 
time averaged y-direct fluid velocity, m/s; 𝒎 vegetation density, m−1; 𝑾 
time averaged z-direct fluid velocity, m/s; 𝑴 normalized suspended sediment mass, -; 𝒘 river mouth width, m; 𝑴𝒏𝒐 𝒗𝒆𝒈 

suspended sediment mass computed on non-

vegetated bar, kg; 
𝒙 longitudinal direction, m; 𝑴𝒗𝒆𝒈 

suspended sediment mass computed on 

vegetated bar, kg; 
𝒚 transversal direction, m; 𝒏 number of stems for square meter, m−2; 𝒛 elevation, m; 

 

Table 1. Notatio 
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4.2 Models set up 

 

The models simulate the hydrodynamic and sediment transport processes involved in the 

morphological evolution of a river mouth bar, in the presence of submersed aquatic 

vegetation on the bed. The numerical domain is a square (3 km x 3 km) in which there is a 

river flow through an inlet on the western side (Figure 11). The computational grid is 

composed of squared cells (30 m x 30 m), which are refined along the centerline, where 

each cell size is 30 m x 10 m. In the vertical direction, 7non- homogeneous sigma layers are 

used, decreasing the layer thickness (%) of the local water depth for each layer going down 

to the bottom. The bottom layer is characterized by a thickness equal to 3% of the depth at 

each point of the domain. In particular, at the river mouth the bottom layer measures 0.09 m. 

 A steady and constant discharge and equilibrium sediment concentration enter the 

domain from the river mouth. The sediment boundary conditions consist of sand-sized 

sediment with a single grain diameter that changes in different runs; sediment enters the 

domain in equilibrium concentration with the flow field (Nardin et al., 2013). Only sandy 

sediment is considered, because river mouths are generally composed of sand (Fielding et 

al., 2005; Turner and Tester, 2006), varying the grain size from 64m to 350m.  

At the inlet, a constant input of 0.6 kg/m3 of suspended sediments is imposed, like in 

Nardin et al. (2013).  All sediment is characterized by a specific density of 2,650 kg/m3and 

dry bed density of 1,600 kg/m3.  

The northern, southern, and eastern boundaries are open and we assign a fixed water level 

(Figure 11).  

A trapezoidal river channel with flow depth h = 3 m is incised into a non-erodible 

coastline. The bottom stress is modeled with Chézy's formulation using the constant Chézy 

value CD = 65√m/s. The initial condition of the models consists of a constant bathymetry 

with 5 m of erodible sand on the basin bottom.  

The suspended sediment eddy diffusivities are a function of the fluid eddy diffusivities and 

are calculated using horizontal large eddy simulation and grain settling velocity.  

The horizontal eddy diffusivity coefficient is defined as the combination of the sub grid-

scale horizontal eddy viscosity, computed from a horizontal large eddy simulation, and the 
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background horizontal viscosity, here set equal to 0.001 m2s−2 (Nardin et al., 2016; 

Edmonds and Slingerland, 2010).  

To satisfy the numerical stability criteria of Courant-Frederichs-Levy, we use a time step 

t = 0.15 min (Lesser et al., 2004).  

To decrease the simulation time a morphological scale factor of 50 is used in our models, 

considering that the final solution is not affected for values less than 200, as shown by 

sensitivity experiments. The morphological factor is a user device to multiply the 

deposition and erosion rate in each t. 

 

 

 

Figure 11. Computational domain and boundary conditions. 

 

4.2.1 Bar formation set up 

 

Previous studies show that bars typically start forming when the flow at the river mouth 

becomes unconfined (Bates, 1953; Wang, 1984; Edmonds and Slingerland, 2007); Edmonds 

and Slingerland (2007) demonstrate that the river mouth bar progrades basinward after 

its initial formation and then, when the bar stops prograding, it vertically aggrades and 
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stagnates. Stagnation occurs when the fluid pressure on the upstream side of the bar 

increases and the flow diverts around the bar due to significant reduction of velocity and 

shear stress over the bar top when the bar is 40% of the flow depth (Edmonds and 

Slingerland, 2007).  

To study the effect of submersed aquatic vegetation on the morphological evolution of a 

river mouth bar, I first simulate bar formation without bed vegetation, like Edmonds and 

Slingerland (2007), using two different flow velocities at the inlet (v1 = 1 m/s, v2 =1.5 m/s), varying the mouth width w, the basin slope s, and the sediment sand diameter 

(Table 2). Combining velocities and widths leads to four different discharges Q.  For all 

simulations of bar formation, I imposed a spin-up time of 600 min to have fully developed 

hydrodynamics with a fixed bottom before any morphological changes happen in the 

numerical domain. 

 

  

Run  

Q w s D50 

Run  

Q w s D50 

(m3s−1) (m)  (μm) (m3s−1) (m)  (μm) 

T110125 600 200 0 125 T12064 1200 400 0 64 

T111125 600 200 0.0001 125 T12164 1200 400 0.0001 64 

T112125 600 200 0.001 125 T12264 1200 400 0.001 64 

T11064 600 200 0 64 D120125 1800 400 0 125 

T11164 600 200 0.0001 64 D121125 1800 400 0.0001 125 

T11264 600 200 0.001 64 D122125 1800 400 0.001 125 

D110125 900 200 0 125 D12064 1800 400 0 64 

D111125 900 200 0.0001 125 D12164 1800 400 0.0001 64 

D112125 900 200 0.001 125 D12264 1800 400 0.001 64 

D11064 900 200 0 64 T110100 600 200 0 100 

D11164 900 200 0.0001 64 T110125 600 200 0 125 

D11264 900 200 0.001 64 T110200 600 200 0 200 
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T120125 1200 400 0 125 T110250 600 200 0 250 

T121125 1200 400 0.0001 125 T110300 600 200 0 300 

T122125 1200 400 0.001 125 T110350 600 200 0 350 

 

Table 2. Boundaries and initial conditions used in Delft3D for the 30 numerical 

experiments of bar formation study 

 

 4.2.2 Vegetated bar models set up 

 

For each run listed in Table 2, I obtained the bed level configurations corresponding to the 

instant at which every bar attained the value of 40% of the flow depth (h = 1.2 m), which 

represents the critical bar elevation when stagnation occurs (Edmonds and Slingerland, 

2007). For convenience, I used the stagnant bar configuration to add submersed aquatic 

vegetation on the bar (Figure 12). In particular, I added submersed aquatic vegetation at 

all the points of the numerical domain where it can grow naturally, where the flow depth 

ranges from h = 0.5 − 1.6 m (Abal and Dennison, 1996). 

I considered the stagnant configuration of each bar as the new initial condition for 

subsequent simulations of morphological evolution in the presence of submersed aquatic 

vegetation. Gurbisz et al. (2016) measured a suite of physical and biological processes in 

the large SAV bed of Susquehanna Flats, including plant biomass and flow velocities. 

Moreover, Gurbisz et al. (2016) stated that on Susquehanna Flat the best fit for submerged 

vegetation characteristics is obtained assuming the product of SAV density and height 

equals to 0.1. This calculation is being deduced supposing a slowly varying steady state 

shallow water balance between horizontal pressure gradient and vertical stress gradient, 

taking into account the influence of different friction, due to the presence of SAV.  

In this study, I used several different vegetation densities (m = 1, 4, 7.5 m−1) and deflected 

heights (Hv = 0.1 − 0.8 m). The vegetation height and density values were chosen to be 

consistent with the field observations by Gurbisz et al. (2016), resulting in agreement with 

the velocity ratio between the flow observed at Susquehanna Flat in the SAV bed (0.05 

m/s) and in the non-vegetated channel (0.13 m/s).  
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Also, this velocity values are used to account for the plant flexibility, in order to assign the 

SAV deflected height in our model. All the numerical results of the vegetated models were 

compared with non-vegetated models to quantify the impact of submersed aquatic 

vegetation on the morphological development of a river mouth bar. These different values 

of variables were combined to produce 340 different model run. Table 3 summarizes the 

main numerical experiments with submersed aquatic vegetation, considering the initial 

flat bathymetry.  

 

  

Run  

Q w D50 Hv m 

Run  

Q w D50 Hv m 

(m3s−1) (m) (m) (m) (m−1) (m3s−1) (m) (m) (m) (m−1) 

V11064 600 200 64 0.1 1 V11080 600 200 64 0.1 7.5 

V11066 600 200 64 0.3 1 V11082 600 200 64 0.3 7.5 

V11067 600 200 64 0.4 1 V11083 600 200 64 0.4 7.5 

V11068 600 200 64 0.5 1 V11084 600 200 64 0.5 7.5 

V11072 600 200 64 0.1 4 V110100 600 200 100 0.4 4 

V11073 600 200 64 0.2 4 V110125 600 200 125 0.4 4 

V11074 600 200 64 0.3 4 V110200 600 200 200 0.4 4 

V11075 600 200 64 0.4 4 V110250 600 200 250 0.4 4 

V11076 600 200 64 0.5 4 V110300 600 200 300 0.4 4 

V11079 600 200 64 0.8 4 V110350 600 200 350 0.4 4 

 

Table 3. Boundaries and initial conditions used in Delft3D for the main numerical models 

for the vegetated bar experiments 
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Figure 12. Schematization of the bed level corresponding to the stagnant bar 

configuration (Run ID T11064) with the seagrass depth range and velocity profile in the 

Delft 3D vegetation model for submersed vegetation (Baptist’s formulation). 
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4.3 Results  

 

4.3.1 Hydrodynamic results 

 

To understand how vegetation impacts river mouth bar evolution, I first analyze the 

velocity field in the case of a stagnant bar configuration (Run ID: T11064). The bathymetry 

of this configuration is shown in Figure 13(a), where vectors show the magnitude of the 

depth-averaged velocity field predicted in the presence of submersed vegetation on the bar 

(Hv = 0.4 m, m=4 m-1).  

Considering the cross-section A, perpendicular to the centerline (Figure 13(a)), the velocity 

distribution in the presence of vegetation is compared with the test case without 

vegetation.  

The longitudinal velocity, U-component, (Figure 13(b)) generally decreases on the bar in 

front of the river mouth, when the vegetation height and density increase. However, the 

longitudinal velocity increases laterally in the presence of vegetation. 

The transverse velocity, V-component, (Figure 13(c)) is zero along the centerline and 

increases in the off-bar direction almost linearly moving toward the lateral side of the bar, 

when the vegetation height and density increase. The effect of vegetation produces an 

amplification of the peak off-bar velocity at cross-section A.  

 

The longitudinal velocity U calculated along the centerline and normalized by the initial 

velocity Uo decreases approaching the top of the bar (Figure 14(a)). The normalized 

longitudinal velocity decreases much more for high values of vegetation height than for 

high values of vegetation density, shown by the more rapid decrease of velocity with 

increasing values of the height-density ratio. To quantify the relative decay of the depth-

averaged velocity on the river mouth bar top induced by submersed aquatic vegetation, we 

define the jet spreading, S, as: 

 𝑆 = (𝑈𝑜−𝑈𝑐)𝑣𝑒𝑔(𝑈𝑜−𝑈𝑐)𝑛𝑜 𝑣𝑒𝑔                                                                                                                               Eq.  44 
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where Uo and Uc are, respectively, the x-component velocities calculated on the river mouth 

and on the bar top. Comparing simulations of bar evolution in the presence of vegetation 

with 

varying vegetation height and density, with the same bar evolution without vegetation, I 

find that the jet spreading S is a function of vegetation height Hv. In particular, jet spreading 

increases almost linearly with increased vegetation height and its density (Figure 14(b)), 

due to the decreased longitudinal velocity Uc on the river mouth bar due to the vegetation.  

 

Figure 15 shows the bed shear stress τ for different vegetation conditions calculated along 

the centerline as a function of the longitudinal direction x (m) normalized with the value 

of the river mouth width w (m). Bed shear stress in the non-vegetated bar test case 

decreases toward the bar. In the vegetated scenarios, the bed shear stress decreases 

substantially because of the additional roughness imparted by the vegetation. Increasing vegetation height decreases τ more than increasing vegetation density. 
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Figure 13. (a) Bathymetric contour map of the stagnant configuration and velocity 

magnitude vectors in the case of vegetated bar (Hv=0.4m; m=4m-1); (b) longitudinal U and 

(c) transverse V depth averaged velocity along the transverse transect 400m, section A, 

from the river mouth, for different vegetation heights Hv and density m compared with 

the non-vegetated test case (solid black line). The lines parallel to the y axis delimit the 

river mouth width. 
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Figure 14. (a) Normalized longitudinal velocity along the centerline computed with 

different conditions of vegetation. (b) Relative decay of the average velocity S along the 

centerline as a function of the vegetation height for different values of density. 

 

 

Figure 15. Bed shear stress calculated along the centerline for different vegetation 

conditions plotted as a function of the longitudinal direction x (m) normalized by the 

river mouth width w (m). 

 

Vertical distributions of suspended-sediment concentration along the centerline are 

plotted in Figure 16(a) and (b) to illustrate the influences of vegetation on suspended-

sediment transport. Without vegetation, the suspended-sediment concentration 
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distribution has high values near the bottom along the upstream side of the bar, enhancing 

vertical bar accretion (Figure 16(a)). In the presence of vegetation (Figure 16(b)), high 

values of suspended sediment concentration are confined upstream of the vegetated patch, 

where SSC is very low relative to the test case. Results show that the suspended-sediment 

concentration C decreases on the bar top when the vegetation height and density increases, 

compared with the non-vegetated test case. In both cases, the lowest values of SSC occur 

downstream of the bar. 

 

 

 

 

Figure 16. (a) Suspended-sediment concentration on the non-vegetated bar along the z-

direction (depth) and (b) suspended-sediment concentration on the vegetated bar along 

the z-direction (submerged vegetation height Hv=0.4m, m= 4m-1). 

 

To further understand how the suspended-sediment concentration is influenced by the 

presence of submersed vegetation, I introduced the normalized suspended-sediment mass, 

M, defined as: 
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 𝑀 =  𝑀𝑣𝑒𝑔𝑀𝑛𝑜𝑣𝑒𝑔  = ∑ 𝐶𝑣𝑒𝑔,𝑖𝑣𝑖𝐶𝑛𝑜𝑣𝑒𝑔,𝑖𝑣𝑖𝑖                                                                                                           Eq.  45  

 

where Mveg and Mnoveg are the total amount of suspended sediment mass summed along the 

centerline model cells for the vegetated and non-vegetated bar, respectively, Cveg, i are the 

mass concentrations of suspended sediment for the vegetated bar, Cnoveg, i are the mass 

concentrations of suspended sediment for the non-vegetated bar, vi are the cell volumes, 

and subscript i represents all cells along the centerline.  

Results show that normalized suspended-sediment mass decreases linearly when the 

vegetation height and density increases (Figure 17). This is probably because vegetation 

both decreases bottom shear stress and resuspension, and decreases sediment supply by 

diverting the flow laterally off-bar. 

 

 

 

Figure 17. Normalized-suspended sediment mass along the centerline as a function of 

vegetation height for different density scenarios and linear regression lines plotted for 

each density. 
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4.3.2 Morphodynamic results 

 

Submersed aquatic vegetation alters river mouth bar evolution mainly via additional 

hydraulic resistance to the flow, causing decreases in both velocity and maximum bed 

shear stress that change the distribution of suspended-sediment concentrations and thus, 

morphological bar evolution. 

I analyzed morphology and position of bar development under the same conditions but in 

the presence or absence of vegetation. Our results show that the presence of submersed 

vegetation significantly changes the bar shape and position (Figure 18(a)). The green 

contour line represents the projection of initial bar configuration at section z = -1.6 m for 

the vegetated bar evolution; all points of the numerical domain inside the green patch are 

then vegetated only for the vegetated case. 

The other lines show the bar location after 63 days of simulation for the non-vegetated 

(blue line) and vegetated (red line) cases corresponding to the z = -1 m contour.  

The map shows that the vegetated bar evolves in the opposite direction of the non-

vegetated bar and its shape appears smaller and less uniform than the other case. This 

suggests different development of the bar due to the effect of vegetation on sedimentary 

processes. Figure 18(b) and (c) show how the bar evolves every 2 days between days 55 

and 63 of the simulation, starting from the same bed level (black line) corresponding with 

the stagnant configuration of the bar. The vegetated bar expands toward the river mouth 

forming a bump on its upstream side, near the vegetated patch limit, while the non-

vegetated bar grows vertically and maintains its initial shape in the z-direction. 

 

To quantify changes in the position of the bar, I normalized the distance of the vegetated 

bar Lveg, to the distance of the non-vegetated bar, Lnoveg. The normalized distance from the 

river mouth decreases with increasing vegetation height for each value of vegetation 

density (Figure 19(a)), showing that vegetation height and density promote bar evolution 

toward the river mouth. The decrease in bar distance is due to the spreading effect on the 

velocity, shown in Figure 14. The spreading effect consists of a reduction of the velocity 

component along the main flow direction, caused by an increase in friction. 
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Figure 18. (a) Planview map of simulated locations of the non-vegetated bar (blue line) 

and the vegetated bar (red line; Hv=0.4m, m=4m-1) after 63 days of simulation for the 

contour z=-1m. The green shaded region indicates the initial location of the bar with the 

vegetated patch (Hv=0.4m, m=4m-1) at the section z=-1m. (b) Bed level evolution of the 

vegetated bar and (c) non-vegetated bar every two days calculated along the centerline. 
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Figure 19. Normalized bar distance from the river mouth along the centerline as a 

function of (a) vegetation height and >(b) sediment grain size in the presence of 

submersed vegetation characterized by Hv=0.4m and m=4m-1. The red circle markers in 

the figures represent the same study case. 

 

Therefore, the flow diverts with an increase of the transversal component of the velocity. 

This is because deposition of sediments is governed by gradients in velocity, so that if the 

longitudinal velocity decreases because of the friction due to the vegetation presence on 

the bottom, then part of the sediment in suspension settles at the bed. As a result, more 

spreading triggers deposition closer to the mouth. In addition, Figure 19(b) indicates that 

the normalized bar distance increases linearly with sediment grain size, for a vegetation 

height of 0.4 m and density 4 m-1 on the bar. 

 

To evaluate the threshold vegetation characteristic at which the presence of vegetation 

becomes dynamically significant to move the bar downstream, I plotted the sediment flux 

crossing the bar peak (Figure 20) as a function of the total submerged vegetation volume 

per square meter Vt, defined as: 

 𝑉𝑡 = 𝑉𝑠𝑠 𝑛                                                                                                                                           Eq.  46 

 𝑉𝑠𝑠 =  𝜋 (𝐷2)2 𝐻𝑣                                                                                                                               Eq.  47 
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where Vss is the vegetation stems volume. 

In order to show the variability across scales, I plotted the variable Vt in logarithmic scale.  

 

Figure 20 indicates that the sediment flux is inversely proportional to the increment of Vt. 

For very low values of Vv, the sediment flux over the bar decreases but the bar continues 

to migrate upstream, until the tipping point corresponding to the Vt=5×10-5 (red mark in 

Figure 20), when the trend reverses. Past the tipping point, the sediment flux decreases 

much more until it becomes constant and downstream bar migration occurs.  

The black dashed line in Figure 20 represents the switching trend of the bar, crossing the 

tipping point. 

 

 

 

 

Figure 20. Sediment flux crossing the bar peak as a function of the total submerged 

vegetation volume per square meter Vv. The red mark represents the tipping point and 

the black dashed line indicates the switching trend of the bar crossing the tipping point. 
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5. Discussion and conclusions 

 

5.1 Discussion 

 

5.1.1 Comparison with previous models 

 

The presence of vegetation cover significantly affects the spatial sedimentation patterns 

that drive the morphological evolution of the idealized river mouth bar. Plants introduce 

additional hydraulic resistance to the flow, decreasing the velocity through and near the 

vegetated patch relative to the non-vegetated scenario. Suspended-sediment transport 

decreases because of the reduction in bed shear stress, modifying the sediment 

distribution. 

This study highlights the important role of the river discharge, the amount of suspended-

sediment concentration, and submersed vegetation height and density on river mouth bar 

morphology.  

Previous work by Nardin et al. (2013) and Leonardi et al. (2013) showed how waves and 

tidal currents might be able to increase river jet expansion. They relate the jet spreading to 

an increased shear stress on top of the bar. My results show similar behavior of the jet 

spreading due to an increased roughness on the bar due to SAV.  

Moreover, Wright (1977) highlighted the important role of bottom friction on the rapid 

expansion of the jet and the subsequent deposition of sediments. My results quantify these 

two mechanisms in a process-based framework: SAV increases turbulent bed friction that 

slows down the river-mouth jet, triggering expansion and mouth-bar formation close to 

the outlet. 

In real cases, SAV would be able to encroach the new sediment deposits. However, my 

initial sensitivity analysis investigated the possible propagation of the SAV in the new zone 

according to the simulated timescale. In fact, simulations explored a short-term evolution 

and even if the SAV could start to colonize, my runs are not long enough in time.  

In addition, extreme events causing massive erosion or deposition of sediments can cause 

the death of entire SAV populations. The sediment underlying an SAV bed in Florida was 

completely eroded away and redeposited elsewhere (Hine et al., 1987). On the other 
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extreme, high sedimentation rates can also be responsible for the decline of SAV 

populations. This study neglects the hypothetical SAV colonization. 

5.1.2 Seasonality effects on river mouth bar morphodynamics 

 

To discuss insights from the idealized vegetated bar to its dynamic morphological 

evolution, I investigated the bar development for different seasons. This study focuses on 

evaluating the location of sediment deposition and erosion for varying discharge and 

submersed vegetation characteristics.  

All values were chosen using the unvegetated study case (ID T11064, Table II) as the 

reference condition and by increasing or decreasing values by 50% from the reference 

conditions to represent reasonable seasonal changes. I chose seasonal changes of 50% 

considering that the Susquehanna River discharge measured at Conowingo Station (USGS 

01578310) varies seasonally between 23% and 113%. And, for example, the measured 

discharge at Wax Lake Delta from 2009 to 2012 varies around 30–100%, as shown in 

Nardin and Edmonds (2014). Thus, changing values by 50% seems reasonable for 

understanding the sedimentation patterns of our idealized model.  

Annual variations of vegetation height and density taken into account by the model are 

chosen to be consistent with the seasonal biomass measured by Gurbisz et al. (2016) on 

the Susquehanna Flats.  

The unvegetated case is used to simulate winter, when submersed vegetation is absent due 

to cold temperatures. In this case, the bar grows vertically, prograding in the offshore 

direction, and sediment deposition occurs on the bar top (Figure 21(a)).  

To simulate spring, I used a higher discharge (Q= 920 m3/s) with submersed vegetation 

height of 0.4 m. During the spring simulation (Figure 21(b)), water flow is hindered and 

sediment is trapped by the vegetation, causing deposition on the vegetated patch and on 

its upstream side. This pattern of sedimentation results in bar progradation in the opposite 

direction to that in winter, moving toward the river mouth starting from the same bar 

configuration. The increment of sedimentation rate during the spring is due to the high 

river discharge.  

During summer, river discharge usually decreases (Q =230 m3/s) but the vegetation height 

increases (Hv =0.8 m). The lower discharge results in deposition upstream of the vegetated 
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patch, because the submersed vegetation represents an obstacle to both water and 

sediment flux (Figure 21(c)).  

A seasonal sequence of bar evolution can be run, using the winter configuration as the 

initial condition for the spring simulation, the resulting spring configuration as the initial 

configuration for the summer simulation, and the summer configuration for the fall 

simulation. Results show that the spring conditions are most responsible for the final 

configuration, causing sediment deposition on the bar top through the vegetated patch 

(Figure 21(d)). However, the three separated seasons shown in Figure 21(a), (b), (c) 

behave slightly differently from the seasonal succession in Figure 21(d) due to the different 

initial set up of the seasons. 

 



76 

 

 

Figure 21. Bed level evolution with the corresponding accretion rate of sediment 

deposition and erosion during (a) the winter, (b) the spring and (c) the summer, varying 

the initial conditions of suspended sediment concentration, discharge and the presence 

or absence of submerged vegetation on the bar; (d) progressive bed level evolution 

during the alternating seasons with the corresponding accretion rate of sediment 

deposition and erosion for every season. 
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5.1.3 Applicability of the results to the Susquehanna Flats 

 

An example of the morphological influence of submersed aquatic vegetation is observed at 

the Susquehanna River mouth. Upper Chesapeake Bay hydrology is dominated by 

Susquehanna River outflow (Schubel and Pritchard, 1986) and, based on the results of this 

study, the presence of SAV at the river mouth significantly influences the sediment 

distribution at the Bay inlet.  

However, the amount of sediment supplied by the Susquehanna has been dramatically 

reduced since construction of the Conowingo Dam (~16 km from the upper Bay) in 1928, 

especially impacting the supply of sand. 

For this reason, I can compare the numerical results from the vegetated bar only with 

historical bathymetry of the Flats from 1799 to Conowingo Dam construction, rather than 

its recent morphology. A report from 1899 by the Officer of US Coastal and Geodetic Survey, 

responsible for the hydrographic survey, describes the extensive SAV bed at Susquehanna 

Flats. 

In addition, navigation charts by NOAA (National Oceanic and Atmospheric 

Administration) provide historical bathymetry. A sequence of navigation charts of the 

study area is presented in Figure 22 to show morphological changes of the bar in different 

years.  

The images show that the distance of the Flats from the river mouth decreases over time, 

indicating upstream migration of the bar similar to our numerical results. 

Moreover, Gurbisz et al. (2017) measured the flow velocity during high SAV biomass (June) 

and low SAV biomass (August). The mean current speed was 57% less (0.07 vs 0.03 m/s) 

within the SAV bed in August compared with May–June. Current speed was 69% less within 

the vegetated bed compared with the non-vegetated channel in May–June and 88% less in 

August. Gurbisz et al. (2017) showed that the presence of submerged vegetation on the 

Susquehanna Flat reduces the velocity by three times. This is in agreement with our results 

shown in Figure 14. 
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Figure 22. Historical bathymetry of Susquehanna Flats (Navigation charts by NOAA: 

http://historicalcharts.noaa.gov/historicals) and the measured bar distance from the 

Susquehanna River mouth. 

 

5.1.4 Comparing model results to the other study systems 

 

Islands in the Wax Lake Delta are shaped like arrowheads pointing upstream, with two 

contiguous levees extending downstream in smoothly (Shaw et al., 2013). Islands are 

colonized by plant communities and vegetation is distributed across an island depending 

on the fraction of the year that a particular location is inundated by water (Johnson et al., 

1985; Viparelli et al., 2011). The islands of the Wax Lake Delta are very prominently shaped 

like the vegetated bar plan-view obtained from our idealized model in Figure 18(a).  

Therefore, those results suggest that the vegetation strongly influences the morphological 

evolution of river dominated delta. A sedimentological examination of the Wax Lake 

(Majersky et al., 1997; Majersky-Fitzgerald, 1998) and Atchafalaya deltas (van Heerden and 

Roberts, 1980) indicates that they are very similar with regard to sedimentary architecture 

and they are both vegetated. Roberts (1998) showed the eastern lobe of the Atchafalaya 

delta in two different years and the images illustrate growth of the delta by vertical 

accretion and upstream growth, as this model suggests. 
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5.2 Conclusion 

 

Understanding river mouth bar development is crucial for predicting delta evolution.  

To investigate on the effect of vegetation on the development of river mouth bars, in this 

study Delft3D is chosen because this is the most stabilized numerical model to represent 

and analyze large scale and long term processes with a good compromise with 

computational grid and simulation time.  

In this study I investigated the effect of SAV on the morphological development of a river 

mouth bar. The presence of vegetation on the bar top decreased the longitudinal velocity 

over the top of the developing bar and increased the transverse velocity over the bar, 

resulting in a velocity redistribution around the bar. Increasing the vegetation height and 

density decreased the bed shear stress over the bar, resulting in a reduction of sediment 

transport.  

Therefore, the submersed vegetation led to a different morphological bar configuration. In 

the absence of vegetation, the bar aggraded vertically and its peak prograded toward the 

basin. In the presence of SAV, less sediment reached the bar top because of the increased 

roughness of SAV, enhancing sedimentation before the vegetated patch.  

This sediment distribution implied a bar progradation toward the river mouth, in the 

opposite direction to the unvegetated bar. Increasing SAV height and density reduced the 

distance from the river mouth to the bar deposit.  

Future research might explore interactive feedbacks between morphodynamics and 

emergent vegetation, development of channels through the bar, or grass bed patchiness.  
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