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Abstract

is work systematically defends the view that what it is to be rational is to correctly respond to the
reasons that one possesses. It is broken into two parts. In Part I—entitled Coherence, Possession,
and Correctly Responding—I explicate the details of my positive account. I begin my defense in
chapter 2 by contrasting my view with a coherentist account of rationality popular in the literature
on practical reason. I show that my view can explain the data that motivates the coherentist view
without incurring its implausible implications. I then argue in chapter 3 that what it is to possess a
reason r to ϕ is to be in a position to know r and be disposed to treat r as a reason to ϕ. Chapter 4,
the nal chapter in Part I, defends a view of what it is to correctly respond to the normative reasons
you possess. According to this view, you correctly respond to reasons to ϕ when you ϕ for those
reasons. I defend a novel causal account of what it is to ϕ for normative reasons. I also extend the
core idea of the account to an account of the broader notion of ϕ-ing for reasons.

Part II—entitledFoundationalism,Deception, and the ImportanceofBeingRational—confronts
traditional problems for my type of view. Chapter 5 defends the claim that foundationalists about
epistemic rationality should think that foundational beliefs are based on sufficiently strong pos-
sessed reasons. In Chapter 6 I argue that my view can explain why the systematically deceived
can have rational beliefs and perform rational actions despite the fact that they don't possess the
same reasons as those who are not systematically deceived. e nal chapter deals with recent
skepticism about the claim that rationality is deontically signi cant. I rst make clear just what
it would take for a view to meet the skeptical challenge and argue that the standard views in
metaethics can't do what it takes. I then argue that my view canmeet the challenge. In fact, I argue
that what we ought to do just is what we are rationally required to do. us, being rational turns
out to be very important indeed.
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Chapter 1

Introduction

W devote a goodportionof our lives striving to gureoutwhat itmakes sense todo, believe, in-
tend, desire and hope for given our o en limited information and abilities. In other words,

we devote a good portion of our lives striving to be rational. is dissertation seeks to understand
what exactly we are striving for. In it I explicate and defend a general and uni ed account of ratio-
nality.

e thesis of the dissertation is that what it is to be rational is to correctly respond to the ob-
jective normative reasons you possess. In this introduction I brie y explicate what I take this claim
to be and summarize how I argue for it in the pages to come.

Objective Normative Reasons,What
Let's start with objective normative reasons. Objective normative reasons are facts that count in favor
of various a itudes and actions. Usually they are facts about the world (as opposed to facts about
one's mental states). Some examples. e fact that the dissertation needs to be defended by June
30 is a reason for me write this introduction as soon as possible. e fact that it is going to rain in
the city I'm traveling to next week is a reason for me to intend to bring an umbrella. e fact that
you yawned is a reason to believe you didn't get enough sleep last night. e fact that you would
be be er off if you got a job is a reason for you to desire to get a job.

One project I do not want to take up here is the project of guring outwhat it takes for some fact
to be an objective normative reason. I am taking it for granted that there are objective normative
reasons. at said, I do think there are some earmarks of normative reasons that we can use as
heuristics for determining whether some fact is a normative reason.

One earmark is that objective normative reasons are the types of things that determinewhether
an a itude or action has strict normative statuses like justi cation, rightness, or correctness. If
some fact f can explain why some action ϕ is justi ed, right, or correct, then (it is very likely that)
f is a normative reason to ϕ.

Another earmark is being able to justi ably ϕ for f . When one ϕs for f , f is the consideration
that moves one to ϕ. If one can justi ably ϕ with f as one's reason for ϕ-ing, then it is very likely
that f is a normative reason to ϕ.

A third earmark is the possibility that the relevance of f is mitigated by some other facts. Rea-
sons are defeatable by other considerations. e reason to write this introduction isn't as weighty
when I have multiple chapters that also need to be wri en than when it is the last thing I have to

1



Introduction

write. e fact that I have multiple chapters to write weakens the reason to write this introduc-
tion. us, if it seems like the relevance of f to ϕ-ing can be mitigated (or enhanced) by adding or
subtracting facts, it is very likely that f is a normative reason.

At various points in the dissertation I will use these earmarks to help determine whether some
fact is a normative reason. In some cases, I will use the earmarks to argue that facts that many take
to not be objective normative reasons really are objective normative reasons. I thus think there are
more normative reasons than most moral philosophers. It will be important for the plausibility of
my view about rationality that there are more reasons than is traditionally thought. So the views in
the dissertation do depend on taking some stands on issues having to do with what it takes to be a
normative reason. All of my arguments for my extensional claims will rely on the earmarks. Since
the earmarks seem to me to be absolutely central to the notion of a normative reason, I am moved
by my arguments. It's important for me to confess at the outset though that I will not be directly
engagingwith systematic theories ofwhat it takes for some fact to be anobjective normative reason.

ere are only so many ba les I can ght.
It is important forme to say something at this point about themethodology of the dissertation.

I am interested in making the best case for analyzing rationality in terms of objective normative
reasons. A methodological reason I am interested in doing this is that it is fairly uncontroversial
that there are objective normative reasons. Indeed, it is popular to think that normative reasons
are the basic units of normativity—i.e., it's popular to think that all normative properties can be
analyzed in terms of normative reasons.1 Since most think objective normative reasons exist and
have some theoretical importance, it would be nice if we could understand rationality in terms of
normative reasons. It would allow us to understand one part of the normative landscape in terms
of something we are already comfortable positing.

PossessedNormative Reasons,What
ere are a lot of normative reasons out there. Many of them I don't know anything about. e

ones I don't know anything about are reasons for me to act, believe, intend, and desire, but they
aren't reasons to act, believe, intend, and desire that I possess. In order to possess a reason, I need
to stand in some special epistemic relation to the fact that constitutes that reason. For example, I
possess the reason to intend to take my umbrella next week because the weather report informed
me that it is going to rain in the city I am traveling to. Similarly, I possess the reason to believe you
didn't get enough sleep because I saw you yawn.

I think that the only reasons relevant to rationality are the possessed reasons. is is because it
is implausible that reasons completely outside of your ken can affect what it is rational for you do.
If I have no clue that you just yawned, the fact that you yawned doesn't have any effect on which
stance it is rational for me to take on the question of how much sleep you got last night. On the
other hand, if the fact that you yawned is within my ken, it does seem to bear on which stance I
should take on that question.

1See, to name a few examples, Scanlon (1998), Par t (2011), Schroeder (2007), Skorupski (2011), Dancy
(2009).
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Correctly Responding to PossessedNormative Reasons,What
Suppose the fact that you yawned is a good enough reason to believe that you didn't get enough
sleep last night—i.e., it is a strong enough reason tomake it rational to believe youdidn't get enough
sleep last night. And suppose further that I both possess that reason and believe that you didn't get
enough sleep last night. Is this sufficient for my belief to be rational? In a word: No.

e reasonwhy this is not sufficient formy belief to be rational is that it is possible for all of that
to be true even though I don't correctly respond to the reason provided by the fact that you yawned.
In the simplest kind of case, this is because there is no connection at all between my belief and
that reason. Suppose I believe that you didn't get enough sleep because it's Tuesday and I believe
(without good reason) that you never get enough sleep on Monday nights.

Because of this, I think that in order for token a itudes or actions to be rational, they have to
be held or performed for the reasons that make them rational. is is what I think it is to correctly
respond to the reasons you possess.

us, on my view, a token action or a itude is rational when (i) one possesses normative rea-
sons to perform that action or hold that a itude that are sufficiently weighty, and (ii) one performs
those actions or holds those a itudes for those reasons.

Let's turn to a summary of how I go about defending the view.

Part I: Coherence, Possession, andCorrectly Responding
e dissertation is split up into two parts. Each part contains three chapters. In Part I I developmy

positive account of rationality.
Chapter 2 deals with the relationship between rationality and coherence. Many metaethicists

think that rationality is primarily about avoiding certain types of incoherence. According to a pop-
ular view—a view popular mostly due to the excellent work of John Broome—rationality merely
requires coherence. A major cost of this view is that it commits one to thinking that rationality
never requires one to perform particular actions or hold particular a itudes. Despite this, this view
seems best given the current understanding of what the options are. I argue that my account offers
a plausible alternative to this coherentist account while avoiding the main problems of competing
accounts. Moreover, I argue, my account can also explain why it is that you are always irrational
when you are incoherent—it is because you are always failing to correctly respond to some pos-
sessed reasons when you are incoherent. Along the way we learn some lessons about the structure
of any plausible account that holds that rationality is a ma er of correctly responding to normative
reasons.

Chapter 3 defends a view about what it is to possess a reason. I argue that not only does one
need to have epistemic access to the fact that constitutes the reason (a point everyone agrees on),
one also needs to see, at least in some broad sense, the normative connection between the fact that
constitutes the reason and the a itude or action it counts in favor of (a point that no one hasmade).

us, I argue, any adequate theory has two tasks: It needs to tell us what the epistemic condition
is and it needs to tell us what the so-called treating condition is. I argue for a view about both. I
think the epistemic condition is being in a position to know. I argue for this view via process of
elimination. I then argue that the so-called treating condition is being disposed to treat the fact as
a reason (in the way it is a reason). I explicate a view of what it is to treat something as a reason.

e central idea behind this account is that when you treat r as a reason to ϕ, you possess certain
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dispositions to use r in deliberation in various ways. I argue that what it is to possess a reason is to
meet the epistemic and treating conditions.

In Chapter 4 I turn to what it is to correctly respond to reasons. As I said above, I think this
is a ma er of performing actions and holding a itudes for the normative reasons that rationalize
the acts and a itudes. I defend a causal account of what it is to ϕ for normative reasons. According
to this account, ϕ-ing for normative reasons involves having dispositions that are sensitive to the
normative facts as such. When you hold some a itude for a normative reason r, you are disposed
to drop that a itude if r is defeated. When you act for a reason r, your action is the product of a
disposition to act in that way when r is a normative reason. I argue that this account solves famous
deviancy problems for causal accounts of ϕ-ing for normative reasons. I also generalize the basic
idea to an account of the broader notion of ϕ-ing for reasons and argue that this account solves
various deviancy problems for causal accounts of that phenomenon.

Part II: Foundationalism, Deception, and e Importance of Being
Rational
Sometimes people are initially puzzled about why it would take a dissertation to defend my view.
It seems so obviously correct when stated at a particular level of abstraction. Who could deny that
what it's rational for you do is what it makes sense for you to do given the information available?!
Sometimes this puzzlement ismeant to be something of an objection to the project; it puts the bur-
den onme to explain whymy view needs defending. For all of the people who give the puzzlement
qua objection objection, I give you Part II.

Part II is dedicated to solving some menacing problems for my view. Chapters 5 and 6 focus
on problems traditionally discussed by epistemologists, while Chapter 7 focuses on a problem dis-
cussed by metaethicists.

Chapter 5 is about foundationalism. Foundationalism is the view that the rational status of
some rational beliefs doesn't dependononehaving anyother rational beliefs. Most epistemologists
are foundationalists. An interesting question for the foundationalist is whether all foundational be-
liefs need to be held for sufficient normative reasons. Many epistemologists argue that they don't
need to be or even that they can't possibly be. In Chapter 5 I argue that some of the more plau-
sible arguments for these conclusions are misguided. ey are misguided either because they are
confused about normative reasons—e.g., they think normative reasons are constituted by mental
states—or because they are confused about what it is hold a belief for a reason—e.g., they think
this has to be inferential. I argue that my views about these ma ers allowme to escape the force of
these challenges. Moreover, my positive view ends up making it very plausible that foundational
beliefs are held for sufficient normative reasons.

Chapter 6 is about theNewEvilDemonproblem for externalist views of rationality. Externalist
views hold that the rational status of our a itudes and actions doesn't supervene on our non-factive
internal states—i.e., on the states that we can be in even if the content is false. Externalist theories
are plagued by theNew Evil Demon problem. In order to see the problem, re ect on the following
two characters. Sam inhabits the actual world. She thus sees lots of sights, hears lots of sounds,
and learns lots of things via inference. Now consider Pam. She is Sam's non-factive internal state
duplicate. at is, Sam and Pam have all the same non-factive internal states. e catch is that Pam
is radically deceived by an evil demon. None of her beliefs about the external world are true. Many
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have the strong intuition that Sam is rational just in case Pam is. It is hard to see how the externalist
can capture this thought since the externalist thinks that Sam and Pam have much different ratio-
nalizers (since they are in much different positions with respect to the external factors relevant to
rationality).

I am an externalist. is is because I think that the reasons you possess are facts that you are in a
position to know. us, onmy view, Sam hasmanymore reasons than Pam since she's in a position
to know many more facts about the external world. So I have the New Evil Demon problem. I
argue that my view can solve the problem. at is, I argue that on my view Sam is rational just in
case Pam is. is is so despite the fact that they don't possess the same reasons.

I also argue that there is another problem, the New New Evil Demon problem, that is even
worse than the New Evil Demon problem. e New New Evil Demon problem is anchored in
the thought that even if Pam always possesses sufficiently strong reasons, it is implausible that she
always correctly responds to those reasons. us, it is implausible that her token a itudes and
actions are rational. I argue that my view about ϕ-ing for a normative reason gives us the resources
to solve this problem. us, I think that my view can solve both Evil Demon problems.

e nal chapter is about the deontic importance of rationality. Despite a long history of think-
ing that rationality has a tight connectionwithwhat we ought to do, it has recently become popular
to think that it is not the case that we ought to be rational. e nal chapter takes up this challenge.
I argue that my view can vindicate the claim that we ought to be rational. Indeed, I argue that what
we ought to do just is what we are rationally required to do. us, rationality has ultimate deontic
signi cance.

I argue for this by arguing that what we ought to do is a function of the normative reasons
we possess. e anchor of the argument is that in order for some reason to obligate, it has to be
potentially action guiding in a certain sense—it has to potentially be the reason for which one acts.

e rub is that a reason can be potentially action guiding in this sense only if we possess the reason.
At the end of the day, I argue, both our full stop obligations and the requirements of rationality
are a function of the reasons we possess. at is, our full stop obligations just are what rationality
requires of us.

I thus end up thinking that rationality is centrally important to the task of guring out how to
live. e importance of being rational is that by being rational we are living up to the standards we
are obliged to live up to.

***

I should note before we begin that each chapter was primarily wri en as a stand alone essay. I have
gone through with an eye of unifying the chapters in a way more ing of a book. Despite this,
there is some repetition, mostly in the form of reintroducing key notions multiple times without
any hint that those notions were introduced in earlier chapters. is is perhaps annoying to readers
who are reading the work from cover to cover (I suspect the number of readers doing this can be
counted on one hand). But it will be a good thing for those who are selectively dipping into the
work (perhaps I'll make it to a second hand counting these folks).
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Part I

Coherence, Possession, andCorrectly
Responding
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Chapter 2

eCoherent and the Rational

Facts about human life are the ones we should call on to develop an account of prac-
tical rationality: that is an account of goodness in respect of the recognizing and fol-
lowing of reasons for action as it is for creatures situated as human beings are. Moral
virtues are needed for this practical rationality, as is a modicum of self-love, and the
rightful pursuit of more desire-dependent ends. Someone acts well in all these re-
spects only if he recognizes what he has reason to do in each area, and allows this
to in uence his conduct. Wherever exactly we want to use the word "irrationality,"
we must admit that someone is de cient in practical rationality if he fails to recognize
moral reasons as reasons for acting; as also if he thinks he has no reason to look a er
himself, or to take trouble to a ain his more particular ends. (Foot, 1997, pp. 322)

2.1 Introduction

S you are rational onlywhenyouhaveparticular beliefs, intentions, desires, or perform
particular actions. To give some examples, given that the evidence overwhelmingly supports

believing that the earth is older than 300 years (and I'm considering whether it is), it would be
irrational for me to not believe that the earth is older than 300 years. Similarly, givenmy (rational)
intention to provide for my children's basic needs and my (required) belief that in order for me to
provide for them Imustmakemoney, it seems like I would not be rational if I didn't intend tomake
money. Finally, given that I (rationally) desire to eat my supper by 6 and I know that in order to
do that I have to go home in 7 minutes, it seems like I would not be rational if I didn't go home in
7 minutes. It's clear: Sometimes rationality requires me to have particular a itudes and perform
particular actions.

Or maybe not. As it happens, the most popular view of rationality in the literature on practical
reason denies that rationality ever requires one to have particular a itudes or perform particular
actions.1 is, I think, is extremely prima facie unintuitive. Despite this, there are few explicit de-
fenses of the view that rationality sometimes requires particular a itudes and the performance of

1Indeed, on the view of the most famous defender of these views, John Broome, rationality never requires one
to perform any actions at all. See, e.g., (Broome, MS, ch. 1).
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particular actions.2 is chapter will offer a defense of such a view in the context of the literature
on practical reason.

I will start by explicating some of the main contours of the debate over rationality in the litera-
ture on practical reason. We'll begin this explication by ge ing clear on just what people are trying
to explain when they're offering theories of rationality.3 I will then explain the view that I wish to
defend here. e bulk of the chapter will be concerned with rebu ing a challenge to the type of
view I defend. is challenge is, I conjecture, the main reason why the view receives li le support
in the literature on practical reason. I think this is unwarranted given the relative ease of meeting
the challenge. Finally, at the end, I will consider again the initial motivations of the debate and
explain how my view captures the motivations.

2.2 eDebate as it Currently Stands
e starting point for the current debate in the literature on practical reason is the fact that you

are irrational if you are incoherent in certain ways. e paradigm is means-end incoherence. You
are means-end incoherent when you intend to ϕ, believe that in order to ϕ you must ψ, but fail to
intend to ψ. Other examples include akrasia—believing that you ought to ϕ but failing to intend
to ϕ—and having inconsistent intentions. For the most part, the whole debate about rationality is
about what best explains why you are irrational when you are incoherent in these ways.

Given this motivation, the debate has focused on conditional requirements. is is because the
incoherence data is about which combinations of a itudes are irrational. For example, not having
the intention to ψ when one intends to ϕ and believes that in order to ψ one must ϕ seems to be a
paradigmatically irrational combination. Conditional requirements are tailor made to explain why
it's bad for certain combinations of facts to obtain. is is because they require things only given
some other facts. Given these thoughts, we might be tempted to endorse something like Means-
End N:

Means-End N: If you intend to ϕ and believe that in order to ϕ you must ψ, then you are
rationally required to intend to ψ.

Means-EndN explains why you are irrational when you aremeans-end incoherent. For every time
you aremeans-end incoherent, youwill lack an intention that rationality requires you tohave—viz.,
the intention to ψ. Notice also that, according to those who endorse Means-End N, rationality
sometimes requires you to have particular intentions. So far, so good.

Despite its ability to account for the incoherence data,most ethicists think thatMeans-EndN is
obviously false. is is because, they have thought, it gives rise to objectionable bootstrapping. e
basic thought behind the worry is that it's implausible to think that you are required to intend toψ,
for anyψ, simply in virtue of having some other intentions and beliefs. For example, it's implausible
that you are required to intend to become the King of France simply in virtue of the fact that you

2 is is true for different reasons in the metaethics literature than it is in the epistemology literature. It's true in
the metaethics literature because most think that the view is false. It's true in the epistemology literature because
most people think it's obviously true—at least since the death of a particularly näıve form of coherentism.

3As I say above, the context will be the literature on practical reason. at said, a good bit of the chapter is about
epistemology. is is in line with the literature on practical reason since the default view is that the practical and
epistemic will be treated in similar ways (see, e.g., Broome (MS), Kolodny (2007b), Schroeder (2008)).
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intend to be aEuropeanmonarch and youbelieve that in order to become aEuropeanmonarch you
have to be theKing of France. A er all, it seems like it would bemore rational for you to resolve the
incoherence by giving up your intention to become aEuropeanmonarch than to form the intention
to become the King of France. Giving up your end certainly seems permi ed by rationality. Means-
End N seems to rule this out.

is problem is evenworse if you think rationality is deontically signi cant in some sense—i.e.,
bears on what you ought to do.4 ere is a spectrum of ways that rationality could be deontically
signi cant. On one extreme, necessarily you ought to do what rationality requires of you. Means-
EndN seems hopeless if you think rationality is deontically signi cant in this sense. It is uncontro-
versial that it is not the case that you ought to intend to be the King of France simply because you
intend to be a European monarch and believe that you must be the King of France in order to be
a European monarch. On the other end of the spectrum of deontic signi cance, it's just that there
is always a reason for you to do what rationality requires. It doesn't follow from this view that you
ought to always do what rationality requires. O en times the reason you have to be rational will
be outweighed by stronger reasons. is still seems implausible to most.5 at is, most ethicists
think it is implausible that you can bootstrap into existence a reason to intend to be King of France
simply by intending to be a European monarch and believing that you must be the King of France
in order to be a European monarch.

ese objections have led nearly everyone to reject narrow-scope requirements like Means-
End N. is has not led them to reject the incoherence data we started out with, though. For the
most part, the literature hasn't doubted that the primary concern for a theory of rationality is to
account for the incoherence data. Since the (purported) problem with Means-End N is that it
forbids toomuch, philosophers have thought that the x is to propose requirements thatmerelyban
incoherence. ey have thought, that is, that instead of 'rationality requires' taking narrow-scope
over the consequent of the conditionals, it rather takes wide-scope over the whole conditionals.
So, the thought goes, we should replace Means-End N with Means-End W:

Means-EndW: You are rationally required to [intend toψ if you intend toϕ and believe that
in order to ϕ you must ψ].

Means-End W doesn't give rise to any objectionable bootstrapping. is is because you comply
with it when you drop your intention to be a European monarch. Nevertheless, Means-End W
provides an explanation for why you are always irrational when you are means-end incoherent.
You are irrational when you are means-end incoherent because you violate Means-End W when
you are means-end incoherent—i.e., a conditional you are rationally required to make true is false.

A striking feature of Means-End W is that it doesn't ever require you to have any particular
a itudes. You comply with it as long as you are coherent. is is the feature that allows the view to
avoid bootstrapping. You comply with Means-End W, and are thus instrumentally rational, when
you drop your intention to be a European monarch and/or drop your belief that in order to be a
European monarch you must be the King of France.

is is, at least in a rough way, the direction the debate about practical rationality has taken
in the last decade. e focus has been on how to explain the irrationality of the incoherent states,

4In §7.2 of chapter 7 I will go through the arguments brie y explicated here in more detail.
5Schroeder (2004, 2005b) argued that this isn't in fact implausible. He seems to have later given that up (see

especially Schroeder (2009b)).
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and people have been driven to the wide-scope view by these types of considerations. Moreover,
if you focus solely on the irrationality of the incoherent states, it seems like the same type of argu-
ments in favor of wide-scoping will crop up in each case. is leads to the acceptance of whole-hog
wide-scoping, or something near enough. is has come to fruition especially in the work of John
Broome. Broome is, as far as I can tell, a whole-hog wide-scoper (although see note 7 below).

However, avoiding the bootstrapping objections in this way comeswith distinctive costs. Most
importantly formypurposes, the coherentismofMeans-EndWmakes bad predictions about other
cases. To take the case from the opening lines of the chapter, it doesn't seem right to say dropping
my intention to provide for my children's basic needs is on a par when it comes to instrumental
rationality with my forming the intention to make money.6 Coherence doesn't always seem to
be sufficient for rationality.7 Even if it is a fact (and it is) that I'm irrational when I'm means-end
incoherent, it's not right to say that I'm instrumentally rational so long as I'm coherent. And this
point seems to apply mutatis mutandis for all of rationality.

is seems like a classic case of philosophical impasse. Both views capture some of the data
while making some bad predictions. On the one hand, the narrow-scoper captures the idea that
coherence isn't always sufficient for rationality, but (purportedly) predicts that it's always irrational
to drop ends once we have them. On the other hand, the wide-scoper captures the idea that it's
(sometimes) rational to drop ends, but predicts that it's always rational to drop ends.

Perhaps the debate between the wide- and narrow-scoper is at an impasse. I don't think that
this entails, however, that there is an impasse over the debate over rationality. I think there is a third,
be er, kind of view about rationality. It is this kind of view that I will defend here. Our next step is
to see what this kind of view is.

2.3 A Be erWay
Talk of reasons has come to dominate all corners of normative philosophy. is, I think, has not
been a mistake. Reasons are, at the very least, some of the most fundamental normative entities.
Indeed, I'm very tempted by the thought that reasons are the most fundamental normative entities
there are. All of normativity reduces to reasons. Or so a common thought goes.8

6Wide-scopersmight try to temper this bad result a bit by arguing that, at least sometimes, I won't be able to give
up some of the antecedent a itudes. ey could then followGreenspan (1975) and hold that if you ought (ϕ or ψ)
and you can't ϕ, then you oughtψ (for further discussion of this principle, see Setiya (2007a), Schroeder (2009b)).

e pure coherence result would thus not follow in cases where you can't give up one of the antecedent a itudes.
Indeed, the wide-scope requirements would collapse into the narrow-scope ones if it was never possible to give up
the antecedent a itudes. Because of this, nearly everyone since Greenspan has thought that this is a objection to
wide-scoping. But in our context it helps with the pure coherentism charge (of course, it only helps insofar as you
think the narrow-scope requirements are plausible). anks to Michael Smith for raising this possibility.

7As it happens, even Broome agrees that coherence isn't always sufficient for a particular token a itude to be
rational. is is because he thinks there are some negative 'basing' requirements. ese requirements forbid having
or dropping a itudes for particular reasons. e paradigm example is dropping your belief that you ought to ϕ
because you realize you aren't going to ϕ, anyway. is seems irrational. Broome explains this by appealing to the
basing principles. e basing principles never require you to have particular a itudes, though. ey only forbid you
for having or dropping particular a itudes for particular reasons. us, on Broome's view, it's always permissible
to drop your belief that you ought to ϕ, just so long as you don't do it for particular reasons (cf. Way (2011) for a
similar view).

8See Scanlon (1998, MS), Par t (2011), Schroeder (2007), Dancy (2000, 2009), Skorupski (2011).
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Suppose you start with this assumption—viz., that all of normativity reduces to reasons. And
then add the extremely plausible claim that rationality is normative. Youwould then be commi ed
to thinking that rationality reduces to reasons somehow. Since the two starting points seem so
plausible, it seems like this hypothesis is somethingwe should take seriously. is is only reenforced
by the seeming impasse between the wide- and narrow-scopers.9

'Ok,' youmight think 'let's start thinking aboutwhether rationality reduces to reasons somehow.
But how?' I have a particular type of reduction in mind, and it will be fruitful to make it clear how
the views I'm interested in are different than others that have been discussed in the literature. e
reductive views I'm interested in hold that what it is to be rational is to correctly respond to reasons.

ese views hold that what is rational is determined by reasons. I'm interested, then, in defending a
view commi ed to Determination:

Determination: What it is to be rational is to correctly respond to reasons.

osewhoacceptDeterminationwill automatically think that there are reasons tobe rational. A er
all, what's rational is determined by what reasons there are.

A word is in order about which reasons I'm talking about. e term 'reason' is used in a lot of
different ways in both philosophy and on the street. e type of view I'm interested in holds that
what it is to be rational is to correctly respond to normative reasons. Normative reasons are the type
of reasons that justify actions and a itudes. To give some examples, the fact that the road is icy is a
reason not to drive; the fact that it is cold is a reason to wear a coat; the fact that my wife is loyal is
a reason to love her.

For the most part in the literature on normative reasons, normative reasons are assumed to be
objective. Objective normative reasons have two important features for our purposes. First, they are
constituted by facts. Second, whether a fact is an objective normative reason is, at least in paradigm
cases, independent from our beliefs. In the end I'm interested in defending the thought that what
it is to be rational is to correctly respond to objective normative reasons.10 However, here I want
to be neutral between objective reason views and certain subjective reason views. Subjective nor-
mative reasons are determined by our beliefs. For example, according to Schroeder (2009b), r is a
subjective reason for A to ϕ just in case (i)A believes r and (ii) r is an objective reason to ϕ if true.
I think that all of my arguments here could be adopted by someone who thinks that what it is to be
rational is to correctly respond to subjective normative reasons.11 I'm only interested in views that
hold that what it is to be rational is to correctly respond to normative reasons, either objective or
subjective.12

9I think I can motivate my view using a weaker and even more plausible assumption. Namely, that the deontic
reduces to reasons. It's plausible—recent skepticism notwithstanding—that rationality is deontically signi cant
(that rationality affects what you ought to do). It's very plausible that the deontic reduces to reasons because deontic
facts seem to be grounded in contributory facts. e most natural normative contributory facts are reasons.

10I argue for this in chapters 3 and 7.
11Although I caution the reader that I will sometimes speak as if these views are false.
12Note that by being officially neutral between whether the normative reasons that are relevant are objective or

subjective I avoid problems having to do with the rational signi cance of false beliefs. On views that hold that only
objective reasons ma er, the contents of false beliefs cannot be the type of thing that affects the rational status of
ϕ-ing (since objective normative reasons are constituted by facts). ese views thus face a problemwith cases where
it seems as if the contents of false beliefs are playing a role in determing the rational status of ϕ-ing. Views that hold
that subjective reasons ma er don't face these problems since subjective reasons can be false. At the end of the day
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It's important to contrast Determination with other views that hold that there are reasons to
be rational. According to a type of view that has received an enormous amount of a ention from
John Broome and Niko Kolodny, there are reasons to be rational.13 However, on this view, what is
rational is not determined by reasons. Instead, rationality is determined by facts about coherence.

According to the type of view discussed by Kolodny and Broome, we can discover what the
requirements of rationality are independently fromwhether there are reasons to be rational. Once
we do this, we can then ask if there are any reasons to comply with the coherence requirements.
Broome focuses most of his energy thinking about whether the fact that rationality requires ϕ-
ing is itself a reason to ϕ. Kolodny (and Broome to some extent) explores different possibilities.
However, both discussions assume that the requirements of rationality are a function of something
other than reasons.

I am not interested in defending the type of view that Broome and Kolodny discuss.14 I am
not, that is, interested in whether we have reasons to comply with coherence requirements like
Means-End W.15 I am instead interested in whether the requirements of rationality are themselves
determined by reasons.

It's perhaps helpful to say a few words about what I take the requirements of rationality to look
like on a view that accepts Determination. I think there will be requirements like Action Schema,
Belief Schema, and Intention Schema:

Action Schema: If there is a set of decisive reasons S to ϕ, then you are rationally required
to ϕ.

Belief Schema: If there is a set of decisive reasons S to believe p, then you are rationally
required to believe p.

Intention Schema: If there is a set of decisive reasons S to intend to ϕ, then you are ratio-
nally required to intend to ϕ.

Of course, one could accept instantiations of these schemata and not hold Determination. ose
who accept Determination accept instantiations of the schemata and hold that when, e.g., there is
a set of decisive reasons to ϕ, you are rationally required to ϕ because of the reasons in the set.

To anticipate, I will be arguing that the set of reasons that determines what is rational is the set
of reasons that you have or possess. In order to possess a reason, you have to stand in some type of
epistemic relation to the reason. Moreover, as I'll argue, you also have to treat the proposition that
is the reason as a reason. I will argue that this type of view can avoid the main objections raised in

I do have this problem since I ultimately hold that only objective reasons ma er. But the views defended in this
chapter do not have this problem. For my solution to the problem, see chapters 5 and 6 (chapter 6 is devoted to this
problem).

13 is view is discussed most prominently in Kolodny (2005, 2007a,b) and Broome (2005a,b, 2007c, 2008a).
14More carefully, I'm not interested in the type of view Broome discusses in the papers cited in the last note. I am

interested in a type of view Broome discusses in Broome (2007a).
15It is important to note that this is not equivalent to the claim that we are always irrational when we are inco-

herent. Below I will argue that whenever we are incoherent, we are doing something we possess reasons not to do.
But this isn't to immediately say that we have reasons to comply with Means-End W. is is just to say that we have
reasons to do something that guarantees that we comply with Means-End W. In order to have reasons to comply
with Means-End W, we need to have reasons to be coherent that are over and above our reasons to have particular
a itudes. is is spelled out more fully in chapter 7, §7.2.2.
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the literature on practical reason to views that accept Determination. I will also argue that my view
can account for the initial motivation—to explain why one is irrational when incoherent—while
avoiding the major problems for both the narrow-scope view and the wide-scope view.

It turns out that there hasn't been much discussion of views that embrace Determination, at
least in the literature on practical reason. is is re ected by the fact that most of the debate has
been about the wide- and narrow-scope requirements. ere has been some critical discussion of
Determination, most notably Broome (2007a, MS). Broome argues that what's rational is not de-
terminedby reasons. Mydefenseof the idea, then,will start bydefending the viewagainstBroome's
criticisms. By the end, we'll have a more eshed out version of Determination.

2.4 Broome's Challenge
In Broome's terminology, the views under consideration hold that rationality consists in correctly
responding to reasons. He wants to know whether it does. He argues that it doesn't via counterex-
ample.

Broome is interested in showing that Equivalence is false:

Equivalence: Necessarily, you are rational if and only if you correctly respond to reasons.

Equivalence is weaker than Determination. It merely says that correctly responding to reasons is a
necessary and sufficient condition for being rational. Determination entails this, but it alsomakes a
claim about what determines what's rational. Since I hold Determination, I also hold Equivalence.

Broome argues against Equivalence by arguing against the necessity claim—i.e., the claim that
if you are rational, then you correctly respond to reasons. Here's his case from Broome (2007a).16

Suppose Jane goes to her local seafood restaurant. She orders her favorite dish. Unbeknownst
to her, the sh contains salmonella. e fact that the sh contains salmonella is, let's stipulate,
a decisive reason not to eat the sh. However, it seems like Jane is rational to eat the sh given
her ignorance of the salmonella. Indeed, Broome adds, sometimes Jane can even know about the
salmonella and still be rational in eating. ese are cases where even though Jane knows the de-
scriptive fact that the sh contains salmonella, she doesn't know that that fact is a strong reason
not to eat the sh. Jane's case(s), then, seem like cases where someone is rational even though they
don't do the thing that the reasons decisively support.

It's at this point that we need to start ge ing into the details of particular ways to esh out re-
quirement schemata likeActionSchema. Jane's cases are counterexamples to certain instantiations,
but not others. e crucial difference between these views iswhich reasons go into set S . According
to one view, all the reasons go into S . is gets us Action All:

Action All: If the set S of all the reasons decisively supports ϕ-ing, then rationality requires
you to ϕ.

Jane's cases are certainly counterexamples to Action All. It's very implausible—and Jane's cases
bring this out nicely—that you're always irrational when you fail to do things that all the reasons

16In Broome (MS) he doesn't give a speci c case, but merely the schema for the type of case he provides in the
earlier paper.
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support.17 is is because it's obvious that (at least sometimes) when you are ignorant of some
reason r to ϕ, r does not affect the rational status of ϕ-ing.

Jane's cases, however, are simply not counterexamples to more plausible instantiations of Ac-
tion Schema. e type of view I wish to defend holds that rationality is a function of the reasons
you possess. In order to possess a reason, you have to stand in some type of epistemic relation to
that reason. For example, it's plausible that you meet the epistemic condition when you know the
reason.18 at is to say, knowing some reason r seems sufficient for meeting the epistemic condi-
tion for possessing r.19 e important feature of all of the views that appeal to possessed reasons is
that they all agree that when you are ignorant of some reasons, those reasons don't affect what it is
rational to do.20 So the rst version of Jane's case is not a counterexample to Action Possess:

Action Possess: If the set S of the reasons you possess decisively supports ϕ-ing, then ra-
tionality requires you to ϕ.

e epistemic relation part of the possession views easily accounts for the rst version of Jane's
case—the version where she is ignorant of a descriptive fact. Given her ignorance, she doesn't
possess the reason provided by the fact that there is salmonella in the sh. Since she doesn't possess
that reason, it doesn't bear on whether she's rational. Moreover, given the other things she knows,
it seems rational to eat.

It doesn't immediately solve the problem posed by the second version of the case, which is the
version where she knows the descriptive fact but doesn't know that the descriptive fact is a reason.
Notice that, in that version of the case, Jane doesn't treat the fact that there is salmonella in the sh
as a reason not to eat even though she knows there is salmonella in the sh. is seems relevant to
whether she possesses that fact as a reason to not eat the sh. is, in turn, suggests that standing
in the epistemic relation is only a necessary condition for possessing the reason. You also need to
meet some treating condition. So in order to know if Action Possess explains the second case, we
need to know what the treating condition comes to.

17 is, like all claims of interest to philosophers, is controversial. Some, most notably Gibbons (2010), hold that
only facts within your perspective can be normative reasons. His argument for this, roughly, turns on the thought
that in order to be a normative reason ϕ, a fact must make ϕ-ing reasonable. But, he claims, only facts within one's
perspective canmake ϕ-ing reasonable. I think this is to throw the baby out with the bath water. Facts outside of our
perspective can have the hallmark features of normative reasons. We can explain their added powers once they are
in our perspective by appealing to the distinction between normative reasons there are and the normative reasons
one possesses.

18As we'll see, it's not enough to know the descriptive fact that is the reason. You have to know the descriptive
fact and treat it as a reason.

19It's very controversial whether this is also necessary. Chapter 3will be devoted to seeingwhat the best of view is
of what it takes to possess reasons. All views discussed there, though, hold that knowing is sufficient for possession.

20Youmight worry that this is ne as far as it goes when it comes to non-culpable ignorance, but won't adequately
account for cases of culpable ignorance. It's plausible that sometimeswhen you are culpably ignorant of some reason
r to ϕ, r does affect whether it's rational to ϕ. I agree with this, and that's why I argue in chapter 3 that the epistemic
condition on having reasons is a non-holding condition—i.e., you can meet it without holding beliefs. It's worth
pointing out that some cases of culpable ignorance are cases where you are culpable because you do something
that you were required not to do that prevents you frommeeting the epistemic condition (even if it is a non-holding
condition). In those cases I think youdon't possess the reason you are culpably ignorant of, but you've obviously still
done something youwere required not to—viz., the thing that prevented you frommeeting the epistemic condition.
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At rst pass, you might think that you meet the treating condition just in case you believe p is
a reason. is is the view that Broome seems most sympathetic to in Broome (2007a).21 It also
seems to be the view thatT.M. Scanlon endorses in Scanlon (1998, 2007). I don't think believing p
is a reason is a necessary condition for treating something as a reason, however. I think this would
underdetermine the extension. We'll stick to the easy cases. It seems like creatures that lack enough
of the concept of a reason to have beliefs about reasons can still treat certain things as reasons. My
4 year old son, for example, certainly treats the fact that he won't get his dessert unless he eats his
dinner as a reason to eat his dinner. But I don't think he believes that that is a reason to eat his
dinner. Similarly, my dog treats the fact that the food is stored under the sink as a reason to pace
incessantly around the sink until she's fed, but she doesn't believe that that fact is a reason to pace.

So what are the less conceptually sophisticated members of my family doing in these cases
when they treat those facts as reasons? ey are, I think, manifesting certain dispositions—some
of which are the same kinds of dispositions one has when one believes that p is a reason. e most
salient disposition in these cases is the disposition to use p as a premise in reasoning. My dog is
disposed to move from the judgement that the food is kept under the sink to the act (or intention
to act) of incessantly pacing by the sink. Similarly, my son is disposed to use the claim that in order
to get dessert he must eat his dinner as a premise in a piece of reasoning that culminates in him
eating his dinner (or intending to eat his dinner).

Perhaps an example involving theoretical reasoning will crystallize the point. Imagine I believe
it's 2 pm on Tuesday and I believe that if it's 2 pm on Tuesday, then I should be writing. If I'm
rational, I will treat the contents of those beliefs as reasons for thinking I should be writing. Most
importantly, thismeans that I amdisposed to form the belief that I should bewritingwhen I believe
the other propositions. It seems like anoverintellectualization to say that I don't treat those premise
beliefs as reasons unless I believe they are reasons. It seems like I amdoing all that needs to be done
to treat them as reasons by being disposed to use them in reasoning in certain ways.

It's worth noting that we usually, perhaps always, treat p as a reason when we believe that p is
a reason. is is true because of very general features of what it is to have a belief. e most im-
portant feature of belief is that we are o en (perhaps necessarily) disposed to use the propositions
we believe in reasoning in certain ways. When it comes to our beliefs about reasons, the things we
are disposed to do in virtue of believing that those things are reasons are o en the same (or at least
very similar) to the things we are disposed to do when we treat propositions as reasons. So the
normative-belief view has something going for it. It just puts the cart before the horse.22

Now back to Jane. An important factor for which things you treat as reasons is the a itudes
you already have. You are unlikely to treat the fact that smoking is pleasurable as a reason to smoke
if you think that pleasure is worthless. And Jane is unlikely to treat the fact that the sh contains

21 ere he says that the reason why the fact that there is salmonella doesn't affect the rationality of eating is
because Jane doesn't believe that the salmonella constitutes a reason not to eat. In a different context (namely,
Broome (FC)) he argues that believing p is a reason to ϕ is not necessary for treating p as a reason to ϕ, for reasons
similar to the ones articulated below.

22For reasons that I make clear in chapter 3 I don't think actually treating p as a reason to ϕ is what you need
to do in order to meet the treating condition. Instead, I think you meet the treating condition just in case you are
disposed to treat p as a reason to ϕ. is doesn't ma er much here, for my explanation of what's going on in Jane's
case doesn't turn on this difference. I'll assume for simplicity that you meet the treating condition just in case you
treat p as a reason to ϕ.
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salmonella as a reason to not eat the sh if she doesn't believe that salmonella is harmful, or that
ge ing very sick is undesirable.

In order to fully evaluate the second version of Jane's case, we need more details. For it's
clear that sometimes we irrationally treat things as reasons, or we irrationally fail to treat things
as reasons. It's not enough, that is, to nd out that Jane does not believe that the fact that there is
salmonella in the sh is a reason not to eat. For this to be a compelling case, we need to know that
she is non-culpably ignorant of that fact. Moreover, as I hope I've motivated, it's not enough for
her not to believe that the fact that there is salmonella in the sh is a reason not to eat the sh. It
also has to be the case that she doesn't treat that fact as a reason.

In order to have a clear view of the terrain, let's esh out two versions of the case:

Culpable Ignorance

Jane has a basic knowledge of food science. She knows that salmonella causes serious
illness. She doesn't believe that being sick on Tuesdays is bad for her, though. is is
despite the fact that shehas normal evidence about the the relationbetween illness and
Tuesdays. at is, she has good reason to think that the days of the week are arbitrary
when it comes to the pain of being ill. Moreover, she has excellent reason to believe
that the pain of illness will be just as bad on Tuesday as on any other day. Since today
is Tuesday, she doesn't care about becoming sick today. So she doesn't treat the fact
that there is salmonella in the sh as a reason to refrain from eating the sh.23

Non-Culpable Ignorance

Jane knows that salmonella is a bacteria that is o en found in food. However, she
also believes that salmonella is one of the many forms of bacteria found in food that
is harmless to humans. Moreover, this belief is rational. A renowned food scientist
told her this bacteria is harmless. us, she doesn't treat the fact that the sh contains
salmonella as a reason to refrain from eating the sh.

If you are anything like me, you have different reactions to the two versions of the case. In Culpa-
ble Ignorance, Jane seems clearly irrational. She is irrational for not treating the fact that there is
salmonella in the sh as a reason to refrain from eating. is is because she has an irrational belief
about whether being ill on Tuesday is bad for her. Of course, since she has that irrational belief, she
doesn't actually possess the reason to refrain from eating the salmonella. So eating might be ratio-
nal. But she is still irrational for not treating the fact that there is salmonella in the sh as a reason
not to eat. Moreover, if she were to rectify this mistake—if she started to treat the fact that there
is salmonella as a reason not to eat—then she would possess that reason and would be rationally
required not to eat.

is is not what's going on in Non-Culpable Ignorance, though. In that case, Jane does seem
rational. And this is so even though she does know a fact that constitutes a strong reason not to
eat. e reason why she is rational, I claim, is that she doesn't possess that fact as a reason. She
doesn't possess that reason because she doesn't treat that fact as a reason to refrain from eating.
Moreover, inNon-Culpable Ignorance, unlike inCulpable Ignorance, Jane is rational in not treating
the salmonella as a reason to refrain. So, for all we know, she is rational tout court.

23 is case is inspired by Par t (1984)'s famous case of future Tuesday indifference.
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I take it the best type of case for Broome's purposes is something likeNon-Culpable Ignorance.
But that case isn't a counterexample to a suitably re ned version of Action Schema. According to
that version, you are irrational when you ϕ just in case you possess decisive reasons not to ϕ. You
possess some reason r toϕ just in case you stand in someepistemic relationR to r andyou treat r as a
reason toϕ. is handles both of Broome's purported counterexamples. It handles the rst because
in those cases you fail to possess the relevant reason by not standing in the epistemic relation to that
reason. It handles the second because in that case Jane fails to possess the relevant reason because
she fails to treat it as a reason.

One might object at this point that making this move threatens my a empt to avoid the prob-
lematic features of the narrow-scope view.24 Recall that narrow-scope views are objectionable
because they predict illicit bootstrapping. One can bootstrap into a rational requirement to do
heinous things just by having certain antecedent combinations of a itudes. is is implausible on
its own, but is even worse if you think that rationality has some connection with what we ought to
do, full stop.

is last point is the important point for this objection to my view. For consider Jane again.
Onmy view, Jane is rationally permi ed to eat the contaminated sh, even though the balance of all
the reasons decisively supports not eating the sh. us, my view doesn't guarantee that rationality
co-travels with what all of the reasons support. One might think of this as a form of bootstrapping
akin to the bootstrapping that plagues the narrow-scope view.

Of course it is true that my view doesn't guarantee that rationality co-travels with what all the
reasons support. is is so bydesign—otherwise Jane's case is a counterexample toDetermination.
Moreover, it is true that if you think that our obligations are determined by all the reasons, my view
of rationality will come apart from obligation. With these concessions in hand, I have two replies.

First, these concessions aren't particularly damaging in this context. is is becausemost theo-
ristsworking on these issues now think that it is an openquestionwhether rationality affects obliga-
tion.25 is is an assumptionmadebywide- andnarrow-scopers alike. Nevertheless, thoseworking
on this topic are still con dent that rationality exists and it requires things of us (even if the things
it requires aren't always the things we ought to do).

Even given this background contextual information, there is a bootstrapping problem for the
narrow-scoper. at is, even if you give up on the idea that rationality co-travels with obligation,
the narrow-scope viewpredicts objectionable bootstrapping.26 Wecan see this by thinking of cases
where one's antecedent a itudes are themselves irrational.27 Take our example from §2.2 of the
poor fool who intends to be the King of France. Given plausible background assumptions, it is ir-
rational for him to intend to be a European monarch and irrational for him to believe that in order
to be a European monarch, he needs to be the King of France. Given that those a itudes are irra-
tional, it is implausible that they make it the case that he is rationally required to intend to be the
King of France.

is is a bootstrapping problem for narrow-scope views even if we give up that rationality al-
ways affects obligation. Moreover, it is clearly a problem that my view doesn't have. My view
doesn't predict that our poor fool is rationally required to intend to be the King of France. In fact,

24I thank an anonymous referee for raising this objection.
25A classic early statement of this view is Par t (1997). See also Brunero (2010), Reisner (2009), Broome (MS).
26I'm not the only one who thinks this. Most of the theorists cited in the last note also think this (save Par t).
27 ese are the cases that many wide-scopers lean on in recent literature. See especially Brunero (2010, 2012),

Way (2011).
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my view can give a nice explanation of why it is true that, given normal background conditions,
those antecedent a itudes are irrational. ey're irrational because he doesn't possess sufficient
reason to hold them. Further, my view can nicely explain why it is that forming the intention is
rationally subpar—it's because he is required by the reasons he possesses to give up the antecedent
a itudes. us, my view does avoid the objectionable bootstrapping that recent theorists have
been concerned with.

As we have seen, there is another type of bootstrapping objection in the neighborhood. Ac-
cording to this objection, a view of rationality predicts bootstrapping if it predicts that what we
are rationally required to do comes apart from what the set of all the reasons supports. Given the
context just explicated, it is tendentious whether there is any objectionable bootstrapping here.

is, however, is not my reply to this second bootstrapping objection. Instead, I think some-
thingmore ambitious. As it happens, it is very controversialwhetherall the reasonsdeterminewhat
we are obligated to do. Call the view that all the reasons determinewhatweought to doobjectivism
about obligation. Many prominent theorists deny objectivism.28 Most who deny objectivism hold
that only facts within one's perspective can determinewhat one ought to do—call this view perspec-
tivalism. If objectivism is false and perspectivalism is true, then it is much more plausible that my
view does co-travel with obligation. A er all, my view of rationality is perspectival. e reasons you
possess are all within your perspective. Moreover, it seems as if the reasons you possess are poised
to explain all the data perspectivalists want to explain.29

us, I think that my view stands a good chance of avoiding this second bootstrapping worry,
as well. Even though it is clear that on my view rationality and the verdicts of all the reasons come
apart, it is not so clear that on my view rationality and obligation come apart. is is what a fully
ambitious view of rationality would want to secure.

is feels like progress. While Broome's cases aren't counterexamples to all instantiations of
Action Schema, re ection upon them has helped us esh out some details that any plausible in-
stantiation must have. With this view in hand, let's return to the initial motivations of the debate
between the wide- and narrow-scoper.

2.5 What about Coherence?
In §2.2 I agreed that it is a datum that you are irrational when you are incoherent in certain ways.
I have yet to say how the view I'm advocating accounts for this. I have said, of course, that I re-
ject certain views that do capture this. In particular, I reject views that hold that being coherent is
both necessary and sufficient for being rational. I do think being coherent is necessary, and I'll now
explain why.

I'll offer the explanation via examples. In the second example, I'll give a rst pass explanation
that is, as we'll see, not strictly speaking adequate. ere is a hitch which will be dealt with in due
course.

28See, among many others, Scanlon (2008), Jackson (1991), Ross (2012), Zimmerman (2008), Kiesewe er
(2011).

29I will defend this claim in detail in chapter 7. See also Ross (2012), Gibbons (2006, 2010).
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Suppose that you believe p, believe if p then q, but fail to believe q.30 You are closure inco-
herent, and, I think, irrational. Why are you irrational? Recall that on my view, Belief Possess is a
(schema for a) requirement of rationality:

BeliefPossess: If the set of reasons youpossess decisively supports p, then you are rationally
required to believe that p.31

If you combine this with the very plausible Closure Transmission

Closure Transmission: If the reasons you possess decisively support p and the reasons you
possess decisively support if p then q, then the reasons you possess decisively support q.

then we can explain why you are always irrational when you are closure incoherent.
I think you are irrational because Reasons-Coherence, Closure is true:

Reasons-Coherence, Closure: If you are closure incoherent, then you are not correctly re-
sponding to all of the reasons you possess.

Reasons-Coherence,Closure is truebecause itwill either be true that youpossess decisive reason to
believe p, decisive reason to believe if p then q and thus by Closure Transmission possess decisive
reason to believe q, or you won't. If you do possess decisive reason to believe p, decisive reason
to believe if p, then q, then you'll possess decisive reason to believe q, and thus you are irrational
when closure incoherent because you don't believe q. If you lack decisive reason to believe p or
lack decisive reason to believe if p, then q, then you will be irrational when closure incoherent
because you hold one of those beliefs and you are rationally required not to. Either way, you will
be irrational when closure incoherent.

We can say similar things aboutmeans-end incoherence. Suppose you intend to ϕ, believe that
in order to ϕ you must ψ, but fail to intend to ψ.32 Recall that, on my view, Intention Possess is a
(schema for a) requirement of rationality:

Intention Possess: If the reasons you possess decisively support intending to ϕ, then you
are rationally required to intend to ϕ.

If you combine this with the very plausible Means-End Transmission

Means-EndTransmission: If the reasons you possess decisively support intending toϕ and
the reasons you possess decisively support believing that in order to ϕ you mustψ, then the
reasons you possess decisively support intending to ψ.

30And suppose that you are considering q, q is a ma er of importance for you et cetera.
31 is is not the most general requirement applying to doxastic stances towards propositions. It will get us all

we want for belief regarding p. is is because it will explain why you are required to believe p when you possess
decisive reason for p and why you are required to believe ¬p when you possess decisive reasons for ¬p. However,
this leaves outwithholding. Amore general principle says something like: For any stance S towards p, if you possess
decisive reasons to take S towards p, then you are rationally required to take S towards p.

32And your plans toϕ are relevant to current planning, and you have access to your intention toϕ and yourmeans
end-belief, et cetera.
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then we can explain why you are always irrational when you are means-end incoherent.
I think you are irrational because Reasons-Coherence, Means-End is true:

Reasons-Coherence, Means-End: If you are means-end incoherent, then you are not cor-
rectly responding to all the reasons you possess.

To see that Reasons-Coherence, Means-End is true, consider the fact that the reasons you possess
will either decisively support intending to ϕ and decisively support believing that in order to ϕ you
must ψ, or they won't. If they do, then it follows from Means-End Transmission that the reasons
you possess decisively support intending to ψ, and you are irrational when means-end incoherent
because you lack an intention—the intention toψ—that you are rationally required to have. If they
don't, then when you are means-end incoherent you are irrational because you either have an in-
tention—the intention toϕ—that you are rationally required not to have, or you have a belief—the
belief that in order to ϕ you must ψ—that you are rationally required to not have, or both. In any
case, you are irrational when you are means-end incoherent.

is explanation of Reasons-Coherence, Means-End is too quick. is is because o entimes
there are multiple options that are merely permissible. at is, there are o en multiple possible ac-
tions one can perform that are all permissible even though none of them are required. Right now
it's permissible for me to work on this chapter, but it's also permissible for me to do some read-
ing, or send some emails. Moreover, none of those things are required. Imagine I decide to write
and I know that in order to write I have to turn on my computer, but I don't intend to turn on my
computer. Intuitively, I'm irrational. But why? It doesn't look like I can use either of the above
explanations. It's not true that I possess decisive reason not have the end or not to have themeans-
end belief. So those aren't the a itudes that are irrational. But it also seems like I don't possess
decisive reasons to have the end, and hence it doesn't seem likeMeans-End Transmission can help
explain why I'm required to take the means. Puzzle.33

e exact same puzzle arises for views about what all the reasons require (as opposed to what
the reasons one possesses require). e puzzle of mere permissibility has been discussed at great
length in that context.34 e puzzle of mere permissibility has proven hard to solve. ere are
several different candidate solutions. Ge ing into the details of these views would take us too far
a eld. However, I will brie y sketch and motivate my preferred solution to the puzzle.35

It is helpful to contrast my view with another view, which we can call Intentions Provide Rea-
sons.36 According to Intentions Provide Reasons, when you intend to ϕ, the fact that you intend

33Some think that a similar puzzle arises in the case of belief. It should be noted that although it's uncontroversial
that there are cases of mere permissibility when it comes to practical ma ers, it's very controversial whether there
are cases of mere permissibiliy in the epistemic case. Many explicitly reject that such cases are possible. See, e.g.,
Kolodny (2007a), White (2005), Feldman (2003, 2007). Some defenders of the claim that there are cases of epis-
temic mere permissibility include Harman (1986), Kelly (2010), Rosen (2001), Ballantyne & Coffman (2011),
Schroeder (FC). Although I think it's plausible that there are cases of mere permissibility in the epistemic case, the
details would take us too far a eld here. I don't think it makes a difference tomy explanation of Reasons-Coherence,
Closure.

34See, e.g., Broome (2001), Brunero (2007), Schroeder (2009b), Scanlon (2004), Kolodny (2007a, MS), Way
(2010a, 2011).

35 is is eshed out more fully in Lord (MSd).
36Schroeder (2009b) tentatively defends a solution to themere permissibility problemby appealing to Intentions

ProvideReasons. I think thatWay (FC) raises additional worries to the ones I'll focus on here, someofwhich I think
are damning.

20



What about Coherence? e Coherent and the Rational

to ϕ is a reason to ϕ. It's important to note that the reason provided by one's intention need not
be a very weighty reason. us, it won't be possible to bootstrap into a weighty reason to ϕ just by
intending to ϕ.

However, Intentions Provide Reasons can still help withmere permissibility as long as the rea-
sons provided by intentions have some weight. is is because, it seems, in cases of mere permissi-
bility, we just need a li le more weight in favor of the end one actually intends to pursue to make
the reasons in favor of that end decisive. e thought is that the reason provided by one's intention
can provide this extra bit of weight. And once one has decisive reason to pursue the end, we can
use a principle like Means-End Transmission to explain why you are required to take the means.

ere are several problemswith this explanation. Iwill justmention theone I thinkmostdamn-
ing (this is developed nicely inWay (FC)). It is important that the reasons provided by one's inten-
tions are usually quite light weight. is is needed to avoid the bootstrapping worry. However, if
they are light weight, then it is implausible that they will be able to explain all cases ofmere permis-
sibility, for it's not true that all cases are caseswhere the reasons there are for the various permissible
ends are roughly equal in weight.

In some cases the merely permissible options are incommensurable. I might have the choice
to take a job as a philosopher or to take a job as a lawyer. It might be that both are permissible,
but not because the reasons there are for each option are commensurable and of roughly equal
weight. e reasons there are for each option might be sufficiently weighty to make it permissible
to pursue that job even though we can't directly compare the weights of the reasons. Moreover, in
cases in incommensurability it is well known that adding a light weight reason in favor of one side
doesn't necessarily give one decisive reasons to act in that way.37 To see this, imagine that the law
rm, in an effort to recruit me, offers me a $500 signing bonus. is gives me an extra reason to

become a lawyer, but it doesn't seem to make the reasons in favor of becoming a lawyer decisive.38

us, establishing that there is a light weight reason provided by one's intention to be a lawyer
isn't sufficient for establishing that one has decisive reasons to become a lawyer. Without this, the
Intentions Provide Reasons theorist has nothing.

Despite the fact that IntentionsProvideReasons is implausible, it is veryplausible that choosing
one of the endsmakes a difference to whichmeans you should pursue. Before youmake a decision
there are no particularmeans you ought to pursue. A er youmake a decision there are. Onemight
think we need to abandon this idea if we abandon Intentions Provide Reasons.

Fortunately, there are at least twoways for some fact f to affect the weight of reasons in favor of
ϕ-ing. One way is for f to provide a reason to ϕ or provide a reason against ϕ-ing. us, providing
additional reasons for the end is one way in which an intention to ϕmight increase the weight of
one's reasons to pursue the necessarymeans (via some transmissionofweight principle). However,
it is not the only way. For another way f can affect the weight of reasons in favor of ϕ-ing is by
intensifying or a enuating the other reasons there are for ϕ-ing. For example, the fact that you just
took a pill that makes some red walls appear blue isn't itself a reason to disbelieve that the wall
that seems to you blue is blue. Instead, it just weakens or a enuates the reason provided by the
appearance. Similarly, the fact that today is the last day to see a special exhibition at the local art
gallery doesn't provide a further reason to go to the gallery. It intensi es the weight of the other
reasons I have to go see the special exhibition.

37Cf. Chang (1997).
38See Hare (2009, 2010) for arguments that these reasons are decisive
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Even though it's implausible that intentions affect the weight of our reasons to take necessary
means in the rst way, it is quite plausible that they affect the weight of our reasons to take the
means in the second way. at is, it is quite plausible that our intentions intensify the weight of the
reasons we already have to take the means. Moreover, I claim, when ψ-ing is necessary for ϕ-ing
and one has sufficient reason to ϕ, the fact that one intends to ϕ intensi es one's reasons to ψ so
that those reasons are decisive. I'll brie y argue for each claim in turn.

e argument I will provide here for the claim that intentions intensify—let's call this Inten-
tions Intensify—will be anchored in the fact that Intentions Intensify avoids the main problems
with Intentions Provide Reasons. Given the antecedent plausibility of the claim that our inten-
tions make some difference to what we should do (at least in these cases), this will be a serious
virtue of the view.

First things rst, there is no threat of bootstrapping. In a case where there are no reasons to
pursue the end, there won't be any reasons to pursue the means (because of the end). us, in-
tending the end won't intensify the reasons to take the means because there won't be any reasons
to take the means.39 One might worry that one can bootstrap into sufficient or decisive reasons to
take the means in cases where one lacks sufficient reasons to pursue the end. at is, it might be
that the fact that you intend intensi es your reasons to take the means to a point where they are
sufficient or decisive even though you lack sufficient reasons to pursue the end.

I don't think this is possible. If your reasons for pursuing the end are insufficient, then they will
be defeated by some reasons. ose reasons will also defeat your reasons to take the means, even
if the fact that you intend to pursue the end intensi es your reasons to take the means. Since there
are defeaters of your reasons to pursue the end, the intensi cationwill not be enough tomake your
reasons to take the means sufficient. Why is this? e intuitive idea is that the defeaters of the end
trump the intensi cation. If the end is impermissible, the fact that the means are necessary can't
intensify the reasons to take the means enough to make the reasons sufficient.

Of course, you might have other reasons (or there might be other intensi ers) that make your
reasons to take the means sufficient or decisive. But as long as your reasons to pursue the end are
insufficient, the fact that you intend the endwon't intensify your reasons to take themeans enough.

It avoids bootstrapping but also avoids the problem with incommensurability. e problem
there, recall, was with the claim that the reason provided by the intention made one's reasons to
pursue the end decisive. In cases of incommensurability, adding a light weight reason to one side
doesn't always make the reasons in favor of that side decisive. According to Intentions Intensify,
one's intentions don't affect the reasons in favor of pursuing the end. ey affect the reasons to take
the means. Moreover, they do this not because they add a light weight reason, but by intensifying.

ere is one other virtue of the account worth mentioning here. It avoids commitment to the
claim that once you intend to pursue the end, you ought to pursue the end. e explanation given
by Intentions Provide Reasons is commi ed to this. is is because that explanation turns on one
gaining decisive reasons to pursue the end once one intends to pursue the end. is is implausible
because in many cases it seems permissible to drop the end a er one forms an intention to pursue
it.40 Intentions Intensify avoids this problembecause it holds that one's intention affects theweight
of one's reasons to take the means. One's intention does nothing to the weight of the reasons to

39It's also plausible that intending the end won't intensify other reasons to take the means. e fact that ψ-ing
is necessary for ϕ-ing doesn't seem to be a good candidate for explaining why reasons to ψ that are completely
independent of ϕ-ing are intensi ed.

40 is objection is pushed in Broome (2001) and Brunero (2007).
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pursue the end. us, it might be permi ed to drop one's intention a er one forms it, although it
is not permi ed to keep one's intention but fail to take the means.

While this isn't a complete defense of Intentions Intensify, it is a good start. Showing Intentions
Intensify isn't enough to fully solve the problem of mere permissibility. In order to fully solve the
problem, I have to explain why this intensi cation always makes the reasons to ψ decisive. e
short answer, which I don't have the space to fully defend, is that there being sufficient reason to
ψ before you intend to ϕ guarantees that there won't be defeaters that prevent the intensi cation
frommaking your reasons toψ decisive. In order to see this, it is important to askwhy one's reasons
are not decisive before one chooses one of the ends. It is very plausible that it is because one hasn't
made up one'smind.41 is is the only feature that is present across all cases ofmere permissibility.

e rub, of course, is that that feature won't be present a er you make up your mind. us, the
intensi cation will make one's reasons decisive.42

I think that I can adopt an analogous view for the weights of the reasons-possessed. is will
hold that the fact that you intend to ϕ intensi es the reasons you possess toψ such that the reasons
you possess to ψ are decisive. is lls the hole in my explanation above, and it vindicates and
Reasons-Coherence, Means-End.

I think that the basic structure of these two explanations will hold across the board of intu-
itively irrational incoherences. With the structure of my explanation in hand, we should go back
to reevaluate the initial motivations for the debate between the wide- and narrow-scopers. First,
though, we should pause to compare the view advocated here with so-calledmyth views advocated
by Joseph Raz and Niko Kolodny.

2.5.1 eMyth of the Coherent
e explanation offered above of why one is always irrational when incoherent (and why one is al-

ways coherent when rational), is very similar to things that have been said by Joseph Raz andNiko
Kolodny (see, e.g., Raz (2005b), Kolodny (2005, 2008a,b)). Both Raz and Kolodny are skeptical
about coherence requirements of rationality—requirements that directly require coherence. De-
spite the similarities betweenmy view and theirs, I think there is a very important dissimilarity that
should be explicitly pointed out. I'll explain this a er brie y spelling out Raz and Kolodny's views.

Both Raz and Kolodny are skeptics about coherence requirements of rationality. However,
they see the appeal of the coherence requirements, and thus a big part of their debunking strategy
is an explanation of why we are tempted to think that there are coherence requirements. eir ex-
planation holds that we are tempted by coherence requirements because it is true that, whenever
we comply with all the requirements of reason, we are coherent, and that whenever we are incoher-
ent, we don't comply with the requirements of reason. us, the coherence facts fall out of more

41Of course, this is only given the fact that there are other acts that you also have sufficient reason to perform.
at is, if there weren't any other acts you had sufficient reason to perform, the fact that you haven't made up your

mind wouldn't make the reasons to take the means indecisive. However, it's important not to infer from this that
what is happening in all cases of mere permissibility is that the reasons there are for the other permi ed acts defeat
the decisiveness of the reasons to perform a particular permi ed act. is won't be generally true since some cases
will be cases of incommensurabilty. us, I think the only thing that will be generally true is that you haven't made
up your mind yet.

42Of course, other defeaters might come about a er one forms the intention. But those, I claim, will also defeat
the sufficiency of one's reasons to pursue the end.
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basic requirements of reason. Since all we wanted to account for were the coherence facts, there is
no reason to posit requirements that directly require coherence.

is is obviously very similar to my view. However, it must be stressed that for Raz and
Kolodny, the requirements of reason are completely independent of rationality. e requirements
of reason, on their view, are determined by all of the reasons. ey assume that these requirements
are the one's that determine what we ought to do and believe. ey think that rationality is about
coherence. ey thus become skeptics about rationality by being skeptics about coherence.

A skeptic about rationality I amnot. Indeed, themain aim of this chapter is to show thatDeter-
mination can plausibly account for the data important to recent discussions of rationality without
incurring the most damning problems for rival accounts. A big part of my approach is a rejection
of the type of coherentism advocated by wide-scopers. In this way I am like Raz and Kolodny.
Moreover, like Raz and Kolodny, I think that there are more basic requirements that explain the
coherence facts. Finally, like Raz and Kolodny, I think that these more basic requirements are a
function of normative reasons. However, and this is the rub, unlike Raz and Kolodny, I think that
thesemore basic requirements just are the rational requirements. Raz andKolodny'smistake is that
they have too narrow a conception of what the options are. We can embrace their skepticism about
coherence requirements without embracing skepticism about rationality.

Finally, it isworth pointingout that the explanation given in the last sectiondoesn't immediately
entail that the wide-scope requirements are false. In fact, if we hold a certain kind of deontic logic
(standard deontic logic happens to be a member of this kind), then it turns out that requirements
like Action Possess will entail the wide-scope requirements. Let me quickly explain.

e relevant principle holds that if you are required to ϕ and ϕ entailsψ, then you are required
toψ—call this Inheritance. If Inheritance is true, then the requirements appealed to in the previous
sectionwill entail the wide-scope requirements.43 To see this, just note that in all the worlds where
one complies with all the requirements appealed to above, the conditionals that the wide-scope
requirements scope over are true. is fact, together with Inheritance, entails the wide-scope re-
quirements—i.e., entails we are required to make those conditionals true. is shows two things.
First, Raz and Kolodny must reject Inheritance in order for their hostility to the truth of wide-
scope requirements to make any sense at all.44 Second, and more importantly, my explanation of
the fact that if you are rational, then you are coherent isn't hostile to the truth of the wide-scope
requirements. Indeed, it might be positively friendly to the truth of the wide-scope requirements.

If I were to embrace Inheritance and thus embrace the thought that requirements like Intention
Possess entail the wide-scope requirements, then I can answer a popular objection to myth views.

is objection starts by asking us to imagine someone that is incoherent—means-end incoherent,
say. Suppose it is our monarch loving fool. e thought behind the objection is that he is making
not one but two rational mistakes. He is irrational for having that end and having that means-end
belief, but he is also irrational for being incoherent. If he were to form the intention to become the
King of France, he would be rectifying one of his rational mistakes. He'd be more rational than he
was before. is doesn't seem compatible with myth views because they seem to predict that his
only rational mistakes are having the end and the means-end belief.

43Just to be clear, I'm not endorsing Inheritance. It leads to lots of problems. I mention it here because I think it
is important to notice that the so-called myth view requires supplementation if it is going to help explain why the
wide-scope requirements are false.

44I draw out this point more in §7.2 in chapter 7.
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However, as we've seen, myth views aren't incompatible with the truth of wide-scope require-
ments. In fact, the requirements that myth theorists hold dear to their hearts might actually entail
the wide-scope requirements. If they do, then the intuition that drives the objection can be cap-
tured. It's true that our poor fool makes threemistakes and it's true that he is more rational a er he
forms the intention. However, the myth theorists adds, he is still irrational for having the end and
the means-end belief. So even if he can comply with a requirement of rationality by forming the
intention, he isn't complying with all of the requirements.

2.6 Back to the Beginning
Recall what the debate between the wide- and narrow-scoper is about. In the rst place, it is about
what the best explanation is of why you are irrational when you are incoherent. at is to say, it
is about what the best explanation is of the fact that it is necessary to be coherent in order to be
rational.

Narrow-scopers think that being coherent is necessary, but not sufficient. However, as the
wide-scopers are keen to point out, the narrow-scope view seems to deny sufficiency in an implau-
sible way. It doesn't seem like you are always rationally required to intend toψwhen you intend to
ϕ and believe that in order to ϕ you must ψ. Sometimes you are rationally required to give up one
of the antecedent a itudes instead.

Wide-scope requirements are compatible with saying that sometimes you should give up the
antecedent a itudes. ewide-scope view—the view that holds that all the requirements arewide-
scope—holds that the narrow-scope view is implausible because, in fact, being coherent is both
necessary and sufficient for being rational. e failures of the narrow-scope view directly motivate
the claim that being coherent is both necessary and sufficient for being rational.

is itself is implausible for a variety of reasons. Most fundamentally, it's implausible because
it seems obvious that sometimes rationality requires us to hold particular a itudes or perform par-
ticular actions. Without some alternative account of why being coherent is insufficient, perhaps we
should throw up our hands, be wide-scopers, and call it a day.

is is no longer our epistemic position. For I've offered another account of why being coher-
ent is insufficient. It's because what's rational is determined by the reasons you possess, and the
reasons you possess sometimes require you to hold particular a itudes or perform particular ac-
tions. Moreover, my view lacks the problems that the traditional narrow-scope view has. My view
not only is compatible with the claim that sometimes you are rationally required to give up the
antecedent a itudes, it can give a principled explanation of what needs to obtain for this to be the
case.

My view can also explain the initial data, which is that being coherent is necessary for being
rational. is is because it's plausible thatwhenyouare incoherent you arenot correctly responding
to some of the reasons you have. All in all, I think the considerations adduced here provide strong
support for my third way in the debate about the nature of rationality.
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Chapter 3

What it is to Possess a Reason

3.1 Introduction

T are reasons for believing things, intending things, and doing things. For example, the fact
that the baby is crying is a reason to believe she is hungry, the fact that the 2014 World Cup

is in Brazil is a reason to intend to be in Brazil in 2014, and the fact that the light is green is a reason
to drive through the light. ere are also reasons for believing things, intending things, and doing
things that I have or possess. For example, I possess a reason for believing the baby is hungry because
I hear her crying, I possess a reason for intending to be in Brazil in 2014 because ESPN informed
me that the 2014 World Cup is in Brazil, and I possess a reason to go through the light because I
see that the light is green.1 I must have some type of access to the facts that are the reasons that I
possess, even though I don't need to have access to facts that are merely reasons for me to believe,
intend, and do things.

It's very plausible that only the reasons you possess bear on the rationality, justi cation, or
reasonableness of your actions and a itudes. If r is a reason to ϕ that you don't possess, r can't
contribute to the rationality of ϕ-ing. If I have no access to the fact that the baby is crying but I
believe she is hungry, my belief is not made rational, if it's rational at all, by the fact that the baby is
crying. Conversely, it's plausible that if I possess some reason, r, to ϕ, then r affects the rationality
of ϕ-ing. e reasons you possess seem to be difference makers when it comes to what it's rational
for you to believe, intend, and do.

Even if we take it for granted that only the reasons we possess contribute to the determination
of which a itudes and actions are rational, it is still an open question what it is to possess a reason. I
will offer an answer to this question in this chapter. In the end, I will argue that what it is to possess
a reason r to ϕ is to be in a position to know r and to be disposed to treat r as a reason to ϕ.

e plan is this. In §3.2 I will introduce some desiderata a successful view must meet. In §3.3
I will introduce a taxonomy for the various views about which epistemic conditionmust be met in
order to possess a reason. ere will be three different divisions between the views. I will argue
againstmy opponents' views by arguing for one side of each division. In the end, only one viewwill
be le —viz., that you possess r only if you are in a position to know r. In §3.4 I will then argue for

1 e fact that all of the epistemic relations I cite here entail that I know the facts in question is no accident. As
we'll see, everyone agrees that I meet the epistemic condition on possessing reasons when I know the reason. It's
very controversial whether knowing the reason is also necessary.
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a view about what it is to be disposed to treat something as a reason. When you combine my view
about the epistemic relation with my view about what it is to be disposed to treat something as a
reason, you will get an analysis of what it is to possess a reason.

3.2 AWorkingHypothesis and TwoDesiderata
In order to focus discussion, it's important to be clear about what theories of possession have to
account for. is is the only way to assess the virtues and vices of the various theories. As we saw
in the introduction, it's plausible that there are at least two tight connections between the reasons
you possess and the a itudes and actions that are rational. On the one hand, it's plausible that if
some reason r to ϕ contributes to the rationality of ϕ-ing, then you possess r. If I'm irrational for
not taking into account some reason to ϕ, then I be er have some access to that reason. And, on
the other hand, it's plausible that if I possess r to ϕ, then r makes a difference to the rational merits
of ϕ-ing. Of course, this doesn't mean that possessing r always changes the rational merits of ϕ-ing.
It's just that it has an effect on the rational merits—i.e., the merits of ϕ-ing from the point of view
of rationality—of ϕ-ing.2 I propose we accept this as a working hypothesis.

WorkingHypothesis: You possess reason r to ϕ iff r affects the rational merits of ϕ-ing.

Working Hypothesis provides two ways to test the plausibility of views of what it is to possess a
reason. First, it's a major strike against a theory if it's possible to satisfy the conditions that the
theory proposes for possessing r toϕ even though, intuitively, r doesn't affect the rational merits of
ϕ-ing. Second, it's amajor strike against a theory if it's possible for r to intuitively affect the rational
merits of ϕ-ing even if you don't satisfy the conditions the theory proposes for possessing a reason.

ese will be the main tests we will use to evaluate theories.
We can re ne our focus even more by cataloging two desiderata that a successful theory must

account for. First, it's clear that in order to possess a reason, you have to meet some epistemic
condition. If r is completely outside your epistemic ken, then you don't possess r. Which relation
is involved is the primary topic of debate in the literature on possession. ere is a wide-range of
options, and views diverge along several dimensions. Nevertheless, everyone agrees that in order
to possess a reason, you have to stand in some epistemic relation to the reason.

Almost all focus has been placed on the right epistemic condition. is is a shame, because it
seems equally clear that meeting the epistemic condition, whatever it is, is not sufficient for pos-
sessing r.3 is is because it's common for one to stand in the correct epistemic relation to some
proposition, p, that is in fact a reason to ϕ even though, intuitively, p does not affect the rational
merits of ϕ-ing. Here's one case that shows this:4

Lois' Fish

Lois has ordered sh for supper. She nds out that the sh contains salmonella. How-
ever, she reasonably believes that salmonella is one of themany types of bacteria found
in food that is harmless to eat. She thus intends to eat the sh.

2It does this, I think, by contributing to the weight of the set of possessed reasons to ϕ.
3I myself make this mistake in my Lord (2010). I was convinced I was wrong to do this by John Broome and

Kurt Sylvan.
4 is case comes from Broome (2007a). It was discussed extensively in chapter 2.
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e fact that there is salmonella in Lois' sh is an excellent reason for her not to intend to eat the
sh. Moreover, Lois knows the proposition that constitutes this reason. us, by anyone's lights

shemeets the epistemic condition. However, given Lois' false but reasonable belief that salmonella
isn't harmful, she doesn't treat that fact as a reason to refrain from intending to eat the sh. It seems
like this makes an important difference as to whether Lois possesses that reason. I think that since
she doesn't treat that fact as a reason, it doesn't affect the rational merits of intending to eat the sh.
And thus, I think she doesn't possess that reason for not intending to eat the sh even though she
meets the epistemic condition.

Cases like this point to a second desideratum. e correct theorywill also have to some type of
treating condition. In addition tomeeting the epistemic condition, it has to be that youmeet some
type of treating condition.

e plan now is this. First, we'll tackle the epistemic condition. I will argue by elimination
for the view that you meet the epistemic condition just in case you are in a position to know the
proposition that constitutes the reason. I will then turn to the treating condition. I will argue you
meet the treating condition just in case you are disposed to treat the reason to ϕ as a reason to ϕ.

3.3 e Epistemic Condition

3.3.1 A Taxonomy
Recently there has been a vigorous debate on what the epistemic condition needs to be in order
to possess a reason or piece of evidence. Many views have been defended. I will present the views
by explicating three key divisions that separate the various views. Each view takes a stand on each
division.

High Bar v. Low Bar

e rst division is between High Bar and Low Bar views of the epistemic condition.5 High Bar
views hold that in order to possess a reason, you have to stand in some positive epistemic relation
with the reason. TwopopularHighBar views hold, respectively, that youpossess r only if you know
r and you possess r only if you justi ably believe r. e High Bars are knowledge and justi cation.
Tomake reference easier, I will call the rst view P�K and the second view P�JB.6 Other possible
high bar views will be introduced below. For now it's only important to knowwhat it is to be a high
bar view.

Low Bar views, on the other hand, place a low bar on the epistemic condition. ey don't
hold that you have to necessarily stand in some positive epistemic relation to r in order to meet
the epistemic condition for possessing r. e most obvious low bar view holds that you possess
r only if you believe r. For reasons that Schroeder (2008, 2011) makes vivid, the best low bar
view seems to be that you possess r only if you have a presentational state with r as its content.
Presentational states are states that represent their contents as being true. Schroeder holds that not

5 is terminology comes from Schroeder (2011), but the debate goes back to at least Feldman (1988).
6In general, I'll use 'P�x' to refer to views that hold that you possess r only if you stand in the x relation to r.
ose in the literature tend to use '=' instead of '�'. is is because they have apparently thought that standing in

the epistemic relation is both necessary and sufficient for possessing a reason. As we've seen, there are compelling
reasons to think this is false (in the last section I used Lois' Fish to illustrate this). Hence my use of '�'.
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only are beliefs presentational states, but perceptual states are as well. We'll call these low bar views
P�B and P�Pres, respectively.

Holding v. Non-Holding

A second division has to do with whether the epistemic relation essentially involves having some
mental state with the reason as the content. eorists who are commi ed to Holding views think
that the epistemic relation essentially involves having some mental state with the reason as the
content. All of the views we've looked at so far, both High Bar and Low Bar, are holding views.

ere are possible non-holding views, though. Consider the familiar distinction between dox-
astic and propositional justi cation. You are propositionally justi ed to believe that p just in case
p is supported by sufficient justi ers. However, this isn't enough to have a doxastically justi ed be-
lief that p. In order to have a doxastically justi ed belief, there must be an appropriate connection
between your belief and the justi ers of the belief. e important point here is that p can be propo-
sitionally justi ed for you even if you don't believe it.7 Soone possible (high bar) non-holding view
is that you possess r only if r is propositionally justi ed for you—P�PJ.

ere is an analogous distinction to be made with knowledge. Just as you can have proposi-
tional justi cation for p without doxastic justi cation for p, you can be in a position to know p
without knowing p.8 is opens up the door to another non-holding view. Namely the view that
holds that you possess r only if you are in a position to know r—P�PTK.

Factive v. Non-Factive

e nal division in our taxonomy is between factive views and non-factive views. Factive views
hold that the epistemic relation youmust bear to a reason is factive. An epistemic relation is factive
just in case you can only stand in that relation to p when p is true. Non-factive views hold that you
can stand in the epistemic relation necessary for possession to propositions that are false.

So far, only P�K and P�PTK are factive views (given widely held assumptions about justi-
cation). P�B, P�Pres, P�JB, and P�PJ are all non-factive views. However, you can still think

justi cation is as high as the bar goes even though one can only possess truths as reasons. For
you could hold that the epistemic relation is justi ed true belief, or propositional justi cation in a
truth—P�TJB and P�TPJ.9

e following table represents our taxonomy.

7Consider this trivial example. I have propositional justi cation that I'm typing right now. A fortiori, I have
propositional justi cation to believe that I'm typing right now or I'm Elvis. At least before I thought of the example,
I didn't believe the disjunction even though I was propositionally justi ed in believing it.

8 e example in n. 7 can equally well illustrate this distinction.
9Another route, one that avoids someof the objections I'll press below, is to hold that justi cation itself is factive.
is is argued for by Unger (1979), Li lejohn (2009, 2012), Su on (2007).
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Table 3.1: Epistemic Condition Taxonomy

View High Bar v. Low Bar Holding v. Non-Holding Factive v. Non-Factive
P�B Low Bar Holding Non-Factive
P�Pres Low Bar Holding Non-Factive
P�JB High Bar Holding Non-Factive
P�PJ High Bar Non-Holding Non-Factive
P�TJB High Bar Holding Factive
P�TPJ High Bar Non-Holding Factive
P�K High Bar Holding Factive
P�PTK High Bar Non-Holding Factive

I will argue that the correct view has to be a High Bar, Non-Holding, Factive account by arguing
rst against Holding views, then against Low Bar views, and then against Non-Factive views. Since

there are twoHighBar, Non-Holding, Factive views—P�TPJ andP�PTK—I will end by arguing
for P�PTK over P�TPJ.

3.3.2 Against Holding Views
Holding views of the epistemic condition all share a commitment to the view that the epistemic
relation being in amental state that has the reason as its content. I think that Holding views are too
restrictive. Consider the following case.

Out of the Ordinary

Eachmorning I casually peruse amagazinewhile I eatmy breakfast. I amdoing this on
Mondaymorning. As I'm doing this, mywife tellsme that she has an unusual schedule
that day. Given her unusual schedule, I need to pick up my son from school (this is
something she almost always does because we have agreed that that is one of her daily
tasks). She speaks clearly when she tells me these facts, and she is a mere 10 feet from
me. However, I am engrossed just enough in theNewsweek I'm reading to not process
the information. Given the fact that picking up my son is not one of my usual tasks, I
believe that I don't need to pick himup that day. My son doesn't get picked up on time.

Focus on the rationality of my belief that I don't need to pick up my son that day immediately
a er my wife tells me this information. Intuitively, this belief is not rational. A er all, my wife just
told me some very pertinent information that decisively supports thinking I need to pick him up.
However, I don't believe that my wife can't pick him up. us, according to Holding views, I don't
possess that reason. By Working Hypothesis, then, that reason shouldn't affect the rational merits
of my belief that I don't need to pick him up. Moreover, it seems that all the other reasons I possess
sufficiently support the proposition that I don't need to pick him up. Holding views seem to entail,
then, that my belief that my schedule is not unusual is rational. My wife would disagree.

Non-holding views can easily account for why I'm not rational. It's because I possess the rea-
sons provided by my wife's testimony. P�PJ (and P�TPJ) holds that I possess those reasons be-
cause those propositions are propositionally justi ed for me. P�PTK holds that I possess those
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reasons because I'm in a position to know them. On non-holding views, ina entiveness does not
get one off the hook for taking into account reasons that one has what we'll call broad access to. For
now I won't analyze what broad access comes to. We've seen two proposals—viz., being proposi-
tionally justi ed and being in a position to know. What's important right now is that it's intuitive
that reasons you merely have broad access to affect the rational status of your beliefs (and other
a itudes and actions). Non-holding views can account for this, holding views cannot.

3.3.3 Against LowBar Views
I have not given you enough information yet to evaluate the plausibility of low bar views. For I have
not given you a lowbar analysis ofwhat the necessary and sufficient conditions are for something to
be a reason you possess. It's certainly false that all the contents of all your beliefs or presentational
states are reasons you possess for everything whatsoever. at is to say, I've told you the epistemic
condition thatmust bemet, but I haven't told youwhat conditionmust bemet tomake the content
a possessed reason.

While there hasn't been a tremendous amount of discussion on this score, it's clear what the
intuitive idea is that low bar theorists are a racted to.10 e basic idea is that the content p of
one your presentational states is a reason to ϕ only if p is an objective reason to ϕ if p is true.11

Given Working Hypothesis, low bar views thus hold that the contents of all of your presentational
a itudes that are objective reasons if true affect the rationality of your a itudes and actions.

is prediction seems obviously false. Let's just think about the epistemic case. Suppose r
is a reason to believe p. Plausibly, what it means for r to affect the rationality of believing p, in
this case, is for r to put you in a be er evidential position with respect to p when you possess
r. But it's incredibly plausible—indeed, some call it a truism—12that you aren't put in a be er
evidential position with respect to p when you unjusti ably believe r. So if Working Hypothesis
is true, then low bar accounts are in trouble. Since Working Hypothesis is intuitively plausible,
low bar accounts are in trouble from the beginning. Moreover, I think that Working Hypothesis
can be bolstered by thinking about the relationship between the objective weight of reasons—i.e.,
the weight reasons have when weighed against all of the reasons—and the subjective weight of
reasons—i.e., the weight reasons have when weighed against all of the reasons that are had.

e intuitive idea driving the argument is something like this: Reasons for belief are the types
of things that rationalize beliefs. e point of coming to possess reasons is to come to be in a be er
positionwith respect to what you're rational in believing. Minimally, gaining p is to come to be in a

10See Schroeder (2007, 2009b), Way (2009, 2010a, 2012), Vogelstein (FC), Par t (2011).
11 ere is some disagreement about whether the analysis should be in terms of counterfactuals or some other

type of conditional. All extant views, with the exception of Vogelstein's, at least sometimes cash things out in terms
of counterfactuals. Vogelstein explicitly rejects this, but for dubious reasons (his strategy is to rst provide an analy-
sis of what needs to obtain in order for some subjective reason to exist, and then provides an analysis of what it is to
be a subjective reason. His objection against counterfactual views comes at the rst stage—he provides an objection
to of a counterfactual analysis of what needs to obtain in order for some subjective reason to exist. But this objection
doesn't hold any water against the best counterfactual analysis of what it is to be a reason and the existential analysis
that results from this analysis). Nonetheless, I strongly suspect that counterfactual analyses are false for general rea-
sons. In personal communication Schroeder has expressed serious doubts about whether a counterfactual analysis
can work.

12For example, Feldman (1988), Schroeder (2011).
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be er position with respect to p itself. is is a fundamental part of the role that possessed reasons
play.

Here's the argument:

(1) If p is an objectively sufficient reason to believe p and you possess p, then you possess a
subjectively sufficient reason to believe p.

(2) If p, then p is an objectively sufficient reason to believe p.

(3) If p, then if you possess p, then you possess a subjectively sufficient reason to believe p.

(4) If you possess a subjectively sufficient reason to believe p, then you are propositionally jus-
ti ed in believing p.

(C) If p, then if you possess p, then you are propositionally justi ed in believing p.

If this argument is sound, then low bar views are false. For suppose p. Suppose that you believe p,
but p is not propositionally justi ed. e low bar accounts hold that you possess p. But it follows
from the contraposition of the conclusion of the above argument that if you are not justi ed in
believing p when p is the case, then you don't possess p.

Recall the basic idea behind the argument is that a fundamental role that possessed reasons
play is pu ing one in a be er position with respect to what it's rational to believe. e argument
extends and precisi es this basic idea. It does this bymaking claims about the connection between
the subjectiveweightof certain reasons that arepossessed and theobjectiveweightof those reasons.

e objective weight of some reason r is just theweight it has whenweighed against all the reasons.
Few reasons always have sufficient objective weight. But a special class of reasons for belief do.
Namely, all of the truths. For any true proposition p, p is an objectively sufficient reason to believe
p. is is not to say that there aren't objective reasons to not believe truths. It is to say, though, that
the objective reasons to believe falsehoods are always objectively insufficient. is seems correct.
If you were omniscient, you would only possess sufficient reason to believe the truths. You would
never possess sufficient reason to believe something false, even though you would possess lots of
reasons to believe false things (and to withhold belief in true things).

So when p is true, p will be an objectively sufficient reason to believe p. If this is right, then
it seems very plausible that if you were to come to possess p, you would gain a sufficient reason to
believe p. It's hard to see what good comes from gaining p as a reason if you can't even be justi ed
in believing p!

You might not be convinced by this because you might be suspicious of the claim that p is a
sufficient reason to believe p—i.e., you might doubt (2). A er all, you can never become justi ed
in believing p by inferring p from p. But why not if p is a sufficient reason to believe p? e answer
is that in order for the output of a pa ern of inference to be justi ed via the inference, one must be
justi ed in believing the inputs. But if you are already justi ed in believing p, then certainly no new
justi cation will be transmi ed via the inference. And if you're not already justi ed in believing p,
then justi cation won't be transmi ed via inference because there is no justi cation to transmit in
the rst place. But this very plausible story is compatible with p being sufficient reason to believe
p. It just shows that you can't get a justi ed belief that p via an inference from p.

You still might not be satis ed with this. For suppose p, suppose you possess p and suppose
the argument above is sound. us, it follows that p is propositionally rational for you. What are
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your sufficient reasons for believing p? Suppose the answer to this is simply p. If this is right, then
it's very plausible that you can come to believe p because of p. is follows from the plausible
principle that if the members of some set of reasons you possess S sufficiently support p, then you
can come to believe p because of the members of S . If this is right, then in this type of case it must
be that you can believe p because of p. Some nd this to be implausible.

is is an interesting challenge that I can't fully deal with here without further resources that
would take us too far a eld. I talk about these issues extensively in chapters 5 and 6 using resources
defended in chapter 4. I'll say a few words here about how I think we should meet this challenge
and how this relates to the current dialectic. I think the answer is that you can base your belief
that p on p, even though you can't do this via inference. Such basing is always uninferential.13 In
the paradigm case, you come to believe p because of p when you see p. Roughly, you base your
belief on p not because you infer p from p, but because you come into perceptual contact with
the fact that p, which stands in the right causal relationship with your belief to become the basis
of the belief. If this is right, then you can base your belief that p on p, even though this is never
inferential.14

So, roughly, this is how I see the terrain. p is a sufficient reason to believe p. You can never be
justi ed in believing p because you infer p from p. is isn't particularly problematic because we
have a principled explanation for why not. If you are going to be justi ed in believing p because
you infer it from something, you'll have to be justi ed in believing the things you infer it from.15

But you can still form a rational belief that p because of p. is happens in cases of uninferential
belief forming processes like perception. As I see it, the main burden of the current challenge is
to motivate (i) that p is a sufficient objective reason to believe p (when p) and (ii) that when you
possess p you can sometimes base a belief that p on p. I believe I have met this burden.

e nal comment I'll make about this challenge is about our dialectical situation. I think that
low bar theorists only really gain an advantage over high bar views if they agree with the essentials
of the view about basing I just brie y sketched. e best low bar view, P�Pres, gains an advantage
over high bar views precisely because it holds that you possess p whenever you perceive p. And
this allows a straightforward explanation of why it is that you possess the same reasons for belief
in both the case of veridical perception and the case of non-veridical perception.16 But this works

13Uninferential here just means not-inferential. You might not like this terminology (I don't). I use this termi-
nology in order to avoid confusions that inevitably arise when you use the more common non-inferential. I get into
this particular issue in chapter 5, section 5.2.

14 I think there is uninferential basing even in cases where you don't come into the kind of contact with the fact
that p that you do when you see p. To give the most extreme case, I think you can believe p on the basis of p even
when your belief was formed inferentially. is is because I think that what it is to base a belief that p on some reason
r is for r to sustain the belief. What it is for r to sustain A's belief that p is for A to be disposed to drop the belief if A
loses r. I think you can be disposed to drop your belief that p if you lose the reason constituted by p. And when you
are, you base your belief that p on p (at least partially). I think this is actually a virtue of the view, for it allows one
to explain certain otherwise troubling cases of memorial knowledge. I discuss this virtue in chapter 5. is view of
basing is defended in chapter 4, and further discussion of inferential v. uninferential belief forming processes can be
found throughout chapters 5 and 6.

15As I say in note 13, it might be that once you justi ably infer p from some other propositions you're justi ed in
believing, you are then in a position to uninferentially base that belief on p.

16Of course, it's not clear at all if this is that much of a virtue, or even if it's a virtue at all. (Williamson, 2000,
ch. 8) argues that it's a bug that leads to skepticism. I agree even though I also think it's a virtue in some ways. But
certainly it's been popular to think it's a virtue since at least 1983 when Cohen & Lehrer (1983) appeared. is is
the main topic of chapter 6.
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only if you think that you can come to have a justi ed belief that p by basing a belief that p on p
in some of those cases. Moreover, it's very implausible that you can gain justi cation by basing a
belief that p on p by inferring p from p. So my opponent will have toe the same line I just tried to
toe.17

(3)—if p, then if you possess p, then you possess subjectively sufficient reason to believe
p—follows from (1) and (2). (4)—the claim that if you possess sufficient reason to believe p,
then you are propositionally justi ed in believing p—is very plausible.18 Since I think (1) and (2)
are quite plausible, I think the conclusion is quite plausible as well.

As it happens, the main defender of the low bar views, Mark Schroeder, explicitly recognizes
that he has to deny Working Hypothesis (see Schroeder (2011)). So my defense is incomplete
without considering what he has to say about it. I don't think anything he says should give usmuch
pause.

Schroeder is interested in making room for low bar accounts by casting doubt on what he sees
to be the best two routes to high bar views. His case is broken up into two parts. In the rst part
he considers an indirect argument for a high bar account. e argument is indirect because it runs
through an auxiliary premise—viz., that positing a high bar is the best way to explain why one is
not put in a be er evidential position with respect to the consequences of p when one irrationally
believes p. He resists this claim by arguing for an explanation of the fact that you aren't in a be er
evidential position with respect to p's consequences when you irrationally believe p that is com-
patible with low bar views. e second part of his case involves a direct argument for a high bar
view. It's direct because it appeals directly to intuitions about whether certain characters possess
reasons. He argues that such intuitions are unreliable. With this précis in mind, let's turn to more
of the details of each part.

e Indirect Argument

Schroeder, following Feldman (1988), thinks that it's a truism that when you're propositionally ir-
rational in believing p, you aren't in a be er evidential position with respect to the consequences
of p in virtue of believing p. Feldman at least irts with the thought that you can get from this
and something likeWorkingHypothesis to some high bar view. Schroeder's target isn't exactly the
inference to a High Bar view from something like Working Hypothesis and our truism. Rather,
Schroeder is concerned with showing that positing a high bar isn't needed to explain the truism.
Schroeder's strategy is to explain the truism in a way that's compatible with low bar views. By do-
ing this, he shows that low bar views are compatible with the truism, and thus we shouldn't think
accounting for the truism weds us to high bar views.

Schroeder's explanation is that whenever you irrationally believe p, p is guaranteed to be com-
pletely and generally defeated. e defeat will be general because it will be irrational to treat p as a
reason for anything (even though it will still be a reason you possess for lots of things). And the
defeat will be complete because p will have no weight whatsoever (even though it will still be a
reason). If this is right, then our truism is explained—when you believe p irrationally, you won't
be in a be er evidential position with respect to p's consequences. is explanation is compatible
with low bar views because it's compatible with you possessing p when you irrationally believe p.
It's just that despite the fact that you possess p, it will be irrational to give p any weight whatsoever

17 is is exactly how it goes in Schroeder (2011).
18I defend this view directly in chapter 4.
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when it comes to anything, including the question of whether p. us, Schroeder denies that if you
possess a reason r to ϕ, r affects the rational merits of ϕ-ing, which is the le -to-right direction of
Working Hypothesis.

I'm not that interested in explaining the truism. In fact, I suspect Schroeder's explanation is
correct. But it also doesn't speak against Working Hypothesis at all. is is because, in giving his
explanation, Schroeder doesn't have tomake any claims about the relationship between the reasons
youpossess andyour evidential position. Sowhile his explanation is compatiblewith lowbar views,
it is also compatible with high bar views.

While it's obviouslynecessary for lowbar theorists tooffer someexplanationof the truism that's
compatible with their view, it is very, very far from being a sufficient defense of their view. Working
Hypothesis still seems like an incredibly plausible hypothesis about the connection between the
reasons youpossess and rationality. It's hard to see at this pointwhywe should sever the connection
between possessing p to believe q and p affecting the rationality of believing q.

ink of it this way: e claim that whenever you irrationally believe p, p will be completely
and generally defeated doesn't speak to the relationship between irrational beliefs and possession.
It is compatible with this explanation of the truism that you do in fact possess p when you believe
it irrationally. But mere compatibility is not good reason to sever possession from a high bar. At
best Schroeder's argument shows that a reason to wed possession with a high bar does not obtain.

e Direct Argument

Schroeder anticipates this, and thus tries to argue that we shouldn't trust our intuitions about the
relationship between possession and a high bar. In particular, he thinks we shouldn't trust our in-
tuitions about negative existential reason claims. He thinks we shouldn't trust our intuitions about
these claims because they are unreliable.

His favorite illustrative example of this is Lehrer & Paxson (1969)'s Tom Grabit case. In that
case, you see someone who looks just like Tom Grabit steal a library book. e fact that you saw
this is a reason to believe Tom stole the book. However, Tom happens to have a twin brother,
Tim, who is a kleptomaniac. is fact is, intuitively, a defeater of the rst reason. e orthodox
opinion about this case is that the fact that Tom has a kleptomaniac for a brother makes the fact
that you saw someone that looks just like Tom steal a book no reason at all to believe Tom stole
the book.19 Schroeder rightfully points out this is a mistake. For imagine that Tom and Tim have
another identical sibling, Tam, who is also a kleptomaniac. In that case, it seems you have even less
reason to think Tom stole the book. So you must have some reason in the case where it's just Tom
and Tim.20

Once again, I agree with Schroeder. I think we should be wary of our negative existential intu-
itions about reasons in particular cases. We are quite likely to get it wrong for roughly the reasons
Schroeder elucidates. However, I think that (at least in the larger dialectic) Schroeder is misapply-
ing these lessons here.

19 is opinion is seen as orthodox, I think, because of the tremendous in uence of Pollock &Cruz (1999)'s dis-
cussion of undercu ing defeat. ey de ne undercu ing defeaters as defeaters that make it the case that the original
reason is not a reason at all once defeated. e Tom Grabit example is supposed to be a paradigm of this kind of
defeat.

20Schroeder also offers an debunking explanation of why we are unreliable. I don't go into that here because I
agree with it and it's irrelevant to the point I want to make.
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e rub is this: e current debate doesn't turn on the intuitions Schroeder shows are prob-
lematic. Our task is not to evaluate whether there is a reason in some particular case. We already
know that Schroeder's low bar view predicts there will be some cases where you will possess p as a
reason to believe q even though p has no weight whatsoever. is itself is implausible.21 We needn't
worry about our unreliability at picking which cases are cases of this type. is is what our unreli-
able negative existential intuitions are trying to track. ey're trying to track when it is that some-
thing has no weight whatsoever. We aren't very good at this, as the Grabit examples show. Let
Schroeder pick the cases, then. We can then ask whether, in those cases, you possess p to believe q
even though p has no weight whatsoever. It doesn't seem like you do. It seems like, if we have any
grip on possessing reasons at all, you can possess p only if it affects the rationality of believing p's
consequences.22

For these reasons I am not moved to abandon a high bar view because of what Schroeder says.
He doesn't a ack Working Hypothesis. He merely argues for an explanation of the truism that
is compatible with denying Working Hypothesis and argues that our intuitions about when there
aren't reasons are unreliable when applied to particular cases. I agree with the main claims of both
parts of Schroeder's argument. e catch is that they're neither here nor there.23

3.3.4 Against Non-Factive Views
Non-factive views hold that one can stand in the epistemic relationwith propositions that are false.
Non-factive views fail because they cannot account for the fact that if you possess some reason r to
ϕ, then you can ϕ because of r.

Let me be clear that we are interested in a particular kind of because explanation. As we'll see,
there are all kinds of because explanations. e type we are interested in here is what I call a norma-
tive because explanation. e bestway to glob onto this type is by example. I believe the heat is on in
my office. It's also warm inmy office and cold outside. ere is a tight relationship betweenmy be-
lief that the heat is on and these other facts. I believe the heat is on in my office because it's warm in
myoffice and cold outside. e because claim is true partly because I correctly inferred that the heat

21It is also worth noting that it seems like this commits Schroeder to denying standard conditional probabilistic
accounts of evidence. is is because, for Schroeder, reasons for belief are always evidence. But if we can possess a
reason r to believe p that has no weight whatsoever, then it's implausible that the conditional probability of p given
r will be greater than the probability of p on its own. A er all, if it were greater, then it would be plausible that the
reason would have some weight. anks to Tom Kelly for pushing me to mention this.

22Here's another way to put the point for those who are familiar with the details of Schroeder's paper. He tries
to show that if you don't argue for a high bar view with an indirect argument through the truism (which he shows
won't work because his explanation of the truism is compatible with low bar accounts), then the only way to argue
for it is through appeal to negative reason existential intutions. is conditional is false. e Working Hypothesis
gives us an independent way to test the theories. Moreover, its plausibility doesn't rest on negative reason existential
intuitions. Negative reason existential intuitions are thus neither here nor there.

23It must be noted that Schroeder makes explicit in both Schroeder (2008, 2011) that his main motivation for
going low bar is to account for some vexed data in the epistemology of perception. Speci cally, he holds that low bar
views can give themost elegant explanation ofwhy both the deceived and the non-deceived have justi ed perceptual
beliefs. I agree that his low bar view provides a nice explanation. Importantly for our purposes here, Schroeder at
least implicitly recognizes the intuitive power of Working Hypothesis because he sees it as a major obstacle for
providing his explanation. Despite the elegance of his view about the epistemology of perception, I am unmoved
by what he has actually says with respect to Working Hypothesis. I won't go into the issues in epistemology of
perception because it would take us too far a eld. Much of chapter 6 is about this issue.
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is on in my office from the claims that it's warm in my office and cold outside. Similarly, I intend
to exercise 3 times a week. It's also true that exercising 3 days a week is very good for my health.

ere is a tight relationship between my intending and the fact about my health. Indeed, I intend
to exercise 3 times a week because it is very good for my health. Although it's hard to say precisely
when a consideration is an explanans in a normative because explanation, the phenomenon is clear
enough.24 Here is an argument for why non-factive views cannot account for the tight connection
between possessing a reason r to ϕ and being able to ϕ because of r:

e Argument fromActing for Reasons

(1) If you possess reason r toϕ constituted by someproposition p, then you canϕ because
of p.

(2) If you can ϕ because of p, then p.

C. us, if you possess reason r to ϕ constituted by some proposition p, then p.

(1) is intuitively plausible, and for the moment I'll take it for granted. is is because we are as-
suming that the reasons you possess are the reasons that determine which a itudes and actions are
rational. If we assume this and decide that in some particular case that ϕ-ing is rational in virtue
of some reason you possess r, then r can rationalize you in ϕ-ing. But if r rationalizes your ϕ-ing,
then it seems that you can base your ϕ-ing on r. It's plausible that when you base your action on r
when you ϕ, you ϕ (at least partially) because of r.25 I'll break the following discussion up into two
subsections. I'll rst defend (2), given (1). I'll then come to defend (1).

For (2)

I'll take it for now, then, that if you possess r to ϕ, then you can ϕ because of r, where this is a
normative because explanation. Given this, (2) is where the action is at. (2) entails that 'x because
y' statements are factive. at is to say, 'x because y' can be true only if y (and x for that ma er).

is seems quite plausible. In general, because explanations are factive. Moreover, at rst blush it
seems like normative because explanations are also factive. Consider some cases:

Normal Colloquium

Today there is a department colloquium. It is at the usual time for such events, 4:00
pm. I notice that it is 3:55, and is thus time to walk over to the building where the
colloquium is taking place. On my way I see my friend Dan. He asks me why I'm
going to Robertson Hall. I tell him it's because colloquium starts at 4:00.

Unusual Colloquium
24Hard, but I don't think impossible. I provide a view about in chapter 4 (see also Lord & Sylvan (MS)).
25Proponents of non-factive views might deny this. ey might hold, that is, that there isn't any tight connection

between the fact that you acted on r when you ϕ-ed/ r rationalized your ϕ-ing and the claim that you ϕ because of
r. For various reasons I think this might be the best route for the non-factive theorist to take. Actual non-factive
theorists, though, do not opt for this view. We'll return to this thought below.
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Today there is a department colloquium. is talk, however, is not at the usual time.
It is at 4:30. I am unaware of this fact (despite receiving numerous emails that said so).
I believe it is at the usual time. So at 3:55 I start walking towards RobertsonHall. I see
Dan, who asks me why I'm going to Robertson. I tell him it's because colloquium is at
4:00.

My explanation of why I'm going to Robertson Hall makes sense in Normal Colloquium, but is
puzzling in Unusual Colloquium. Suppose Dan reads his emails more carefully than I do, and he
calls me out in Unusual Colloquium. He says, 'No. Colloquium is not at 4:00 today. It's at 4:30.' It
would be odd, I think, forme not to retractmy claim a erDan says this. It would be odd, that is, for
me to reply like this: 'Really. Well I guess I can go back tomy office. Still, I was going to Robertson
because colloquium is at 4:00.' Instead, it would be muchmore natural for me to retract my earlier
claim and say 'Well, I thought colloquium was at 4:00. anks for se ing me straight.'

As it happens, many disagree with my diagnosis of what's going on in Unusual Colloquium.26

ese people think that it would be very odd for me to decide that the reason why I walked to
Robertson isn't that the colloquium is at 4:00 even a er I nd out that the colloquium isn't at 4:00.

e issue is vexed. ose who deny (2)—let's call them non-factualists—do not deny that I
would retract once Dan corrected me in Unusual Colloquium. But they think there is an indepen-
dent explanation of this compatible with non-factualism. e explanation, they say, is that once I
learn that the colloquium is at 4:30, I don't want to implicate that I still believe it's at 4:00. us, I'll
weaken my report by saying things like 'I thought colloquium was at 4:00.' Why I would do this,
claim the non-factualists, can be explained on basicGricean grounds. I don't want to implicate that
I think p when I think ¬p. us, I use the weaker 'I thought...' construction. is explanation of
the retraction data is compatible with non-factualism.27

At rst blush, this doesn't seem to be enough. is is because these implications should be can-
celable. Of course I do implicate that I believe that colloquium starts at 4:00 when I say 'I'm going
to Robertson because colloquium starts at 4:00.' And I don't when I say 'I'm going to Robertson
because I thought colloquium starts at 4:00.' But if it's really the case that I'm going to Robertson
because colloquium starts at 4:00, then I should be able to say as much while also canceling the
implication. I should be able to felicitously say, for example, 'I no longer believe that colloquium
starts at 4:00, but I was going to Robertson because colloquium starts at 4:00.' To my ear this still
sounds awful.

Suppose I'm right and these things are infelicitous. is is some reason to think that non-
factualism is false—perhaps even a very strong reason. But, the non-factualist might contend, this
isn't the end of the story. For we know that there are some true sentences that are never felicitous.
Perhaps the most famous examples are Moorean absurdities. For example, it's never felicitous for
me to say (nor is it ever rational for me to believe) 'I believe I'm writing, but I'm not writing.' is

26 ere has been extensive discussion of these issues. Much of it is inspired by Dancy (2000). See, for example,
Dancy (2004b), Lord (2008),Hornsby (2007),Mele (2007),Miller (2008),Millar (2004), Li lejohn (2012). e
best discussion I know of takes place in the comment thread of a Pea Soup post wri en by Clayton Li lejohn. See
http://peasoup.typepad.com/peasoup/2010/02/thoughts-as-motivating-reasons.

27Here's Mark Schroeder in the aforementioned Pea Soup post: ' e fact that when I don't believe that p, I can't
aptly describe Sue's reason for ϕ-ing by saying that her reason for ϕ-ing was that p, doesn't show that her having the
motivating reason forϕ-ing that she did doesn't consist in her bearing the had-as-her-motivating-reason relationship
to the proposition that p. It just shows something about the further commitments of saying 'her motivating reason
was that p'.'
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verywellmight be true, though. So the non-factualistsmight take recourse in the fact thatMoorean
absurdities are infelicitous even though they can still be true. Perhaps our normative because ex-
planations are like that, at least in the bad cases.

Perhaps. But as Li lejohn (2012) has pointed out, this is too quick. For there is at least one
test for truth thatMoorean absurdities pass that our normative because explanations don't seem to
pass. Namely, when it comes to Moorean absurdities, there is nothing wrong with third-personal
reconstructions. ere is nothing wrong with saying 'EL believes he is writing, but he's not.' How-
ever, it still seems infelicitous to say 'EL was going to Robertson because colloquium starts at 4:00,
but colloquium starts at 4:30.' is, I think, make the prospects of saving the non-factualists by
drawing some analogy with Moorean absurdities much dimmer.

To bolster my factualist view, let me consider some of the standard objections. I think the
core intuition driving non-factualism is a sort of internalism about the reasons we base our actions
and beliefs on. e thought is that the reasons for which we act and believe supervene on our
non-factive internal states. To make the pull of internalsim vivid, consider my counterpart in the
close possible world where today's colloquium is actually at 4:00. e internalist idea that drives
non-factualism is that the mere fact that colloquium starts at 4:00 in my counterpart's world can't
change whether we act on the same reason when we start walking to Robertson at 3:55. Nor does
it ma er that my counterpart has a true belief and I have a false belief, and likewise for the fact that
my counterpart knows that it starts at 4:00 and I don't. None of these facts make a difference to
which reasons I act on when I start walking towards Robertson.

One way to motivate the internalist view is to think about things rst-personally. It seems like I
have unproblematic access to the reasons for which I act and believe. When I start walking towards
Robertson, it seems bizarre to think that I could be easily mistaken about why I was leaving my
office, walking down the stairs, etc.28 But, the thought goes, this is only true if the internalist view
is true. For it will seem like I know what my reasons are whether my beliefs are true or not. So in
order to hold onto the thought that we have unproblematic access to the reasons for which we act
and believe, we be er be internalists.29

is general line of argument is o en bolstered by the thought that to deny the internalist view
would be embrace the thought that one doesn't act/believe for any reason in the bad cases.30 And
this suggests that when one is in the bad case one's actions and beliefs are simply inexplicable.31

is thought, I think, is what Dancy is ge ing at when he says that non-internalist views are 'too
harsh'.32

I think both of these results would be bad factualists. But I don't think either result is forced
upon the factualist. Let's start with the inexplicability point rst. As David Lewis might say, there
are explanations and there are explanations. In a particular context, my action in Unusual Collo-
quium is perfectly explicable by the claim that I was going to Robertson because I thought collo-

28Of course, the linguistic data—especially the retraction data—seems to cut against this. I'm probably blinded
by theory, but I have a hard time feeling the pull of these thoughts. In general, I think we are apt to be mistaken
about all sorts of things internalists think we have unproblematic access to.

29Williams (1981) famously says that the truth-value of the beliefs we reason fromdon't affect the structure of the
explanation given. is idea runs rampant in the philosophy of action. As we'll see, I think it's true for a particular
kind of action explanation, but not the kind theorists of rationality should be primarily interested in.

30Some non-internalists embrace this conclusion (see especially Li lejohn (2012)).
31Although Li lejohn thinks you don't act for a reason in the bad case, he doesn't think your actions are com-

pletely inexplicable.
32 is was in coversation. For more, see Li lejohn (2012).
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quium started at 4:00. is is a perfectly good explanation for many purposes. If the question is
'Why was EL going to Robertson?', this would o en be a perfectly good answer. It is, a er all, the
most natural answer I would give upon being informed that colloquium starts at 4:30. is is, as
far as it goes, compatible with factualism, which is a view about what it takes for something to be a
reason that you potentially base your action or belief upon.

Moreover, I think there are other true, non-factive, explanations for why I'm going to Robert-
son. For example, it seems like it's true that my rationale for going to Robertson was that collo-
quium starts at 4:00. Rationale explanations seem non-factive. It seems felicitous to say 'EL's ra-
tionale for going to Robertson was that colloquium starts at 4:00, but he was mistaken about that.'
Why is this? It is because rationale explanations are in the business of making a itudes and actions
intelligible. And intelligibility comes cheap. Some consideration can make an a itude or action
intelligible even if it is false.

e rub, though, is that rationale explanations don't entail normative because explanations. It
might be that my rationale for walking to Robertson is that colloquium starts at 4:00; it doesn't
follow that Iwalked toRobertsonbecause colloquium starts at 4:00.33 is is because intelligibility
comes cheap. e acts and a itudes of even themost deluded amongst us can bemade intelligible.

at is, their acts and a itudes have rationales. But it is implausible that they act and hold a itudes
because of certain facts. At the very least, this is a substantive issue, and thus non-factualists need
to argue that the rationale explanations entail the normative because explanations.34

Back to (1)

At this point it's natural for my opponent to become skeptical about (1)—i.e., the claim that if you
possess r toϕ, then you canϕ because of r. Everyone agrees that there is someActingOn condition
when it comes to reasons that are possessed. at is, everyone agrees that there is some important
connection between the reasons we possess and rationally salient explanations of our actions. To
put it in neutral terms, everyone agrees that there is a tight connection between the reasons we
possess and the reasons we can act on. My view is that this amounts to a tight connection between
the reasonswepossess and the reasons that can provide normative because explanations. However,
given that even I think there are some normative looking explanations that are non-factive, why
think the connection is between the reasonswe possess and normative because explanations? Why
not think that having p merely entails being able toϕwith p as your rationale? I think there are two
reasons for preferring the stronger view—i.e., the view that having p entails being able toϕ because
of p.

e rst reason is that it's plausible that there is also a Reverse Acting On condition. at is,
it's plausible that if youmeet the Acting On condition for some proposition p—onmy view this is
being able to ϕ because of p—then you possess p. e Reverse Acting On condition is plausible
if the Acting On condition is being able to ϕ because of p, but is obviously false if the Acting On
condition is having p as your rationale.

33It should be noted that Dancy (2004a) makes the exact opposite inference. He infers that normative because
explanations aren't factive because something like rationale explanations aren't factive and they entail the normative
because explanations. He doesn't argue for this beyond reporting intuitions I (and others) simply don't have.

34For those keeping track of the connections between this chapter and the next, I think think that the rationale
explanations go together with merely ϕ-ing for reasons and the normative because explanations go together with
ϕ-ing for normative reasons.
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If you are able to ϕ because of p, then it's very plausible that you possess p. In order for p to be
able toprovide anormativebecause explanationof yourϕ-ing, it has tobe that youare appropriately
related to p in some way. If p is completely outside of your epistemic ken, or if you don't even
implicitly see the appropriate connection between p and ϕ-ing, then it's hard to see how p could
provide a normative because explanation of your ϕ-ing.

On the the other hand, it's not plausible that if you are able to ϕ with p as your rationale, then
you possess p as a reason to ϕ, at least not on any view about possession on the table. Take the
consequent affirmer. Let's call him Jimmy. Jimmy knows if p, then q and he's just learned q. He
then infers p from q and if p, then q. It's plausible that his rationale for believing p is q and if p,
q. But he doesn't thereby possess q and if p, then q as reasons to believe p. On high bar views (at
least as we've understood them), some reason r to ϕ is a reason you possess only if r is an objective
reason to ϕ. And obviously q and if p, then q aren't objective reasons to believe p in this case. On
low bar views, some reason r to ϕ is a reason you possess only if r is an objective reason to ϕ if true.
But by stipulation q and if p then q are not objective reasons to believe p if true because they are
true and they aren't objective reasons to believe p. So if the Acting On condition is just being a
possible rationale, then the Reverse Acting On condition is false.

at's the rst reason to be skeptical that the Acting On condition is the rationale condition.
e second reason is that once you adopt a non-factive Acting On condition, you've got to give up

on the idea that those in favorable epistemic environments are in an importantly different situa-
tion from those in the depraved epistemic environments. In particular, you're commi ed to think-
ing that the facts that, in the favorable case, you know, or truly believe, or truly justi ably believe,
aren't important when it comes to the explanation for why you are rational. For you could have
possessed the relevant reasons even if you didn't stand in any of those relations with the reasons
that explain why you are rational. is is because the explanation of your actions and a itudes rel-
evant to whether you're rational are just rationale explanations. But the rationale explanations are
the same in the favorable conditions and the depraved conditions, even if the normative because
explanations are different.

is requires a bit of unpacking, for I am making a crucial assumption. I'm assuming that the
Acting On condition is important because it tells us something important about what it is to cor-
rectly respond to reasons. is is because it tells us the connection between possessing reasons and
a certain kind of normative explanation. Plausibly, what it is to correctly respond to a reason r to ϕ
when youϕ is for r to (at least partially) explain why youϕ-ed, where this is the kind of explanation
possessed reasons are linked to via the Acting On condition. e rationale explanation will be the
same whether you are in the good environment or the bad environment. And thus, knowing p,
or truly believing p, or truly believing with justi cation doesn't ma er when it comes to correctly
responding to reasons.

is is objectionable because it seems like there is a important rational difference when a nor-
mative because explanation can be given rather than merely a rationale explanation. When a nor-
mative because explanation is available, I'm connected to an objective reason to ϕ in a way that I'm
not in cases where merely a rationale explanation is available.35 e fact that you know certainly
seems relevant when you're explaining yourself to other people. At least when I know that I know

35For more detailed arguments for this, see Hornsby (2007, 2008), Gibbons (2001), Hyman (2006).
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p, I will o en nd it essential to explain myself in terms of the fact that I know p when I am really
pushed to explain myself.36

It's important to stress that I'm not objecting to the fact that the internalist holds that you are
rational in both the good and the bad case. I agree with this.37 Rather, I'm objecting to the fact
that the internalist view commits us to thinking that, as far as rationality is concerned, both the
deceived subject and the knowing subject are on a par. is is what seems objectionable to me. It
seems essential to explaining the rationality of the knowing to appeal to the fact that they know,
even if the deceived are also rational.

So factualism doesn't commit one to thinking that, in the bad case, one's actions and a itudes
are inexplicable. But even so, it still seems plausible to think that factualism commits one to think-
ing that, in the bad case, one doesn't act on reasons. is is motivated by the plausible claim that if
I act on any reason in the bad case, it must be the same reason I act on in the good case. A er all,
my reasoning is the same in both cases.

I think this is partially right, but I don't think it's right enough to show that factualism commits
you to thinking that in the bad case one doesn't base one's actions and a itudes on reasons. One
problemwith the last paragraph is that it assumes that, in the good case, the only reasonmy action
is based upon is the fact that colloquium starts at 4:00. I don't think this is true. Perhaps the easiest
way to see this is to think about what my belief that colloquium starts at 4:00 is based upon. In
the good case, the fact that colloquium starts at 4:00 is one of the the reasons I base my actions on
when I go to Robertson. But it's not the only one. I also base my action on the other reasons my
belief that colloquium starts at 4:00 is based upon. One of these reasons is the fact that colloquia
normally start at 4:00. is is a reason to think that today's colloquium will also start at 4:00. It's
one of the reasons why I believe colloquiumwill start at 4:00 today. A good test for seeing this is to
note that it's quite plausible that I will be disposed to not think today's colloquium starts at 4:00 if I
didn't possess the reason constituted by the fact that colloquia usually start at 4:00.38 If I found out
that they usually don't start at 4:00, then my con dence that today's starts at 4:00 would probably
go down (and rightly so).

e fact that colloquia usually start at 4:00 is also, plausibly, one of the reasons I base my ac-
tion upon. Again, counterfactuals provide a nice test. Given normal background conditions, it's
plausible that I'm disposed not to walk over to Robertson at 3:55 if I didn't possess the reason con-
stituted by the fact that colloquia usually start at 4:00. For example, if I didn't know that colloquia
usually start at 4:00, then I'd be less likely to go to Robertson at 3:55. is is good evidence that I
do partially act on the fact that colloquia usually start at 4:00when I go toRobertson at 3:55. If this
is right, then factualism doesn't require us to say that in bad cases one doesn't act on any reasons at
all.

One might think there is a tension between my view about explicability and my view about
which reasons are acted upon in the bad cases. e internalist non-factualist might insist that the

36Objection: Your view doesn't explain this. A er all, you think the Acting On condition just comes to p being
able to explain your action, not the fact that you know that p. Reply: is is a canard. Given plausible assumptions
about assertion, when I offer up a normative because explanation of the form 'I ϕ-ed because of p,' I am expressing
my knowledge that p (or at least I think I am). O en when I am pushed harder to explain myself, I will explicitly
say that I knew p. is is not to say that I wasn't expressing my knowledge all along.

37Indeed, chapter 6 will be devoted to explaining why I think you are justi ed in the bad case.
38In chapter 4 I will argue that not only is this a good test, it just is what it is to base my belief on a reason that is

had. e weaker claim that it's a good test will suffice here.

42



e Epistemic Condition What it is to Possess a Reason

fact that we can make my action intelligible by citing the fact that 'colloquium starts at 4:00' as my
rationale for heading toRobertson shows that that is at least one of the reasons that I basemy action
upon.

Again, there are explanations and there are explanations. Here's another perfectly good expla-
nation: I went to Robertson at 3.55 because it takes 5 minutes to walk to Robertson. In some con-
texts this would be a good explanation. Here's another: I went to Robertson because neurochemi-
cal event A caused neurochemical event B, which caused me to begin moving towards Robertson.
If I were a nueroscientist, I might want to know why I went to Robertson based on the more ne
grained brain states I was in when I le . In that context, lling in a complicated neurological story
would be a good explanation of why I went to Robertson. e rub is that these explanations aren't
the ones we are interested in when we are asking for the reason that I basedmy action upon. What
we want to know is what justi es my action.

It is on this score that I think the internalist view fails—even the internalist who appeals to
the rationale explanations. Take my original rendering of Unusual Colloquium. Plausibly, when
Dan asks me why I'm going to Robertson, he's asking for the reasons I acted on. My original an-
swer—I'm going to Robertson because colloquium starts at 4:00—strikes him as wrong because
he knows colloquium doesn't start at 4:00. He thus corrects me. At this point it would be unrea-
sonable for me to stick to my guns and say that I am justi ed in going because colloquium starts
at 4:00. Instead what I'll do is retract and offer up the explanation that I thought it started at 4:00.
Usually Danwon't really care why I thought that. Given that Dan thinks I'm generally right about a
whole host of things, he'll probably give me the bene t of the doubt and leave it at that. However,
suppose Dan is curious why I thought that and he asks me. I would not appeal to the claim that
colloquium starts at 4:00. I would instead appeal to the types of reasons I mentioned before, the
paradigm example being that colloquia usually start at 4:00. I would only appeal to other facts (or
least things I take to be facts) in defending myself. Given normal background conditions, there
will be some facts to appeal to. I think this pa ern of defense is strong evidence that factualism is
correct.

Here's how I see thedialectic, at this point. e initial linguistic data suggests that normativebe-
cause explanations are factive, and the most obvious non-factualist stories don't seem compelling.
Still, there is some intuitive force behind the type of internalism that underwrites non-factualism.

is force is especially acute if the non-factualist is right to think that factualism commits one to
the view that in the bad cases one's a itudes and actions are inexplicable and not based on reasons.
But factualism commits you to no such thing. On the rst point, there aremanyways inwhich your
action is explicable. On the second point, there are usually other reasons that you base your actions
and a itudes on in the bad cases (and the good cases, for that ma er). It's true that the factualist
posits that you are in error about your reasons in the bad case. But this seems to be con rmed by
the fact that we retreat away from the stronger claims once we nd out they are false. We actually
seem to think we were wrong about what reasons we based our a itudes and actions on once we
nd out those beliefs were false. is, it seems to me, provides a compelling case for factualism,

and thus for (2).
Anotherway out is to deny thatwe need to be able toϕ because of the reasonswe possess—this

is to deny (1). Perhaps it is enough that the reasons we possess can be our rationales. is is im-
plausible, as well. is is because wewant the ActingOn condition to tell us something about what
it is to correctly respond to reasons. Because of this, it's plausible that there is a Reverse Acting On
condition. It should be that when I exercise the ability required by the Acting On condition with
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respect to some consideration p, I possess p. But the Reverse ActingOn condition is surely false if
we only need to have the ability to act with p as a rationale. We can act with p as a rationale much
more o en than we possess p. is, I think, provides a compelling case for (1). It follows from (1)
and (2) that non-factive views are false.

3.3.5 Against P�TPJ
I've now argued against LowBar views, Holding views, andNon-Factive views. If those arguments
are sound, then the correct view about the epistemic relation must be a High Bar, Non-Holding,
and Factive view. Our chart now looks like this (the views that have been eliminated via previous
arguments are crossed out; the features of the views that led to their rejection are bolded).

Table 3.2: Updated Epistemic Condition Taxonomy

View High Bar v. Low Bar Holding v. Non-Holding Factive v. Non-Factive
P�B Low Bar Holding Non-Factive
P�Pres Low Bar Holding Non-Factive
P�JB High Bar Holding Non-Factive
P�PJ High Bar Non-Holding Non-Factive
P�TJB High Bar Holding Factive
P�TPJ High Bar Non-Holding Factive
P�K High Bar Holding Factive
P�PTK High Bar Non-Holding Factive

As you can see, there are twoHighBar, Non-Holding, Factive views: P�TPJ andP�PTK. P�TPJ
holds that you possess a reason r only if the proposition p that constitutes r is true and you have
propositional justi cation tobelieve p. P�PTKholds that youpossess r only if youare in aposition
to know p. In this nal subsection I will rst try to allay skepticism about the notion of being in a
position to know, and then I will offer two arguments against P�TPJ in favor of P�PTK.

Position to Know,What

e notion of being in a position to know has come to be a common one in contemporary episte-
mology. Epistemologists rarely bat an eye when it is used on the periphery. However, I've found
that when you place it at the forefront of your theory, philosophers will quickly become skeptical.
In this case this seems fair enough, for the notion is obviously vague. To see this, we needn't look
past my paradigm case in §3.3.3.

In that case, I believe that my wife will pick up my son at the normal time, despite the fact that
she just told me that she can't pick him up that day. Despite the fact that she told me this, I was
engrossed in my magazine just enough not to take the information in to form the belief that she
can't pick him up that day. I am, at least when she tells me this, in a position to know my wife can't
pick him up that day. is is why, I claim, I'm not rational in believing that she will pick him up at
the normal time. Now consider this feature of my situation: 'I ate pizza on January 3rd, 2004' is
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wri en on a piece of paper stuck between page 192 and 193 of my copy of American Psycho on the
bookshelf behind the kitchen table. Good question: Am I in a position to know that I ate pizza on
January 3rd, 2004?

I hope not, and I think not, too. I think there is a way to precisify 'position to know' such that
I am in a position to know that I ate pizza on January 3rd, 2004. But this is not the precisi cation
used here. Roughly, in order to be in a position to know p, you have to be able to learn that p
without a signi cant change in your epistemic situation.39 What constitutes a signi cant change is
also vague (which isn't in-itself objectionable). I'm happy to adjudicate this question in the normal
way we do with vague concepts. Plus, since 'rational' itself is vague, we shouldn't be too surprised
if we some of the analysans of what it is to be rational are also vague.

Still, I sense hostility towards this strategy. So let me precisify somemore.40 To start, compare
being in a position to knowwith being propositionally justi ed. When you have propositional jus-
ti cation to believe p, all of what we can call the impersonal conditions for doxastic justi cation
are met. e personal conditions are believing p and believing p for the right reasons. e im-
personal conditions are just whatever is le . ere are two different kinds of cases where you are
propositionally justi ed. e rst kind of cases are inferential, while the second kind of cases are
uninferential. In the inferential cases, you have propositional justi cation in virtue of some of your
other beliefs. In the uninferential cases, you have propositional justi cation in virtue of some other
kinds of states—e.g., perceptual states.41

Since believing p is a personal condition, it's possible to have propositional justi cation for p
without believing p. When this happens, what is it about the facts that ground your propositional
justi cation that puts you in a position tomeet the personal conditions? Here's a stab at an answer:
In the inferential cases, it's the fact that you have some beliefs with contents such that, if you could
and did a end to those contents and inferentially form a belief that p in the right way, you would
have a doxastically justi ed belief that p. In the uninferential cases, it's the fact that you have some
some experiences such that, if you could and did a end to certain features of those experiences and
uninferentially form a belief in the right kind of way, then you would have a doxastically justi ed
belief that p. Of course I haven't told you what the right way is, but presumably my burden isn't
that heavy.

Being in a position to know works in an analogous way. You are in a position to know p when
all the impersonal conditions for knowledge are met. e personal conditions are (1) believing p
and (2) believing p for the right reasons. e impersonal conditions are just whatever are le over.

ere are also inferential cases and uninferential cases. Since believing p is a personal condition,
it's possible to be in a position to know p when you don't believe p. In cases like this, what is it
in virtue of which you are in a position to know p? In the inferential cases, it's the fact that you
have some beliefs with contents such that, if you could and did to a end to those contents and
inferentially form a belief that p in the right way, youwould know that p. In the uninferential cases,
it's the fact that you have some some experiences such that, if you could and did a end to certain

39Compare with Williamson (2000) and Gibbons (2006).
40What follows was partially inspired by Smithies (2006). I'm con dent Smithies wouldn't be all that happywith

the product of my inspiration (or at least the use I put it to).
41Note that I'm using 'in virtue of ' in its usual broad sense. I'm not commi ing myself to the claim that the beliefs

themselves or the experiences themselves are the justi ers. On my view, a background condition on the contents of the
beliefs/perceptual states being the justi ers is that you have the belief or perceptual state. I'll return to this issue in
ch. 5.
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features of those experiences and uninferentially form a belief that p in the right kind of way, then
you would know that p. Again I haven't told you what the right way is, nor I have told you what
impersonal condition or conditions must be added to go from being propositionally justi ed to
being in a position to know. But I think that I needn't solve the problem of the basing relation or
theGe ier problem inorder for the average reader to globontowhat Imeanby 'position to know.'42

In my paradigm case, I have an auditory experience that is such that were I to a end to certain
features of it—the feature of it that sounds like my wife telling me she can't pick up my son that
day—and formed a belief that p in the right way, then I would know that my wife can't pick up my
son that day.43 It's not the case that I have any such experiences when it comes to what is wri en
on that piece of paper inside American Psycho, nor do I have any beliefs that play the analogous
inferential role. So I'm not in a position to know that I ate pizza on January 3rd, 2004. Voila.

Let me stress that, in some moods, I think being in a position to know is broader than this
characterization. For example, it doesn't seem like having my eyes closed when I enter a room
I've never been in before changes the fact that I'm in a position to know the color of the room's
walls (assuming that the the room is lit in a normal way). But if this characterization is correct,
then having my eyes closed would make a difference. e problem is that I don't know of any
characterization speci c enough to allay the doubts of a skeptic that captures these cases. is is
why I'm happy enough to work with the more speci c version above, at least for the time being. I
think there will be plenty of progress to be made even if we x position to know in this way.

Now let's see why we should accept P�PTK over P�TPJ.

e Circularity Objection

Many think that justi cation can be analyzed in terms of possession. Indeed, the main goal of this
dissertation is to defend the view that what it is to be rational/justi ed is to correctly respond to
the reasons you possess. ose who think this cannot accept P�TPJ. For if they did, then their
analysis of justi cation would be viciously circular. It would say, partly, that what it is to be justi ed
is to correctly respond to the reasons you are propositionally justi ed in believing that are true.
Since justi ed is one of the analysans and is the supposed analysandum, it's very plausible that the
analysis is viciously circular.44

Many will think that the same objection applies to P�PTK. A er all, they'll say, knowledge is
analyzed in terms of justi cation. And thus being in a position to knowwill be analyzed in terms of
justi cation. So if justi cation is analyzed in terms of being in a position to know, justi cation will

42I offer my own solution to the problem of the basing relation in ch. 4 (don't ask for a solution to the Ge ier
problem).

43One might think this way of characterizing this case opens the door for the Holding view to resist my coun-
terexample in §3.3.2. e thought is that one's auditory experience has the relevant reason as its content. is is not
how I'm thinking of the auditory experience. As I'm imagining the case, I do not have an experience that has propo-
sitional content. It's rather that the experience puts me into a position to be in a state with propositional content if
I were to a end to the right features. Much of our perceptual experiences are like this. Right now there are many
things in my visual and auditory eld that are such that if I a ended to them, I'd have a perception with proposi-
tional content. But without a ending to them I don't have such a perception. anks to ShyamNair for raising this
objection.

44Beddor (MS) independently makes a similar point. He thinks the objection extends to P�PTK as well. For
reasons I give in the next paragraph, I disagree.

46



e Epistemic Condition What it is to Possess a Reason

end up being one of the analysans, albeit in a more round about way. us, if you accept P�PTK,
then you can't give a non-circular analysis of justi cation/rationality.

No doubt this has its prima facie appeal. It is an orthodox view that knowledge can be analyzed
in terms of justi cation. Nevertheless, it is an orthodoxy that I reject. Instead, I think that it is
justi cation that is to be analyzed by knowledge. Since I think this, it's no surprise that knowledge
will one of the analysans in my analysis of justi cation!

Defending my knowledge- rst methodology is outside the scope of this chapter.45 I think that
it's independently interesting toworkout a viewusing thismethod inorder to seewhat fruit it bears.

at is, I think this dissertation has merit even if I don't defend the knowledge- rst methodology.
e devil is in the details, and thus progress will be made by working out the details. I'm happy to

write this promissory note here. e important point for our purposes is that there's simply noway
for the defender of P�TPJ to accept that justi cation is analyzed in terms of the reasons that are
possessed without thereby accepting a circular analysis. It is possible for the defender of P�PTK
to do this by denying that knowledge is analyzed in terms of justi cation. is gives those who
think justi cation is analyzed in terms of the reasons that are possessed decisive reason to reject
P�TPJ. Given the other arguments, one who accepts that justi cation is analyzed in terms of the
reasons that are possessed has very strong reason to accept P�PTK and the claim that justi cation
is analyzed in terms of knowledge.

e Naturalness Objection

Although theCircularityObjection provides a decisive reason to reject P�TPJ for thosewho think
that justi cation is analyzed in terms of the reasons that are possessed, its force only extends that
far (or at least the decisive nature of its force). It would thus be nice to have something to say to
those readers who aren't on board with my particular project of analyzing justi cation in terms of
the reasons that are possessed. I should say up front to readers in that position that I'm not too
concerned if you get off the boat here (of course, I will be concerned with your upstream decision
to not think that justi cation is analyzed in terms of the reasons that are possessed!). Youwill agree
withme onmuch of what is important tome in this chapter if you accept P�TPJ.Moreover, if I've
shown that everyonewho accepts that justi cation is to be analyzed in terms of the reasons that are
possessed must accept P�PTK, then I'll consider today a pre y great day for the advancement of
my view.

ose caveats aside, there is at least one thing that can be said in favor of P�PTK over P�TPJ.
Namely, thepropertyof being in aposition toknow ismuchmorenatural than thepropertyof being

45 e locus classicus defense of the knowledge- rst approach is chapter 1 ofWilliamson (2000). ForWilliamson's
remarks on how this relates to analyzing justi cation in terms of the evidence that is had, see §9.1 of Williamson
(2000).
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propositionally justi ed in believing a truth.46 ink of it this way:47 Suppose we decide that the
relevant epistemic condition is factive, and then we ask what the explanation is of this fact. Both
P�PTK and P�TPJ offer an explanation. e P�PTK theorist explains the factivity by appealing
to the factivity of being in a position to know. e P�TPJ explains factivity by pointing out that
all the truths you are propositionally justi ed in believing are true.

It's plausible that the former explanation appeals tomore a natural or uni ed property than the
la er. An essential property of the state—being in a position to know—posited by the P�PTK
theorist is that you can be in that state only if the content of the state is true. It's true that you
can't be propositionally justi ed in believing a truth without the content being true. But you can
be in the same state you're in when you are propositionally justi ed in believing a truth even when
that proposition is false. Adding the truth condition to P�PJ, in other words, seems ad hoc. And
thus the factivity of the possession relation turns out to be, in Williamson's words, 'an ad hoc af-
terthought, not an organic consequence.' But the factivity of the possession relation is an organic
consequence of P�PTK.48

e fact that being in a position to know is more natural than being propositionally justi ed
in believing a truth gives us some reason to prefer P�PTK over P�TPJ. I spelled this out via il-
lustration. It seems like the factivity of the possession relation is be er explained by P�PTK than
P�TPJ precisely because being in a position to know is essentially factive and being proposition-
ally justi ed in believing a truth isn't. Be er explanations make for a be er theory.

3.4 e Treating Condition
So far I've argued that you can possess a reason only if you are in a position to know the proposition
that constitutes that reason. at is to say, I've argued that being in a position to know is a necessary
condition on possessing a reason. e recent literature on possession has been entirely focused on

46Here's Williamson (2009) making the same point against a similar proposal advoated by Goldman (2009b)
(Goldman's view, for what it's worth, faces the Circularity Objection): 'Such a view is a rather unnatural hybrid; the
truth condition is an ad hoc a erthought, not an organic consequence' (311).

Andhere'sWeatherson (MS)making a similar point: 'Toput the point inLewisian terms, it seems that knowledge
is much more natural relation than justi ed true belief.' In a footnote he says 'What is important here is that on
sufficient re ection, the Ge ier cases show that some justi ed true beliefs aren't knowledge and that the cases in
question also show that being a justi ed true belief is not a particularly natural or uni ed property' (7).

47I don't think this is the only way to think of it. I give another way in note 45 below. e way of pu ing it in the
text seems to me to be one of the more simpler ways of pu ing it, and that's why I use that way of pu ing the point.

48I think the lesson we should take from Williamson's primeness argument (see (Williamson, 2000, ch. 3) is not
that knowledge is unanalyzable (this is conclusion that many readers of Williamson draw), but that knowledge is
uni ed in a way that composite states aren't. is doesn't show that knowledge is unanalyzable because it's possible
for knowledge to be both prime and analyzable (this is forcefully shown in Brueckner (2002). I also heard the point
independently made by Ernie Sosa). In general, I think we should expect the prime states to be more explanatorily
basic than the composite ones. Since being in a position to know is a prime state and being propositionally justi ed
in believing a truth is a composite one, I think we should expect the former to be more explanatorily basic than
the la er. I also think this provides some indepedent motivation a knowledge- rst methodology. Williamson does
make a point close to this in (Williamson, 2000, §3.6-3.7), but he doesn't think this is the grandest conclusion one
can draw from the primeness arguments.
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the epistemic condition.49 In fact, as far as I can tell, all of the participants in the recent debate think
that meeting the epistemic condition is both necessary and sufficient for possessing a reason.

I think this is incorrect. Above I gave the following case as a counterexample to the claim that
standing in the appropriate epistemic relation to a reason is sufficient for possessing the reason.

Lois' Fish

Lois has ordered sh for supper. She nds out that the sh contains salmonella. How-
ever, she reasonably believes that salmonella is one of themany types of bacteria found
in food that is harmless to eat. She thus intends to eat the sh.

I take it that, in Lois' Fish, the fact that the sh contains salmonella is a reason to not intend to
eat the sh. Moreover, Lois knows that the sh contains salmonella. us, she meets all of the
epistemic conditions.50 However, she intuitively doesn't possess that fact as a reason to not intend
to eat the sh. She's not in a be er position with respect to the question of whether to eat the sh
now that she knows it contains salmonella. Given Working Hypothesis, she doesn't possess that
fact as a reason not to intend to eat.

My hypothesis aboutwhat ismissing in Lois' Fish is that Lois isn't disposed to treat the fact that
the sh contains salmonella as a reason not to intend to eat the sh. Lois isn't disposed to think (in
some broad sense) that the fact that the sh contains salmonella is a reason to not intend to eat the
sh. is is why she fails to possess that reason even though she stands in the epistemic relation

to the proposition that constitutes that reason. At rst pass at least it seems like you can possess a
reason r to ϕ only if you are disposed to treat r as a reason to ϕ.51

In order to knowwhat it is to be disposed to treat something as a reason we need to knowwhat
is it to treat p as a reason to ϕ. Despite the prevalence of the term 'treat p as a reason,' not much
philosophical a ention has been directly paid to this question.52 So in some sense we can start
fresh (or at least our start will be fresher than most).

I think that one obvious condition is that you believe the proposition that you treat as a reason.
If you think ¬p, then you can't treat p as a reason to ϕ, although you can be disposed to treat p as
a reason to ϕ.53 For example, you might be disposed to treat the proposition it is hot out today as a
reason to turn on the air conditioner when you don't believe it's hot out today, but you can't treat
that proposition as a reason to turn on the air conditioner when you don't believe it's hot out today.

49Some prominent examples include Williamson (2000), Schroeder (2008, 2011), Neta (2008). It should also
be noted that all of the critical replies to Williamson's arguments for E=K that I'm aware of make this assumption,
although that obviously doesn't mean all of the critics share the assumption.

50She is in a position to know, she knows, she is propositionally justi ed, she is doxastically justi ed, she believes,
and she has presentational a itude with the reason as its content. Moreover, it's vacuously true that the content is
an objective reason if true because it is true and it's an objective reason.

51You might ask, 'Why isn't the condition that you have to actually treat it as a reason instead of merely being
disposed to treat it as a reason?' In short, it's because in order to treat p as a reason to ϕ, you have to believe p.
However, I think there are cases where you intuitively possess p even though you don't believe p. So in those cases
you don't treat p as a reason, but you are disposed to. I will argue for this a er I spell out what it is to treat something
as a reason.

52An admirable exception is Schossler (2012). Much of my discussion is heavily indebted to his paper, although
I disagree on some details.

53 is doesn't mean you can possess p when ¬p since you won't be able to meet the epistemic condition when
¬p.
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Believing p is a necessary condition, but it's obviously not sufficient. On one view, all that
needs to be added are normative beliefs. Let's call views of this type Normative Belief views. On
the simplest Normative Belief view, all that is needed is that you believe that p is a reason to ϕ.54

ere are at least two different versions of this simpleNormative Belief view. According to the rst,
you have to explicitly believe that p is a reason to ϕ in order to treat p as a reason to ϕ. is explicit
belief version is very implausible. We very rarely explicitly believe that p is a reason to ϕ, yet we
very o en treat things as reasons. According to a second view, all that is needed is that we implicitly
believe that p is a reason to ϕ. As we'll see, I think there is something to this view. However, I think
even this view is both too broad and too narrow.

It's too broad because it's plausible that you can believe that p is a reason to ϕ and not treat p as
a reason to ϕ. For example, it seems plausible that I could believe that the fact that Oxfam can save
a child's life for $x is a reason to send $x toOxfam and yet this fact could have no effect whatsoever
on whether I'll send money to Oxfam. It could be that the fact that I believe that Oxfam can save a
child's life for $x just doesn't make any difference—even any potential difference—to whether I'll
sendmoney toOxfam. is is compatible, as far as I can tell, with implicitly believing that that fact
is a reason to send money to Oxfam.55 However, it doesn't seem like you really treat p as a reason
to ϕ if you aren't any more likely to ϕwhen you think p obtains.

I think this objection highlights the fact that believing that p obtains must have some type of
broadly motivational upshot vis-à-vis ϕ-ing if you treat p as a reason to ϕ. Following Schossler
(2012), I propose that the relevant condition is that believing p disposes you to ϕ—i.e., you treat
p as a reason toϕ only if believing p disposes you toϕ. As we'll see, this isn't enough, either. Before
we get to that, we should consider why the implicit version of the Normative Belief view is too
narrow.

e implicit belief view is too narrow because some agents can treat things as reasons even
if they don't have enough of the concept of a reason to have beliefs about reasons. For example,
I think that my dog treats the fact that I called her as a reason to come to me. However, I don't
think that my dog can even implicitly believe that the fact that I called her is a reason to come to
me. I doubt she's conceptually sophisticated enough to have that belief. Similarly for my toddler
daughter. I think she treats the fact that honey nut cheerios are tasty as a reason to eat her breakfast,
but I'm con dent that she doesn't have the conceptual capacities to have beliefs about reasons. is
doesn't mean that she completely lacks the concept of a reason. I think she (and my dog) partially
have the concept, just not enough to have beliefs about reasons.56 Because I think this, I think any

54(Scanlon, 1998, pgs. 65-6) seems to hold this view, but it's not clear to me that Scanlon is talking about the
same thing I'm talking about here (Schossler (2012) does think Scanlon is talking about the same thing.)

55 ings are tricky on this point. I think Scanlon would deny this. He argues in Scanlon (1998, MS) that beliefs
about reasons are actually very much like desires—in fact, he thinks we can accurately call them beliefs and call
them desires. So I don't think he thinks that you can be le completely cold by a (purported) fact and still believe
it's a reason to ϕ. e problem with his view is that it doesn't seem like a good account of normative beliefs nor does
it seem like a good account of desires, at least in their non-stipulative senses. For convincing arguments about the
desire point, see Schossler (2012).

56I should say that I'mnot stronglywedded to this point. If I thought therewas compelling reason (which I don't)
to think my daughter or dog aren't treating these things as reasons in a full blown sense, I wouldn't think this is a
grave cost. I think the broadness point is more important. Moreover, I think it's quite plausible that those of us who
have enough of the concept of a reason to have beliefs about reasons will believe p is a reason to ϕ whenever they
treat p as a reason to ϕ.
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view that has a normative belief component overintellectualizes the notion of treating something
as a reason.

In fact, I think this point generalizes to all views that have some type of awareness condition
on treating something as a reason. Schossler (2012)'s view is an example of a view that has an
awareness condition that doesn't amount to a normative belief condition. On Schossler's view, in
order to treat p as a reason to ϕ, I have to be aware of the fact that believing p disposes me to ϕ.
It's not clear to me why he thinks this. He simply says that a condition like this is needed. It seems
to me like this is just an overintellectualization.57 Why would we need to be aware of the fact that
believing p disposes us to ϕ in order to treat p as a reason to ϕ?

So far the two conditions we've se led on for treating p as a reason to ϕ are (1) you believe
p and (2) your belief that p disposes you to ϕ. Let's call the former the Belief Condition and the
la er the Action Condition. Unfortunately, these two conditions are not sufficient, either. For it
could be that the connection between your belief and your disposition to ϕ is the wrong kind of
connection. For example, it might be that my belief that it's hot out today disposes me to turn on
the air conditioner, but only because it disposes me to think I don't have any shoes on and, oddly,
that disposesme to turnon the air conditioner. To give another example, suppose that a benevolent
neuroscientist implants a disposition-creating chip inmy brain and hemakes it so that I come to be
disposed to turn on the air conditioner when I believe it's hot outside. Intuitively, I might not see
any justifying connection between it being hot outside and turning on the air conditioner. I might
love to be hot and to save money on my electric bill. Still, the chip will make it so I'm disposed to
turn on the air conditioner when I believe it's hot.

In order to solve this problem, I think we need to add something akin to the implicit normative
belief. But, of course, it can't exactly be a belief with a normative content because that is an over-
intellectualization. I think the rst part of the answer is that it needs to be that one is disposed to
think, during deliberation about whether to ϕ, that p is positively relevant to whether to ϕ.58 Let's
call this the Deliberation Condition. One can satisfy the Deliberation Condition without having
the conceptual resources to have beliefs about reasons. I'm quite con dent that my daughter is dis-
posed to think that the tastiness of her cheerios is positively relevant towhether eating her breakfast
is the thing to do when she deliberates about whether to eat her breakfast.

is still isn't enough, though. It's true that when I meet the Normative Condition it's implau-
sible to think that p leaves me cold vis-à-vis ϕ-ing. But this is still insufficient because it seems like
these three conditions can be met, but I can still fail to treat p as a reason because there isn't the
right connection between my being disposed in deliberation to think that p is positively relevant
to whether to ϕ and the fact that my belief that p disposes me to ϕ. Our benevolent neuroscientist
case might be, for all I've said, like this. ere might not be any connection between the fact that
my belief that p disposes me to ϕ and my disposition to think p is positively relevant in delibera-
tion about whether to ϕ. In short, the Action Condition might not connect in the right way to the
Deliberation Condition.

I think there is a simple solution to this problem. I think that, in order to treat p as a reason toϕ,
it has to be that your belief that p disposes you to ϕ because you're disposed to think p is positively

57Moreover, it's just not at all clear what Schossler means by 'awareness.' He makes it clear that the awareness
need not be occurrent, nor need it be an awareness of actual causation.

58Note that it's quite plausible that you have this disposition whenever you believe that p is a reason to ϕ. So I
don't think the normative belief accounts have a problem accounting for this feature, even though they do have a
hard time accounting for the action condition.
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relevant towhetherϕ is the thing todo. at is to say, the fact that theDeliberationConditionholds
needs to explain why your belief that p disposes you to ϕ. When this is the case, the Deliberation
Condition is connected in the right way to the Action Condition. Let's call this the Explanatory
Condition.

I think that meeting the Belief Condition, Action Condition, Deliberation Condition, and Ex-
planatoryCondition is necessary and sufficient for treating p as a reason toϕ. us, I thinkTreating
is true:

Treating: A treats p as a reason to ϕ iff (1) A believes p, (2) A's belief that p disposes A to
ϕ, (3) A is disposed to think p is postively relevant to whether to ϕ in deliberation, and (4)
(2) is explained by (3).

Now that we have a be er idea what it is to treat p as a reason to ϕ, we are in a be er position to
see what it is to be disposed to treat something as a reason. A rough way to put what I think the
treating condition comes to is to say that you meet the treating condition on having a reason just
in case you are disposed to meet conditions (2)-(4) when you believe p.59

Anatural question to asknow iswhy shouldwe think that youmeet the treating conditionwhen
you are merely disposed to treat p as a reason to ϕ instead of when you actually treat p as a reason
to ϕ. e answer is that we've already seen a counterexample to the claim that you have to actually
treat p as a reason to ϕ. is was the following case from §3.3.4:

Out of the Ordinary

Eachmorning I casually peruse amagazinewhile I eatmy breakfast. I amdoing this on
Mondaymorning. As I'm doing this, mywife tellsme that she has an unusual schedule
that day. Given her unusual schedule, I need to pick up my son from school (this is
something she almost always does because we have agreed that that is one of her daily
tasks). She speaks clearly when she tells me these facts, and she is a mere 10 feet from
me. However, I am engrossed just enough in theNewsweek I'm reading to not process
the information. Given the fact that picking up my son is not one of my usual tasks, I
believe that I don't need to pick himup that day. My son doesn't get picked up on time.

Consider again my belief that I don't need to pick up my son. A natural explanation of this is that
my wife just gaveme decisive reasons to think this is false—e.g., the fact that she can't pick him up.
Intuitively, it seems like I possess that reason. A er all, my wife just told me that. But ex hypothesi
I don't believe that I need to pick up my son from school. So I don't actually treat that as a reason
to think my day will be unusual. I am, it's plausible to suppose, disposed to treat that as a reason to
believe my day is unusual. If I were paying more a ention and came to believe what my wife told
me, I would treat that fact as a reason to believe that my schedule is unusual.

is isn't the case in Lois' Fish though. Lois isn't even disposed to treat the fact that there is
salmonella in the sh as a reason not to intend to eat the sh. We can see this because Lois does
meet condition (1)but doesn'tmeet theother conditions—her belief that there is salmonella in the
sh doesn't dispose her to not intend to eat the sh and she's not disposed to think the fact that the
59 is is rough because it seems, strictly speaking, false. at is, I'm not sure if the disposition to treat p as a

reason to ϕ comes to the claim that I put in the text. But what I put in the text is a nice way to get at the underlying
idea.
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sh contains salmonella is positively related whether to refrain from intend to eat the sh. ese
differences between me in Out of the Ordinary and Lois in Lois' Fish explain why I possess the
reason in Out of the Ordinary despite the fact that I don't believe the proposition that constitutes
the reason and why Lois doesn't possess the reason even though she does believe the proposition
that constitutes the reason.

I must consider one objection to the way I've been thinking of the treating condition. ere
are cases similar to the cases that motivated our rejection of Holding views that seem to motivate
the rejection of what we might call Holding views of the treating condition. Holding views of the
treating condition hold that in order to meet the treating condition, you actually have to treat or
be disposed to treat the reasons in question as reasons. Non-holding views don't think you have to
actually treat or be disposed to treat things as reasons in order to meet the treating condition. You
might thinkHolding views of the treating condition are implausible because of cases likeMurderer:

Murderer

Bob is a sociopathic murderer. He knows that stabbing his next victim to death would
cause her great pain. However, he does not treat this as a reason for not stabbing her
to death, nor is he disposed to treat this as a reason not to stab her.

If my view of the treating condition is correct, then Bob doesn't possess the reason constituted
by the fact that stabbing his next victim to death will cause her great pain. Moreover, if Bob is
sufficiently depraved, then he won't possess any of the reasons not to stab his next victim to death.
It thus won't be irrational for him to stab his next victim to death.

I certainly feel the pull of this objection! e rst thing to say is that we need to pay careful at-
tention towhat Bob and his ilk are actually like. For themore depraved they are, themore plausible
it becomes that they aren't required by rationality to refrain from doing heinous things. e reason
for this is familiar. At a certain point of depravity it will be plausible that their rational capacities
themselves are sufficiently compromised to open them up to the type of rational criticism that is
intimately connected with rational requirements.

Of course, pointing this fact out isn't sufficient for meeting this challenge. For there will be
some level of depravity thatwon't be sufficiently debilitating to compromise one's rational faculties.
Let's suppose Bob is depraved in this way.

e most natural x would be to move to a Non-Holding account of the treating condi-
tion—perhaps the view that you meet the treating condition for some r to ϕ just in case you are
in a position to know that r is a reason to ϕ. I am a racted to this view, save one consideration.
Namely, this reintroduces the type of overintellectualization I objected to above in the discussion
of Normative Belief views. is is because in order to be in a position to know that r is a reason to
ϕ, you must possess enough of the concept of a reason to form explicit beliefs about reasons. But
it seems to me that agents that lack this conceptual sophistication can still treat things as reasons.

is makes me hesitant to adopt a Non-Holding account.
Because of this, I think I should endorse another answer to the challenge. According to this

view, even though itmight be true that Bob lacks the reasons not to stab his victim, he does possess
reasons to treat the relevant facts as reasons. Moreover, those reasons are decisive reasons to treat
the relevant facts as reasons. us, Bob is irrational in not treating those facts as reasons. So while
he might not be rationally required to treat his next victim well, he is rationally required to do
something that would make it the case that he is rationally required to treat his next victim well.
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I shouldpoint out that cases like this are ubiquitous. SupposeHank is required toholdhis office
hours. If he held his office hours, then when Susan his student came by, he'd be required to talk to
her. But he's not necessarily required to talk to her if he doesn't ful ll his requirement to hold office
hours.60 Another example: Suppose I'm required to save for my children's college educations. If
I meet this requirement, then when my children go to college, I'll be required to write checks for
large sums of money. However, if I don't meet this requirement, I might not be later required to
write those checks. Writing those checkswithout themoneymight domuchmoreharm than good,
even to my children and to their prospects for obtaining a college education. In those cases some
other course of action might be the one I'm required to pursue.

As I see it now, this is what should be said about Bob and his ilk. eymight not be required by
rationality to refrain from doing heinous things. But that doesn't mean they're fully rational when
they do. For it's plausible that they are rationally required to treat the relevant facts as reasons. And
if they did that, then they would be rationally required not to do the heinous things. Now of course
it is possible for there to exist individuals so depraved that they don't even possess reasons to treat
certain facts as reasons. ese characters, I conjecture, are quite likely to be so depraved that their
rational capacities are compromised. So it's no surprise that they would fail to possess reasons that
a very diverse range of human agents possess.

3.5 e View
Now— nally—we've arrived at a view of what it is to possess a reason. ere are two main con-
ditions. e rst is an epistemic condition. I argued above that you meet the epistemic condition
for having some reason p to ϕ just in case you are in a position to know p. Despite the fact that the
literature has spent all of its time focusing on the epistemic condition, it is not sufficient. ere is
also a treating condition. I argued that you meet the treating condition for having some reason p
to ϕ just in case you are disposed to treat p as a reason to ϕ. Combining these, we get Possession:

Possession: What it is to possess a reason p to ϕ is to be in a position to know p and to be
disposed to treat p as a reason to ϕ.

I argued in the last section that you are disposed to treat p as a reason to ϕ just in case you are
disposed to meet the following three conditions when you believe that p: (1) your belief that p
disposes you to ϕ, (2) you're disposed to think p is positively relevant to whether to ϕ, and (3) (2)
explains (1).

I won't a empt to rehash the arguments that have led us to this point. Suffice it to say, I think
that Possession is the view that faces up to scrutiny the best.

60Suppose instead of holding office hours he goees for a walk. On his walk he comes across a pond with a drown-
ing child in it. is happens at exactly the same time Susan stops by his office. He's not required to meet with Susan
in this case, he's requried to save the child, even though he would have been required tomeet with Susan if he would
have done what he was required to do earlier.
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Chapter 4

Deviance in Action andBelief

4.1 Introduction

4.1.1 WhereWe've Been andWhereWe're Going

I chapter 2 I initially motivated the main claim of this dissertation—viz., that what it is to be
rational is to correctly respond to the normative reasons you possess. In chapter 3 I defended

a view about what it is to possess a reason. In this chapter, the nal chapter in Part I, I will defend
a view of what it is to correctly respond to the normative reasons you possess. On my view, you
correctly respond to the normative reasons youpossesswhen youhold a itudes or performactions
for those reasons. Since those reasons are normative reasons, you correctly respondwhen you hold
a itudes or perform actions for normative reasons. e primary goal of this chapter with respect
to the goals of the whole dissertation is thus to defend a view of what it is to act and hold a itudes
for normative reasons. Given the unorthodox view I have about the relationship between acting
and holding a itudes for normative reasons and acting and holding a itudes merely for reasons, it
also makes sense for me to defend an account of what it is to act or hold an a itude merely for a
reason. With that, onward!

4.1.2 e Lay of the Land
Most of our actions and beliefs are performed or held for reasons. Bob cleared the snow from
his driveway because he needs to drive to the office; Mary believes it is cold outside because it is
snowing; and I am using examples involving snow because it is currently snowing in Princeton.
Sometimes the reasons for which we act or believe are normative reasons. Plausibly, Bob's action is
performed for a normative reason andMary's belief is held for one—the reason for which Bob acts
counts in favor of his act and the reason for whichMary believes counts in favor of (the content of)
her belief.

An important project for both epistemology andmetaethics is tounderstandwhat it is for token
beliefs and actions to be held and done for normative reasons.1 is is important because it is
very plausible that we won't be able to fully understand what it is for token beliefs and actions to

1 e focus isn't just on beliefs and actions, of course. A common assumption—one that I will make—is that we
will be able to generalize from these two paradigm cases to other a itudes (e.g., desire, intention, hoping, supposing
et cetera).

55



Introduction Deviance in Action and Belief

be rational, justi ed, creditworthy, or correct without understanding what it is to believe and act
for normative reasons.2 is can be seen via example. Imagine that Jack has excellent reasons to
believe that the temperature will be between 40 and 70 degrees tomorrow—5 reliable forecasts
predict it will be between 50 and 60 degrees. Jack also believes the temperature will be between 40
and 70 degrees. However, his reasons for believing this are that tomorrow is April 12th, that the
temperature of any given day will be the product of the month and the day, and that 4×12=48. He
infers from these beliefs that the temperature will be between 40 and 70 degrees.

It is clear that Jack's token belief is not rational, justi ed, creditworthy etc., despite the fact
that he has excellent reasons to believe what he in fact believes (I will herein focus on rationality).

e lesson to be learned is that not only must one's beliefs and actions be supported by normative
reasons to be rational, there must also be the right connection between one's actions and beliefs
and one's normative reasons for those actions and beliefs. An extremely plausible hypothesis about
what this connection amounts to is that the actions and beliefs that are rational are done and held
for (at least some of) the normative reasons one has for those actions and beliefs. To gure this out
is to gure out what it is to believe and act for normative reasons.

Common ground in the debate about what it takes to believe and act for normative reasons
is that when one acts and believes for normative reasons, those normative reasons explain one's
actions and beliefs. Ground that is far from common is whether the relevant explanatory relation
is a causal relation. e central problem for causal accounts is the famous deviancy problem. e
deviancy problem shows that not all causation by normative reasons counts as believing and acting
for normative reasons. In order to solve the deviancy problem, one has to explain what 'causation
in the right way' amounts to. is has proven a hard task. In this chapter I will provide an analysis
of believing and acting for normative reasons that, I claim, solves the deviancy problem.

is is not all this chapter is about, though. It is also about a topic central to the philosophies
of action and mind. Namely, what it is to believe and act for reasons. Most beliefs and actions are
done for reasons. is, of course, is not to say that most beliefs and actions are rational. is is
because our ability to believe and act for reasons far outstrips the actual normative facts. e sad
fact is that we believe and act for silly reasons all the time. Nevertheless, it is an important and
interesting question in the philosophies of mind and action what exactly believing and acting for
reasons comes down to.3

e debate about this question is very similar to the debate about believing and acting for nor-
mative reasons. It is common ground that the reasons for which one believes and acts explain one's
actions and beliefs. And it is far from common ground whether the relevant explanatory relation is
a causal one. Moreover, the main problem for causal accounts is the existence of deviant causes. It
turns out that many philosophers of mind and action are also a er an elusive 'causation in the right
way'. In this chapter I will provide an analysis of these notions that, I claim, solves the deviancy
problem.

2 eorists who think the topic is important because of some connection to rationality or justi cation include,
among many, many others Turri (2011), Schroeder (MSb), Wedgwood (2003). eorists who think it is rele-
vant to correctness include Schroeder (MSb), Wedgwood (2003). eorists who think it is relevant to credit or
praise/blame include Markovits (2010), Arpaly (2006).

3Indeed, according to one approach to the philosophy of action, this is the central problem. On this approach,
the essential feature of actions is that they can be explained by considerations that provide some type of justi cation
or rationale. is is o en treated as an axiomof the philosophy of action, with support from the twomost in uential
theorists in the 20th century, Anscombe and Davidson.
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It is natural to be abit puzzled at theway I havedivided the terrain. is is because it is natural to
think that believing and acting for normative reasons is parasitic onbelieving and acting for reasons.
Surely what it is to act and believe for a normative reason is just a ma er of acting and believing for
a reason that is also normative. If this is right, then our primary task should be to gure out what it
is to believe and act for reasons. We can then combine our theory of this with the correct theory of
normative reasons to get the correct theory of what it is to act and believe for normative reasons.

I'll argue—show, dare I say—that this is a mistaken way to think about acting and believing
for normative reasons. Any view that tries to analyze acting and believing for normative reasons
in terms of acting and believing for reasons that happen to be normative reasons is going to face
a new type of deviancy problem. ere will be cases of acting and believing for reasons that are
normative reasons that aren't cases of acting and believing for normative reasons. us, acting and
believing for normative reasons deserves its own treatment and its own analysis. I will show how
my analyses of acting and believing for normative reasons solve the deviancy problems.

e structure will be this. I will start, in §4.2, by introducing the lay of the land in the debate
about what it is to act and believe for reasons. Central to this introduction will be explanatory ac-
counts and their deviancy problem. emain task of §4.3 will be to argue that acting and believing
for normative reasons is a subject in its own right. It is not parasitic on the debate about acting and
believing for reasons. us, we will need two analyses. One of what it is to act and believe for rea-
sons and one of what it is to act and believe for normative reasons. Both will have to solve various
deviancy problems. §4.4 will be dedicated to defending an analysis of what it is to act and believe
for normative reasons, while §4.5 will be dedicated to defending an account of what it is to act and
believe for reasons. I will argue that these accounts solve the deviancy problems. In §4.6 I'll explain
how the two accounts are related. I'll close, in §4.7, by showing how my accounts can be used to
solve or dissolve standing problems in philosophy of action, practical reason, and epistemology.

4.2 Acting for Reasons, Believing for Reasons, andBeingDeviant
I just boughtmy son an ice cream cone. Why? Because he has been well behaved today. Rose went
to room 201 on May 10th, 2012. Why? Because her sociology lecture was held in that room at
that time. Bart believes that Andrew Wiles proved Fermat's last theorem. Why? Because his math
textbook says so. Sally always smokes cigare es at parties. Why? Because it makes her look cool
(or so she thinks).4 Louis believes he will be lucky this year. Why? Because his horoscope says he
will be.

ese are all cases of acting or believing for reasons. Interesting question: What is it in virtue
of which the above because claims are true? What is it about me that makes it true that I bought
my son an ice cream cone because he has been well behaved today? And what it is about Rose that
makes it true that she went to 201 on May 10th, 2012 because her sociology lecture is held in that
room on that day?

Nearly all accounts hold that in order for some consideration p to be the reason for which A
ϕs, p must explain A's ϕ-ing. We'll call these explanatory accounts. A central debate in the liter-
ature is about whether the relevant kind of explanation is causal. According to causal accounts,
the reasons for which we act and believe cause our actions and beliefs. Not just any old cause will

4For those keeping track of the connections between this chapter and the last, I think that Sally's rationale for
smoking is that it makes her look cool.
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do, though. is is because there are clearly deviant causes. Here's a version of Chisolm (1966)'s
famous example:

DeadUncle

Dan has decided to kill his uncle Fred because he is set to inherit a vast amount of
money from his uncle. e thought of inheriting the money excites him so much that
he loses control of his car and kills a pedestrian. e pedestrian happens to be his
uncle. He inherits the fortune.

InDeadUncle, some consideration—viz., that he is set to inherit a fortune from his uncle—causes
Dan to do something that leads to the death of his uncle. However, it doesn't seem like the reason
for which Dan kills his uncle is that he is set to inherit a fortune from him. Indeed, it doesn't seem
like Dan performs any action at all. us, causing the outcome is not sufficient for some consider-
ation to be the reason for which some agent acts.

Here's a version of Davidson's most famous deviancy case (originating in Davidson (1980)):

Dead Climber

Dan and Fred are climbing an arduous mountain together. Dan decides that he will
only survive the climb if he rids himself of the burden Fred brings to the project. He
thus believes that he must get rid of Fred in order to survive. is thought so terri es
him, though, that it causes him to loosen his grip on the rope that is supporting Fred.
Fred falls to his death. Dan survives.

InDeadClimber, there is some consideration—thatDanwill survive only if Fred dies—that causes
Dan to do something that leads to Fred's death. However, it doesn't seem like the reason for which
Dan loosens his grip is that he must kill Fred in order to survive. Once again, it doesn't seem like
Dan performs an action at all. us, causing the outcome isn't enough to count as a reason for
which one acts.

Cases with the same structure li er the literature on believing for reasons found in epistemol-
ogy. Here's one from Pollock & Cruz (1999):

Late for Class

Joe is late for class. is causes him to quicken his pace. is causes him to slip, which
causes him to fall on his back and look skyward. is causes him to believe there are
birds in the tree.

In Late for Class, there is some consideration—that Joe is late for class—that causes him to believe
that there are birds in the tree. However, it's clear that the reason for which Joe believes there are
birds in the tree is not that he is late for class. So some consideration causing a belief isn't enough
for that consideration to be a reason for which the belief is held.

Some have thought that deviancy problems are unsolvable and thus think we should reject
causal theories of acting and believing for reasons.5 Others are convinced that only a causal theory

5See, e.g., Ginet (1990, 2008), Swain (1981).
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will do and have faith that even though all proposed solutions are false, some solution must be out
there.6 In due time I will offer analyses that I think solve these problems. First, though, I want to
introduce the closely related debate about what it is to act and believe for normative reasons and
argue that the notion of acting or believing for normative reasons is not parasitic on the notion of
acting or believing for reasons.

4.3 Acting and Believing for Normative Reasons
Although we almost always act and believe for reasons when we act and believe, we don't always
act and believe for normative reasons.7 We o en, although not as much as one would like, act and
believe for normative reasons. I might refrain from jumping off the building because it's so tall. I
might believe Anne is amused because she's smiling. I might start walking at 3:55 because the talk
starts at 4:00 (alas, I'm not so good at doing this).

It's important to work out what it is to act and believe for normative reasons primarily because
there is a tight connection between acting and believing for normative reasons and my beliefs and
acts being rational, justi ed, blameworthy, or creditworthy. I'm particularly interested in the no-
tions of ex ante and ex post rationality or justi cation.8 One is ex ante rational for ϕ-ing when one
has sufficient reason toϕ. But this isn't enough to be ex post rational forϕ-ing. In order to be ex post
rational for ϕ-ing, one must ϕ and there must be the right connection between the reasons that ex
ante rationalize ϕ-ing and one's ϕ-ing. One's belief that p isn't ex post rational if it's held because of
wishful thinking, even if it is supported by the evidence. A very plausible hypothesis about what
the right connection is between one's rationalizers and one's a itudes and actions is that of being
held for or done for those reasons. us, the notion of acting or believing for normative reasons
has become extremely important for the debate about ex post rationality and justi cation.

It's natural to think that when I act or believe for normative reasons, I'm not doing anything
over and above acting and believing for reasons. It's just, in those cases, the reasons for which I'm
acting and believing are also normative reasons. If this were right, then once we worked out both
what it is to act and believe for a reason and what is for something to be a normative reason, we'd
know what it is to act and believe for a normative reason. is view is nearly always assumed in
the literatures on believing and acting for normative reasons. Audi (1993) eloquently gives voice

6See, e.g., Davidson (1980), Arpaly (2006), Pollock & Cruz (1999). One gets the sense that trying to solve the
deviancy problems is a bit passé. Some evidence for this: Nearly all of the more recent work on the problem in
epistemology devote large amounts of space in the introduction justifying the importance of the topic to other is-
sues in epistemology (see, e.g., Turri (2011) and especially Evans (FC)). Apparently epistemologists need constant
reminding that a lot of things hang on the right answer. Even though the problem has not been solved and most
theorists are card-carrying causal theorists, solving the problem doesn't seem to be high onmost people's to-do list.

7I will assume here that normative reasons are facts (or, if think there is a difference between true propositions
and facts, true propositions). One needn't hold this view in order to accept what I say below. I think my view about
acting and believing for normative reasons is compatible with any view of normative reasons. For what it is worth, I
make this assumption because I think it is true, as domany others. It is the orthodox view about practical normative
reasons in metaethics (see, amongmany others, Dancy (2000), Scanlon (1998), Par t (2011), Schroeder (2007)).
It is also held by some epistemologists, most prominently Schroeder (MSb), Williamson (2000).

8 is more o en goes under the heading of propositional and doxastic justi cation in the epistemology litera-
ture. e problemwith this terminology, in this context, is that it can't be generalized to action or practical a itudes.

is is why I, following Goldman (1979), Wedgwood (2002, FCb), use the ex ante/ex post terminology.
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to the view. e pages preceding this quote are spent defending a view of what it is to believe for
reasons.

Since believing for a good reason is believing for a reason (one that is good), the ac-
count clari es believing for a good reason. [...] Indeed, if an indirectly (prima facie)
justi ed belief is simply a belief held for at least one good reason, then if our condi-
tions are supplemented with an account of what constitutes a good reason, we shall
have all the materials we need to understand one of the main kinds of justi ed belief
and, in good part, one of the main kinds of knowledge (267).

Here is Dancy (2000) explaining the connection between acting for reasons and acting for norma-
tive reasons.

It seems, then, that the explanation of action [...] can always be achieved by laying out
the considerations in light of which the agent saw the action as desirable, sensible, or
required. If things were as the agent supposed, there is no bar against the agent's rea-
sons being among the reasons in favor of doing what he actually did. [...] e reasons
that motivated the agent can be among or even identical with the good reasons in the
case (136-37).9

is suggests Composite:

Composite: What it is to ϕ for some normative reason r is to ϕ for r and for r to be a nor-
mative reason to ϕ.

Despite the fact thatComposite is o en taken as an axiom in the debates about believing and acting
for normative reasons, it is false.

e problem is that it's possible to ϕ for r and for r to be a normative reason to ϕ even though
you don't intuitively ϕ for the normative reason r. Cases that show this have been around in epis-
temology since at least Swain (1988), even though no one has fully appreciated what they show.10

Affirming the Consequent is one such case:11

9 ere are several others who explicitly endorse the thought. See, e.g., Schossler (2012), Armstrong (1973),
Swain (1988, 1981). Over and above these examples, the thought o en functions as a basic presupposition of the
debates, as evidenced by the fact that nearly everyone thinks the key thing to explain is acting and believing for
reasons even in contexts when they are searching for the connection that must hold between normative reasons and
beliefs and actions in order to be rational.

10 SeeTurri (2010) formany cases of this kind. Millar (1991), Goldman (2012), Alston (1988) discuss the same
type of cases. I will return to Turri and Millar below. See also Lord & Sylvan (MS).

11An important quali cation: I will assume that the only normative reasons that are relevant here are possessed
normative reasons. I will be officially neutral in this chapter about what the possession relation is. I will, however,
make the simplifying assumption that characters in my stories know all of the relevant facts. As we saw in the last
chapter, on any plausible view about possession, knowing the fact is sufficient to meet the epistemic condition. I
will say a bit more about possession in §6 below.

It is also important to note that this doesn't mean that I am assuming that Sam possesses the relevant reason in
the case below. She probably doesn't. is doesn't spoil the point because she does believe for the consideration
that is the normative reason. If Composite is true, then this should be sufficient for acting for a normative reason.
Moreover, I think you can get cases with the same structure as Affirming the Consequent where the character pos-
sesses the reasons. ese cases are not as clear as Affirming the Consequent, though. anks to Shyam Nair for
pressing me to clarify this.
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Affirming the Consequent

Sam is wondering whether Terry took the bus to work. She knows that Terry's car is
in the driveway. is is, in fact, a suffciently good reason to think that Terry took the
bus. Sam also believes that if Terry took the bus, then Terry's car is in the driveway.
She comes to believe that Terry took the bus by (deductively) inferring that she took
the bus from her belief that Terry's car is in the driveway and her belief that if Terry
took the bus, then Terry's car is in the driveway.

Affirming the Consequent is, I submit, a deviance counterexample to Composite. First things rst,
let's con rm that the two conditions of Composite are met. By stipulation, the fact that Terry's
car is in the driveway is a sufficient reason to believe Terry took the bus. is is just to say that
it is stipulated that the fact that Terry's car is in the driveway is a reason to believe Terry took the
bus and that it is stipulated that there are no defeaters of this reason. Moreover, Sam does believe
Terry took the bus for that reason. A er all, she inferred that Terry took the bus from that proposi-
tion. Nonetheless, she intuitively doesn't believe for a normative reason. For one thing, she affirms
the consequent! More importantly, notice that she is actually insensitive to whether the fact that
Terry's car is in the driveway is a reason to believe Terry took the bus.12, 13

To see this, let's add a bit to the story. Suppose that the fact that Terry's car is in the drive-
way isn't always a reason to believe Terry took the bus, for on Wednesdays Terry carpools. So on
Wednesdays the fact that Terry's car is in the driveway is no reason to believe she took the bus.14

12Objection: e problem here is that Sam is also believing for another reason—viz., that if Terry took the bus,
then her car is in the driveway. In order to believe for a normative reason r, one might think, it has to be that one
doesn't also believe for a consideration that isn't a normative reason. I have two replies to this objection. First,
this would underdetermine the extension of believing for normative reasons. We o en believe for multiple reasons.
Sometimes some of those reasons aren't normative reasons. But that doesn't automatically entail that our beliefs
aren't based on any normative reasons (cf. Turri (2010)). Second, and most importantly, this objection can be
evaded bymodifying the case. Instead of having the conditional be a premise in Sam's inference, you can change the
case so that Terry's car is in the driveway is the only premise and Sam follows the Affirm the Consequent inference
rule. Since inference rules can't be further reasons for belief lest we posit a Carroll regress, in this modi ed version
of the case the only thing to say is that the sole reason for which Sam believes Terry took the bus is that Terry's car
is in the driveway.

13Objection: We can't factor out Sam's reasons like this. Instead, Samonly has one reason, which is a conjunction
of all the claims that Sam's belief that Terry took the bus to work depends on (for a reply like this to a similar kind
of case, see Alston (1988)). Since this conjunction isn't a normative reason to believe Terry took the bus to work,
this isn't a potential counterexample to Composite. Reply: is assumes both an implausible view about normative
reasons and an implausible view of believing for (normative) reasons. First, it annihilates the difference between
background and foreground conditions. To take an uncontroversial example, the fact that the wall seems red is a
normative reason to believe thewall is red. But this normative fact depends on other facts in certainways. For exam-
ple, the fact that it seems red is not a reason to believe it's red if you know that there is a red light shining on it. is
doesn't show, though, that when it is a reason the normative reason is actually constituted by the fact that it seems
red and the fact that it is not the case that a red light is shining on it. e la er fact is just a background condition for
the former fact being a normative reason. Second, there are similar problems for the account of believing for reasons
that is assumed by the objector. Sam's belief that Terry took the bus might depend on a very large amount of things.
It might be that Samwill give up that belief if she comes to believe all sorts of things. It doesn't follow from this that
her reason for believing that Sam took the bus is that Terry's car is in the driveway and she doesn't believe p and she
doesn't believe q and she doesn't believe x...

14 is is a bit controversial, but suppose it's right. One can change the details if one doesn't like these ones. We
just need an undercu ing defeater of the original reason.
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Today is Tuesday, though, so the fact that the car is in the driveway is a reason to believe Terry took
the bus. Nevertheless, Sam doesn't believe for the normative reason constituted by the fact that
Terry's car is in the driveway because she would have believed as she does, and for the very same
reasons, even if it were Wednesday and the relevant fact wasn't a reason. is is strong evidence
that she is not sensitive to the relevant normative facts. is shows, I think, that despite the fact
that Sam believes for a consideration that happens to be a normative reason, she doesn't believe for
a normative reason.

If you don't nd this immediately intuitive, fear not (if you think the fact that Sam is relying on
the conditional belief is problematic, see notes 11 and 12). For I think two platitudes about ϕ-ing
for normative reasons predict that Sam isn't believing for a normative reason. e rst platitude is
that when oneϕ-s for a normative reason r, one is sensitive to r qua normative reason. Call this e
Sensitivity Platitude. e Sensitivity Platitude is a platitude because it is extremely plausible that
a itudes and actions that are held or performed for normative reasons track the normative facts.

ose are the features of the considerations we ϕ for that we seek to track whenwe ϕ for normative
reasons. e rub is that Sam is not sensitive to the relevant fact qua reason. is is shown by the
fact that she would continue to believe Terry took the bus, and for the same reason, even when it is
carpool day. If this is right, then she doesn't believe for a normative reason.

e second platitude is that when one ϕ-s for a normative reason r, one's ϕ-ing is explained by
r qua reason. is is plausible for similar reasons to the rst platitude. When we ϕ for normative
reasons, our ϕ-ing is explained by some normative facts. is, I think, follows from the fact that we
are sensitive to the normative facts when we ϕ for normative reasons. Once again, though, Sam's
belief is not explained by the relevant fact qua reason. us, it is not held for a normative reason.

What follows from the failure of Composite? e rst thing that follows is that we need a sepa-
rate analysis of what it is to act and believe for a normative reason. We can't get by just with analyses
of normative reasons and acting and believing for reasons. is point has been, as far as I can see,
unappreciated.

ese cases not only show this, they also tell us a bit about what the right kind of view must
look like.15 ey show that the correct view must respect Prime:

Prime: What it is to ϕ for some normative reason r is not just a ma er of ϕ-ing for r and r
being a normative reason.

Prime on its own isn't very illuminating. It is, a er all, just the negation ofComposite. We do be er
by thinking of what failure the cases point to. ey point to what all deviancy counterexamples
point to, which is a failure of the analysis to account for some type of connection between the
parts. e problem highlighted by the cases is that Composite doesn't specify what relation must
obtain between the fact that A ϕs and r being a normative reason to ϕ. Since it doesn't do this and
there is more than one way one can ϕ for r, there are cases where both conditions of Composite
are met that are intuitively not cases of acting or believing for normative reasons. Since it will be
helpful later, let's say that an analysis is prime just in case the analysis holds that some connection
must hold between the various parts of the analysis.

With this in hand, let's turn to the details and defense of my account of what it is to act and
believe for normative reasons.

15I don't believe anyone has made this lesson explicit, but several accounts in the literature have the relevant
feature (e.g., Wedgwood (2006), Arpaly (2006), Turri (2011)).
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4.4 What it is to Act and Believe for Normative Reasons
e last section showed that acting and believing for normative reasons is a subject in its own right.

Acting and believing for normative reasons isn't merely acting and believing for reasons plus some-
thing else—viz., the consideration for which one acts being a normative reason. In this section I
will explicate and defend my preferred analyses of acting and believing for normative reasons.

e lesson we should draw from the counterexamples to Composite is that the correct analysis
of acting for normative reasons holds that when A ϕs for a normative reason r, there is some con-
nection between the fact that A ϕ-ed and the fact that r is a normative reason for A to ϕ. I think
the relevant connection is the causal in virtue of relation. Here are some examples of this relation.

e towers collapsed in virtue of the heat (as opposed to the force of the collision). e grass grew
in virtue of the rain (as opposed to the sprinklers). e computer broke in virtue of the water that
was spilled on the keyboard.

I hold that Normative is the correct account of ϕ-ing for a normative reason:

Normative: What it is for A to ϕ for some normative reason r is for A to ϕ in virtue of the
fact that r is a normative reason to ϕ.

e problem with Sam in Affirming the Consequent is that while she believes Terry took the bus
because Terry's car is in the driveway, she doesn't believe Terry took the bus in virtue of the fact
that Terry's car is in the driveway is a reason to believe Terry took the bus.16 We can see this when
we notice that Sam would continue to hold the belief because Sam's car is in the driveway even if
that fact were no longer a reason—e.g., when it is carpool day.

is is, I think, a very intuitive explanation of what's going wrong in cases like Affirming the
Consequent. e short answer being that in these cases the subjects aren't sensitive to the fact
that the fact is a reason to hold the belief or perform the action. However, this is clearly less than
fully satisfying without some story of how the relevant in virtue of relation works. At least one
theorist who defends this type of view refuses to give an account of this, claiming that it is a task
for the metaphysicians (see Arpaly (2006)). is is clearly unacceptable once one realizes that the
projectof eshingoutwhat it is to act fornormative reasons ismetaphysics. We're allmetaphysicians,
whether we like it or not.

My view of the in virtue of relation is dispositional.17 Before I get to it, it's important to point
out a key difference between beliefs, intentions, and desires (among other propositional a itudes)
and actions. Beliefs, intentions, and desires are states, whereas actions are events. is leads to
an important difference between beliefs, intentions, and desires on the one hand and actions on
the other when it comes to believing (or intending or desiring) and acting for normative reasons.

16A note about the causal relata here. I am drawing on the idea that drives aspect theories of causation (see, e.g.,
Paul (2000)). Aspect theorists usually think causes are properties. While this is compatible with my claims, I don't
think one needs to think this in order to hold my view. One could also think of the causes as facts (the fact that
some fact is a reason to ϕ) or think inmore purely dispositional terms (the dispositionmanifested is the disposition
to...). I will use all three idioms in what follows. At the end of the day, I think that dispositions must play a role.
Nevertheless, I thinkwe can still incorporate properties or facts into the picture by having themplay important roles
in the manifestation conditions of the dispositions.

17 ere is a good reason why I don't jump directly to my dispositional account. I think that Normative would
be true even if the following dispositional account failed. is is why I introduce Normative before explicating my
dispositional theory of the in virtue of relation.
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e difference is a difference in the type of causal relation involved. A itudes are sustained by the
reasons for which they are held, whereas actions are o en produced by the reasons for which they
are performed. Once my belief that p (e.g.,) is formed, any reason for which it is held will, at least
partially, sustain it—the reason will help ensure its preservation. Actions, on the other hand, are
produced (at least partially) by the reasons for which they are performed. e event that is the
action is caused to come about by the reasons for which it is performed.

It's tempting to think that theway I drew this distinction is arti cial, for clearly our a itudes are
sometimes produced by the reasons for which they are held. For example, my belief that it is a er
5:00 is caused by the reason provided by the fact that it's 5:45, for I inferred the belief from that
reason. I obviously agree that inference has an important role to play in the correct theory of our
epistemic agency. But this is because inference is a type of activity that we engage in for a reason.
In this case the event of forming the belief that it's a er 5:00 is caused by the fact that the fact that it's
5:45 is a reason to believe it's a er 5:00. Forming the belief is, I think, the result of amental activity
that is one engages in for a reason.18 Indeed, I think something stronger is plausible. I think it's
plausible that the inferences are mental actions. us, my account of what it is to act for a reason
should tell a story about it, and it does. My forming the belief that it it is a er 5:00 is done for the
normative reason constituted by the fact that it's 5:45 just in case it is done in virtue of the fact that
the fact that it's 5:45 is a reason to believe it's a er 5:00. So inference is an action that is done for
a reason. In typical cases, the reason for which one performs the inferential action will also be the
reason for which the belief is held. But this will be true, I claim, only if that reason sustains the
belief. Being the original cause of the belief via inference is not sufficient for being the reason for
which the belief is held.19

Let me register recognition that it is controversial whether inference is an action or merely an
activity. It is not controversial that an activity is involved. Indeed, it is central to most of the going
views about inference that inference is an activity.20 But it is a jump from this to the claim that
inferences are actions. I will explore this in future work.21 In any case, I am convinced that the
reasons for whichwe believe are sustainers and that the reasons for whichwemake inferences need
not always be sustainers. Because of this, I think that inferences play an important but defeasible
role in our believing-for-reasons.22

Notice that I only said that our acts are o en produced by the reasons for which they are done.
is is because it is clear that our reasons for performing some temporally extended actions can

18With an emphasis here on forming. Beliefs that pop into one heads for wacky reasons (e.g., because one is hit
in the head) are not formed, in this sense.

19For counterexamples to the claim that being the original cause of the belief via inference is sufficient for being
the reason for which the belief is held, see the Lo ery and Red Widgets cases in §6.5 of chapter 6.

20 is comes out very nicely in the excellent recent symposiumon the topic inPhilosophical Studies. See Boghos-
sian (FC), Broome (FC), Wright (FC).

21Just a taste for enthusiasts. emain reason for thinking inferences aren't actions is that actions have to be done
for practical reasons and one cannot perform inferences for practical reasons (this is suggested in Kelly (2002)). I
am moved by this thought. However, there is something incredibly similar about the moves one makes under the
veil of supposition and inference. It is hard forme to getmyself to think that in one case actions are being performed
and in the other actions are not being performed. At the very least, the similarities beg to be explained. I think that
it is very plausible that even if we ultimately conclude that inferences aren't actions, we should think they are events
done for reasons. For theorists who think inferences are actions, see Arpaly & Schroeder (2012), Hookway (1999).

22 at said, I think the reasons for whichwemake inferences can justify judgments, where judgments are a certain
kind of concious state. e relationship between judgments and beliefs is murky. is will also be a topic for future
research.
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change over the course of the action. For example, I might start walking home because my wife
told me I needed to come home at once. is might have been the original cause of my act of
walking home. But halfway through she might call back to tell me that the crisis has been averted,
but that my favorite chocolate just arrived in the mail. My reason for walking home might then
change. I might cease walking home because she told me to and start walking home because my
favorite chocolate arrived. e reason provided by the chocolate is not the original cause of the act
of walking home (or at least this is plausible). But it does become the reason for which I'mwalking
home.

I don't think we can have a complete understanding of these types of cases without se ling
other issues in thephilosophyof action that Iwant tobeneutral about here. On someviews—views
onwhich actions are individuated by the intentions they are performed for—there isn't a single act
of walking home here. ere are two.23 is view thus seems compatible with holding that all the
normative reasons for which we act are original causes of the actions.

I'm inclined to think that the actions that are produced by the normative reasons for which
they are done are the basic actions—the actions that are done directly.24 Non-basic actions—e.g.,
walking home—can be sustained by a normative reason r via r being the reason for which a series
of basic actions is done. But, just to emphasize, I don't want to take a stand on these dicey issues
about the ontology of actions. What is important for our purposes is that at least some actions are
produced by the normative reasons for which they are done, whereas I don't think beliefs ever are.

us, I would like to use the limited space I have here to analyze what is going on when actions are
produced by the acts for which they done.25

e distinction between sustaining and production is important in this context because
whether something is an a itude or an action will make a difference to what dispositions onemust
have in order to count as acting or believing in virtue of the fact that something is a normative
reason. e dispositions involved in sustaining are different than the dispositions involved in
producing. Let's stick to belief and action and take them one at a time.

Beliefs are sustained or preserved by normative reasons when they are held for normative rea-
sons. at it is to say, what it is formybelief thatq to beheld in virtue of the fact that p is a normative
reason to believe q is for it to be sustained by the fact that p is a normative reason to believe q. is
just pushes the issue back onto sustaining. Luckily for me (and for you!), I have an account of how
sustaining works. It is a dispositional account. To see how it works, notice that a common feature
of normative reasons is that the facts that constitute them aren't always reasons in worlds in which
they obtain.26 is phenomenon is illustrated by Affirming the Consequent. On Wednesdays the
fact that Terry's car is in the driveway is no reason to believe she took the bus. e fact that she car-

23Other views also seem to have this result. For example, the view of Marcus (2012).
24For some literature on basic actions, see Enc (2003), Hornsby (2005), Lavin (FC).
25Even if youdisagree about someof themore ne graineddetails of the previous fewparagraphs, it is easy enough

to see how tomodify my analyses in small ways in order to suit your tastes. For example, if you think that beliefs can
be produced by the reasons for which they are held, then it is easy to see how to modify my analysis to re ect this
(similarly for the case of action).

26Of course, this is not to say that there aren't some facts that are necessarily reasons for certain things. It's plau-
sible that some facts are (to use terminology I'm about to introduce in the main text) reasons that are not undercut-
table. I of course think you can act and believe for those reasons. I'm thus commi ed to thinking that one can have
dispositions that can never be manifested (viz., the disposition to revise if the reason is undercut). Fortunately, I
think everyone has to think that there are dispositions that can't possibly bemanifested. For a plethora of examples,
see Jenkins & Nolan (FC).
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pools onWednesday is, to use terminology originating in Pollock (1974), an undercu ing defeater
of the reason once provided by the fact that Terry's car is in the driveway. It makes it the case that
there is no reason provided by the fact that Terry's car is in the driveway.

With this phenomenon in mind, we can get a grip on what the relevant dispositions need to
be. In order for some normative reason p to sustain a belief of A's that q, it needs to be that A is
disposed to revise q if p ceases to be a reason to believe q.27 If A has this disposition, then her belief
that q is intuitively sensitive to the fact p is a reason to believe q. is is what we want.

Now on to action. e sentiment is the same even if the details are different. e details are
different because actions are events that are produced rather than states that are sustained. Actions
are caused or produced by normative reasons when they are done for normative reasons. at is,
what it is for an action ϕ to be done in virtue of the fact that r is a normative reason to ϕ is for ϕ to
be caused by the fact that r is a normative reason to ϕ. Just like in the case of belief, this just pushes
the issue back. But I also have a view of what it is for ϕ to be caused by the fact that r is a normative
reason. It's also a dispositional account.28

When one ϕs, one manifests some disposition, which is just to say that there was some state
of the agent that led to ϕ-ing when combined with somemanifestation conditions. When our acts
are done for normative reasons, they are the result of a certain kind of disposition manifesting.

ese dispositions are sensitive to normative reasons qua normative reasons. When A ϕs for the
normative reason r, one's ϕ-ing is the manifestation of a disposition to ϕ when r is a reason to
ϕ. us, when A ϕs for some normative reason r, it's (usually) true of A that if r hadn't been a
normative reason to ϕ, A wouldn't have ϕ-ed.29 If A's ϕ-ing is amanifestation of such a disposition,
then intuitively A is sensitive to the fact that r is a normative reason. is is precisely what wewant.

One objection to theway I've set things up holds that I've just reintroduced the deviancy prob-
lemby ultimately analyzingwhat's going on in terms of sustaining and production. is is not right,
though. What I've done is isolated where the problem lies. e solution to the deviancy problem
is found by guring out which feature of the fact doing the causal work must do the causing in
order for it to be causation of the right kind. I think I have given an adequate account of this in
dispositional terms.

e fully eshed out view of what it is to believe for a normative reason r is given by
Normative-Belief and the fully eshed out view of what it is to act for a normative reason r is given
by Normative-Act:

Normative–Belief: What it is for A to believe p for some normative reason r is for A to be
disposed to revise p if r ceases to be a normative reason to believe p.

Normative–Action: What it is for A to ϕ for a normative reason r is for A's ϕ-ing to be the
manifestation of a disposition to ϕ when the fact that constitutes r is a normative reason to
ϕ.

27Remember thatwe are limiting ourselves to the reasons that are possessed. Because of this, I assume that ceasing
to possess is a kind of undercu ing defeat. e fact that constitutes the reason needn't cease being a reasonwhen you
cease to possess it, but it does cease to be a reason you possess. One needs to be sensitive to this in the same way one
needs to be sensitive to traditional undercu ing defeaters in order to believe (and act) for normative reasons.

28I'm deeply indebted to Wedgwood (2006, 2007) here.
29Two things to note about this. First, it's not meant to imply a counterfacutal account of dispositions. I think all

such accounts are false. Second, despite the falsity of counterfactual accounts, the counterfactuals are usually true
when one has the dispositions. is makes the counterfactuals a good (but fallible) guide to whether one has the
relevant dispositions.
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4.4.1 Why is is, Alas, Not Enough toGet All thatWeWant
I think the preceding accounts are correct accounts of what it is to act and believe for normative
reasons. As we saw above, one traditional motivation for giving such accounts was to gure out
when a belief or action is justi ed, rational, blameworthy, or creditworthy. e common thought
is that it's not enough to be justi ed, rational, or creditworthy for an act or belief to be supported
by normative reasons. One also had to perform the act or hold the belief for the normative reasons.

is is the distinction between ex ante rationality and ex post rationality introduced above. ϕ-
ing is ex ante rational (or justi ed or praiseworthy) just in case ϕ-ing is supported by sufficient
normative reasons. One's ϕ-ing is ex post rational just in case ϕ-ing is ex ante rational and one ϕ-s
for the reasons that make ϕ-ing ex ante rational. Giving a successful account of ex post rationality
is the main motivation for almost all discussions of believing for normative reasons found in the
epistemology literature.

e preceding accounts aren't enough to give us a successful account of ex post rationality. e
problem stems from the fact that when ϕ-ing is ex ante rational, it is supported by sufficiently strong
normative reasons. Not all acts and beliefs supported by normative reasons are rational. Only the
ones that are supported by sufficiently strong normative reasons are.

is will lead to yet another batch of deviancy counterexamples—cases where one acts or be-
lieves for some normative reason r, but doesn't act or believe for a sufficient normative reason. To
see this, let's modify Affirming the Consequent a bit. Suppose that Sam knows that Terry's car is
in the driveway and she believes Terry took the bus to work. Moreover, she is disposed to revise
her belief that Terry took the bus if the fact that Terry's car is in the driveway ceases to be a reason
to believe Terry took the bus—e.g., if it's Wednesday. us, Sam believes Terry took the bus for
the normative reason provided by the fact that Terry's car is in the driveway. However, it doesn't
follow that she believes Terry took the bus for the sufficient normative reason provided by the fact
that Terry's car is in the driveway. Home Sick shows this:

Home Sick

In the actual world, the fact that Terry's car is in the driveway is a sufficent reason to
believe that she took the bus. However, consider the world where it isn't a sufficient
reason even though it's still a reason. Suppose Sam calls Terry's office to inquire about
dinner. Terry's secretary tells Sam that Terry is home sick (and has been all day). is
defeats the reason provided by the fact that Terry's car is in the driveway. However,
suppose that Sam, despite being disposed to revise her belief if the reason ceased being
a reason, isn't disposed to revise when she nds out this new information, and thus
does nothing.

InHome Sick, Sam does in fact believe for a normative reason that happens to be sufficient. is is
because she believes for a normative reason and, in the actual world, that reason is sufficient. How-
ever, it doesn't seem like she believes for a sufficiently strong normative reason. is is because she
isn't sensitive to the fact that it's a sufficiently strong normative reason, as is shown by her behav-
ior in the world where the reason in question stops being sufficiently strong. us, believing for a
normative reason that happens to be sufficiently strong isn't enough for believing for a sufficiently
strong normative reason.
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Just to be clear, in Home Sick Sam is sensitive to undercu ing defeaters—this is what it is to
believe for a normative reason. She is, in other words, sensitive to whether the fact in question
is a reason. But she's not sensitive to the fact that the normative reason for which she believes is
sufficient. We can see this by noting that she is not disposed to revise her belief when the reason is
outweighed. It seems like you need to be sensitive to both kinds of defeat in order to believe for a
sufficient normative reason.

e form the proper response should take is exactly the same as our response to the deviancy
problems from §3.3. e problem with the view that what it is to act for a sufficient normative
reason is to act for a normative reason that happens to be sufficient is the same problem we saw
for the account that holds that what it is to act for a normative reason is to act for a reason that
happens tobenormative—they areboth composite accounts. e properway to solve thedeviancy
problems in both cases is to move to a prime account.

Just as in the previous section, I think the correct account holds thatwhen Aϕs for a sufficiently
strong normative reason r, there is a tight connection between the fact that A ϕs and the fact that r
is a sufficiently strong normative reason toϕ. Onmy view, the relation is the causal in virtue of rela-
tion. I think Sufficient Normative is the correct analysis of acting for sufficiently strong normative
reason:

Sufficient Normative: What it is for A to ϕ for some sufficient normative reason r is for A
to ϕ in virtue of the fact that r is a sufficient normative reason to ϕ.

I spell out this in virtue of relation dispositionally, just as before. e only difference being that the
disposition involved with acting for a sufficient normative reason is not only sensitive to whether
the consideration in question is a reason—i.e., to whether is has been undercut—but also to
whether the reason is a sufficient reason—i.e., it is sensitive to whether it has been outweighed
by stronger reasons on the other side. us, when one acts or believes for sufficient normative
reasons, one is sensitive to both kinds of defeaters, which is intuitively what we want from an agent
who acts and believes rationally or justi ably.

e difference between states like beliefs and actions applies here, as well. States are sustained
whereas actions are produced. us, the relevant dispositions will be different depending on
whether it is a state or an action. Rather than going through all the details of this again, I will
just state my analyses of what it is to believe for sufficient normative reasons and act for sufficient
normative reasons.

Sufficient Normative–Belief: What it is for A to believe p for some sufficient normative
reason r is for A to be disposed to revise p if r ceases to be a sufficient normative reason to
believe p.

SufficientNormative–Action: What it is for A to ϕ for a sufficient normative reason r is for
A's ϕ-ing to be the manifestation of a disposition to ϕ when the fact that constitutes r is a
sufficient normative reason to ϕ.

On my view, you have ex post rational or justi ed beliefs only when you meet the conditions of
Sufficient Normative-Belief and your actions are ex post rational or justi ed only when you meet
the conditions of Sufficient Normative-Action.30 ese views have at least two things going for

30 ere are serious objections to this account of ex post rationality. One serious objection has to dowith forgo en
evidence. I offer a response to this problem in chapter 5, along with responses to several other problems with the
account.
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them, at this point (I will point out several more virtues in the nal section). First, they capture the
extremely natural thought that when you act or believe for sufficient normative reasons, your acts
and beliefs are sensitive to defeaters of those reasons. Second, they solve the deviancy problems in
precisely thewaymymoregeneral diagnosis ofwhat's goingon in thedeviancy examples suggests.31

4.5 What it is to Act and Believe for Reasons
In §4.3.3 we saw that acting and believing for normative reasons is a different topic from acting and
believing for reasons—one is not parasitic on the other. In the last section I offered my analyses of
what it is believe for a normative reason andwhat it is act for a normative reason. In this section I'm
going to explicatemy analyses of what it is to act for a reason and believe for a reason. I'll argue that
these analyses solve the deviancy problems found in §4.3.2. First, let's remind ourselves of those
cases. I gave two deviancy counterexamples for causal accounts of acting for reasons, the rst from
Chisolm (1966) and the second from Davidson (1980):

DeadUncle

Dan has decided to kill his uncle Fred because he is set to inherit a vast amount of
money from his uncle. e thought of inheriting the money excites him so much that
he loses control of his car and kills a pedestrian. e pedestrian happens to be his
uncle. He inherits the fortune.

Dead Climber

Dan and Fred are climbing an arduous mountain together. Dan decides that he will
only survive the climb if he rids himself of the burden Fred brings to the project. He
thus believes that he must get rid of Fred in order to survive. is thought so terri es
him, though, that it causes him to loosen his grip on the rope that is supporting Fred.
Fred falls to his death. Dan survives.

In both cases there is some consideration that causes some event even though it doesn't seem like
the event caused is an action done for that consideration. e trick, of course, is to explain the dif-
ference between these cases and caseswhereDandoes perform the actions for the relevant reasons.

I gave one case of a deviant causal chain in the case of belief from Pollock & Cruz (1999):

Late for Class

Joe is late for class. is causes him to quicken his pace. is causes him to slip, which
causes him to fall on his back and look skyward. is causes him to believe there are
birds in the tree.

e structure is the same. ere is some consideration that causes Joe's belief that there are birds
in the tree, but intuitively that consideration is not a reason for which Joe believes. e trick is to

31 ose who are mainly interested in normative ma ers could now skip to §4.7 without loss. Readers wanting to
read a shorter version of the chapter are also encouraged to do this.
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explain the difference between cases like Late for Class and a case where Joe does hold the belief
for the relevant consideration.32

It's trickier to see exactly what's goingwrong in these cases than in the deviancy cases for causal
accounts of ϕ-ing for normative reasons. e main reason for this, I think, is that in the cases of
acting for normative reasons, there is an independent property the facts have—the property of
being a normative reason—that one needs to stand in a certain relation to in order to act or believe
for it. e normative reason is always going to be there, by hypothesis. is gives us something to
work with. Now, of course, there is also some independent entity—the consideration—in these
more basic cases. But the analogousmove in theses cases—to say that onemust act in virtue of the
fact that the consideration is a consideration—is unilluminating. Something else must be going
on.33

e key, I think, is that in non-deviant cases the agent is acting and believing in virtue of the fact
that the consideration has a certain status in one's psychology. e status, I claim, is that of being
treated as a normative reason to hold the belief or perform the action.34, 35 When you ϕ for a reason r,
you ϕ in virtue of the fact that you treat r as a normative reason to ϕ.

e last chapter provided an analysis of what it is to treat something as a reason. I don't think
I need to rely on all the details of that analysis here. I will instead point to two of the core features
of treating.

e rst feature is that one must believe the propositions one treats as normative reasons. Of
course, this isn't to say that we aren't disposed to treat lots of things we don't believe as normative
reasons. We conditionally treat lots of things as normative reasons, conditioned on themobtaining
(the manifestation conditions of these disposition are just us believing they obtain).

e second, more substantial, condition is that when we treat p as a normative reason to ϕ, we
are disposed to think p is positively relevant to the question of whether to ϕwhen we're reasoning
about the merits of ϕ-ing under certain conditions. e conditions are, roughly, what Gibbard
(1990) calls normative discussion. Normative discussions are unconstrained in certain ways. For
example, in normative discussion social pressures against seeing certain things as salient are li ed.
Moreover, in normative discussions we are trying to discover all of the merits of ϕ-ing. us, there
are not the usual pragmatic pressures to only reason about the considerations that are especially

32It's harder to imagine the good case with this example. Here's one: Joe's class is held during lunch, when a lot
of the university members feed the birds. e birds are thus usually not in the trees during this time because they
are on the ground to get the food. Joe notices he's late for class (and lunch is thus over). He infers from this that the
birds are back in the trees.

33Note that I'm going start using 'consideration' more than 'reason' so as to not confuse the things for which we
act when we merely act for reasons with the things for which we act when we act for normative reasons. I might
occasionally use 'reason.' When you see 'reason' unadorned by 'normative,' I am talking about considerations.

34Schossler (2007, 2012) takes the notion of treating as a reason as central to his account of intentional action.
He doesn't use the notion to solve the deviancy problem, though. On his view, the deviancy problem is a separate
issue. I think this makes the view border on circularity. Moreover, his solution to the deviancy problem appeals to
the types of dispositions I think must hold to act and believe for normative reasons. I think this will not explain all
the cases of acting for reasons. In short, I think his view ends up extensionally inadequate because he neglects to
notice that acting and believing for reasons is a different topic than acting and believing for normative reasons.

35Many others have thought treating as a normative reason plays an important role in the correct account of
believing and acting for normative reasons. See, e.g.,Milligan (1974), Velleman (2000), Broome (1997), Schroeder
(2007). Setiya (2007b) argues against the claim that treating as a normative reason is necessary, but still appeals to
treating as a reason. As far as I know, no one has used the notion the way I do.
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weighty.36 When you treat p as a normative reason toϕ, you are disposed to think that p is relevant
to the question 'whyϕ?' in normative discussion. Of course, it should be noted that formany of the
things we treat as normative reasons, we are also disposed to think they are relevant to reasoning
about ϕ-ing in ordinary circumstances.

e million dollar question at this point is what this thinking p is relevant comes down to.37

On the most natural interpretation, it involves a belief with a normative content (or something
close to that)—e.g., that p counts in favor of ϕ-ing, or p is a reason to ϕ. Some theorists are at-
tracted to this (e.g., Scanlon (1998), Milligan (1974), Broome (1997)). According to some other
theorists, it amounts to a completely separate—perhaps sui generis—psychological state. Marcus
(2012) prefers to describe the state as representing that p is to be believed as a consequence of the
fact that q is to be believed.38 According to a third group of views, the state one enters into is just a
belief that p, but one that has extra phenomenal character—that of counting in favor of ϕ-ing (see
Dorsch (FC)). On this view, what it's like to believe that p 'feels' differently when you treat p as a
reason to ϕ than when you don't.

As we saw in the last two chapters, I think the rst view is misguided. is is because it over-
intellectualizes. It doesn't seem like we need to have or be disposed to have beliefs with explicit
normative contents in order to treat things as normative reasons. is would bar those that lack
enough of the concept of a normative reason to have beliefs with explicit normative contents as
being able to treat things as normative reasons. Since I think it's clear that small children andmany
animals do treat things as normative reasons, this seems like a decisive objection.

I'm not sure what to make of the second view. It all depends on what the new state is like. I
think that Marcus (2012)'s version of the view overintellectualizes in several ways and is no real
improvement over the rst type of view. However, it's possible to have this type of view without
overintellectualizing. My worry with this, though, is that it feels like we're just stipulating into ex-
istence a state with the right properties. Perhaps treating is non-reducible to other states, but the
burden for showing this is quite heavy.

For these reasons, I think the third view is quite a ractive. It at least has the right formal fea-
tures. at is, I think it avoids overintellectualization while also providing plausible explanations
of the core features of treating. Although I don't want to commit myself to the view here, I think
it is the the best option of the three. Nevertheless, despite this philosophical puzzle about some
features of treating, I don't think anyone should be skeptical that there is such a phenomenon. We
are all intimately familiar with the phenomenon (even when we reason about whether such a phe-
nomenon exists!).

I think it's no surprise that the notion of treatingwould play a pivotal role in the correct account
of acting and believing for reasons. Preliminary evidence for this is the fact that the considerations
we see as salient when reasoning about what to do and believe are, if things go well, the considera-
tions we believe and act for.

ere is a composite way to incorporate the notion of treating into an analysis of ϕ-ing for a
reason. According to this view, what it is to ϕ for some reason r is for r to cause one to ϕ and

36See Schroeder (2007) for an excellent cataloguing of the effect such pragmatic features have on our normal
discourse about reasons.

37 is is going beyond the discussion in the last chapter. In the terms of the last chapter, this is an deeper inves-
tigation into what the Normative Condition on treating is like.

38He argues that this can't just be a doxastic a itude we already posit and thus that it is a new state.
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for one to treat r as a normative reason to ϕ. Unsurprisingly, this view leads to further deviancy
problems, as is shown by the following example (inspired by (Schroeder, 2007, chapter 8)).

Virus

Joe likes to dance and thus is disposed to treat the fact that therewill be dancing at Liz's
party tonight as a reason to go to Liz's house (when he believes that Liz is throwing a
partywith dancing). However, he also has a bizarre virus that compulsively causes him
to go to Liz's house whenever he believes there is a party at Liz's house. He comes to
believe that there is a party at Liz's house (and that there will be dancing at said party).

e virus causes him to compulsively head to Liz's house. e fact that he treats the
dancing as a reason to go plays no role in the etiology of his behaviour.

Joemeets the two conditions laid downby the composite account. He is caused to go toLiz's house
by a consideration that he happens to treat as a normative reason to go to Liz's house. However, he
intuitively doesn't act for that reason—perhaps he doesn't act at all. So the composite version of
the view must be false.

No need to worry, though, for there is a prime version of the view that doesn't have this prob-
lem. e form of the view is by now familiar. What needs to happen for Joe to act for the reason
is that he needs to go to Liz's house in virtue of the fact that he treats the dancing as a normative
reason to go to Liz's house. is isn't true of Joe in Virus. e fact that he treats the consideration
as a normative reason is idle.

is nicely highlights the basic idea behind my general account of what it is to ϕ for a consid-
eration r.

Consideration: What it is for A to ϕ for some consideration r is for A to ϕ in virtue of the
fact that A treats r as a normative reason to ϕ.

In order for this to be fully satisfying, an account of the in virtue of relation must be given. Once
again, I think it should be eshed out dispositionally. And once again, the differences between
states like beliefs and events like actions make a difference to what the relevant dispositions are.
When you ϕ in virtue of the fact that you treat r as a normative reason to ϕ, your action is the result
of a disposition that manifests when you treat r as a normative reason to ϕ. When you believe q in
virtue of the fact that you treat p as a normative reason to believe q, you are disposed to revise q if
you cease treating p as a normative reason to believe q. is is just to say that Consideration–Belief
and Consideration–Action are true:

Consideration–Belief: What it is for A to believe q for a consideration p is for A to be
disposed to revise the belief that q if A ceases to treat p as a normative reason to believe q.

Consideration–Action: What it is for A to ϕ for a consideration r is for A's ϕ-ing to be the
manifestation of a disposition to ϕwhen A treats r as a normative reason to ϕ.

ese accounts solve the deviancy problems. Dan does not hit the pedestrian in virtue of the fact
that he treats the fact that he will inherit a large sum from his uncle if his uncle dies as a normative
reason to kill the pedestrian. Likewise, Dan does not loosen his grip in virtue of the fact that he
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treats the fact that he will survive only if his partner dies as a normative reason to loosen his grip.
Moreover, Joe does not believe there are birds in the trees in virtue of the fact that he treats the con-
sideration that he is late for class as a normative reason to believe there are birds in the trees. e
dispositions that manifest when Dan behaves in those ways and when Joe forms that belief have
nothing to do with treating the considerations that cause the behavior and belief as normative rea-
sons. In Dan's cases, it's his excitement and terror, respectively, and in Joe's case it's his disposition
to treat the contents of visual perceptions as reasons.39

4.5.1 Again, is is Not Enough
At the end of the last section we saw that we couldn't capture everything we want to capture with a
theory of ϕ-ing for normative reasons without an analysis of what it is to ϕ for sufficient normative
reasons. Moreover, we saw that ϕ-ing for sufficient normative reasons isn't the same as ϕ-ing for
normative reasons that are sufficient. More needs to happen in order to ϕ for sufficient normative
reasons.

Something similar happens when it comes to ϕ-ing for reasons. To see this, compare Jack to
Jill. Jack treats the consideration that smoking is harmful to his health as a normative reason to
not smoke. Moreover, he doesn't smoke for that reason. Not only this, but Jack treats this as a
sufficient normative reason not to smoke. is means, at rst pass, that Jack is disposed to see
that consideration as ending deliberation under circumstances of normative discussion. Jill, on
the other hand, treats the fact that smoking harms her health as a normative reason not to smoke
and she doesn't smoke for that reason. However, she doesn't treat that consideration as a sufficient
normative reason. She treats it as a normative reason, but not as one that is weighty enough to end
deliberation.

Something is going wrong with Jill that isn't going wrong with Jack. Jill acts for a reason she
doesn't treat as weighty enough to se le deliberation. Jack, on the other hand, does. Other things
being equal, it doesn't seem like you should move from being in Jill's position to acting and it does
seem like you should move from being in Jack's position to acting. So it seems like we need an
analysis of what Jack is doing, for at this point we just have an analysis of what Jill is doing.

What Jack is doing, I think, is refraining from smoking in virtue of the fact that he treats the
fact that smoking is harmful to his health as a sufficient normative reason not to smoke. Just like
before, this in virtue of relation is spelled out dispositionally. e reason why Jack acts in virtue
of the fact that he treats certain considerations as sufficient normative reasons is that Jack's act is
the manifestation of a disposition that manifests when Jack treats that consideration as a sufficient
normative reason to perform that act.

is leads to Sufficient Consideration–Action and Sufficient Consideration–Belief:

SufficientConsideration–Belief: What it is for A to believe p for a sufficient consideration
r is for A to be disposed to revise p if A ceases to treat r as a sufficient normative reason to
believe p.

39A key difference between Dan's cases and Joe's is that in Dan's cases there doesn't seem to be an action at all,
and hence there is no action done for a reason. In Joe's case, by contrast, there is a belief that is presumably held for
reasons.
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Sufficient Consideration–Action: What it is for A to ϕ for a sufficient consideration r is
for A's ϕ-ing to be the manifestation of a disposition to ϕ when A treats r as as a sufficient
normative reason to ϕ.40

is concludes the part of the chapter that explicates my analyses and argues they can solve de-
viancy problems. I think that I've provided a general diagnosis of what leads to deviancy problems
and argued for analyses that avoid the relevant features. us, I think I've provided analyses that
have the virtue of solving the deviancy problems while at the same time being independently at-
tractive. In the nal part of the chapter, I'll spell out three ways in which these analyses are even
more a ractive, by showing that they can help us make progress on several other debates across
philosophy. Before ge ing to that, though, I should explain the relationship(s) between acting and
believing for normative reasons and acting and believing for reasons.

4.6 e Connection Between Acting for Reasons and Acting for
Normative Reasons

As we've seen, I deny that there is any parasitic relation between ϕ-ing for reasons and ϕ-ing for
normative reasons. is entails that you stand in a different relation to normative reasons when
you ϕ for them than you do for considerations when you ϕ for them. I think this is forced upon
us by cases like Affirming the Consequent. e only way to be sensitive to normative reasons qua
normative reasons is to be sensitive to the fact that they are normative reasons. But one needn't be
sensitive in this way to ϕ for reasons. So it can't be the same relation.

Despite this, it sure seems like it's the same relation. It's plausible that, from the rst person
perspective, the relation seems to be the same. In other words, when you act for reasons, it seems
like you act for normative reasons. And when you act for normative reasons, it seems like you act
for reasons. Since I deny that they are the same relation, I must explain why these things seem the
way they do. I'll take them one at a time.

4.6.1 e Transparency of Acting for Reasons
We'll start with what I take to be the most important piece of data, which I'll call the Transparency
of Acting for Reasons:

Transparency of Acting for Reasons: When one ϕs for a consideration p, it seems as if one
is ϕ-ing for a normative reason p.41

Views that hold that acting for normative reasons involves acting for reasons have an easy time
explaining the Transparency of Acting for Reasons. Acting for reasons is transparent because you

40Both of these analyses are prime. It's interesting to note that in this case, unlike in the others, a composite
account is not at all tempting. A composite account holds that acting for a sufficient consideration is a ma er of
acting for a consideration that happens to be sufficient, where the fact that you act for the consideration and the
fact that it is sufficient are not related. If the two conditions were independent, then we would have a new batch of
deviancy cases. I'll leave it as an exercise for the reader to construct a case of this kind.

41Although this claim is intuitively plausible and endorsed by many, it should be noted that it is controversial.
Setiya (2007b) offers purported counterexamples.
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stand in the same relation to the considerations on which you act in both cases. My view can't give
this explanation.

Regardless, my view still has an elegant explanation of the transparency of acting for reasons.
Recall that in order to ϕ for a consideration p, on my view, you have to treat p as a normative
reason to ϕ. is is why acting for reasons is transparent. It's transparent because acting for reasons
essentially involves treating those considerations as normative reasons to act the way you do.

Indeed, I think that noma erwhat you think about the relationship between acting for reasons
and acting for normative reasons, you still need to explain the transparency of acting for reasons
in this way. at is to say, I think that my account of acting for reasons is correct, even if acting for
normative reasons is somehow parasitic on acting for reasons.

4.6.2 e Transparency of Acting for Normative Reasons
Not only does it seem like you act for normative reasons when you act for reasons, it seems like
you act for reasons when you act for normative reasons. In other words, Transparency of Acting
for Normative Reasons is true:

Transparency of Acting for Normative Reasons: When one ϕs for a normative reason p,
it seems as if one is ϕ-ing for a consideration p.

Unlike in the last case, it's tempting to think that it's necessarily true that whenever you ϕ for a
normative reason p, you are ϕ-ing for a consideration p. I think we should give in to this tempta-
tion. us, I think that it seems like we ϕ for reasons when we ϕ for normative reasons because we
actually do. Unfortunately, nothing I have said so far guarantees this. I thus have to supplement
the account to show this. Fortunately, I think the account can be supplemented by independently
plausible assumptions that entail that whenever one ϕ-s for a normative reason r, one ϕ-s for a
consideration r.

ere are three important claims. First, in order to ϕ for a normative reason r, one needs to
possess r as a reason to ϕ. Second, in order to possess r as a reason to ϕ, onemust treat r as a reason
toϕ. ird and nally, not only does one need to treat r as a reason toϕ, onemust treat r as a reason
to ϕ in virtue of the fact that r is a reason to ϕ. I'll brie y defend each claim here.42

It is very plausible that in order to ϕ for a normative reason r, one needs to possess r as a rea-
son.43 is is because it is plausible that in order for r to be the normative reason for which you
act or believe, r must be within your epistemic ken. If you are ignorant of r, then r cannot be the
normative reason for which you act or believe. Part of what it is to possess r as a normative reason
to ϕ is for r to be in your epistemic ken. e claim that possession is necessary in order to be able
to ϕ for r explains why ignorance precludes one from being able to ϕ for r.

However, as we saw in both chapter 2 and chapter 3, standing in some privileged epistemic re-
lation to r isn't sufficient for possessing r as a normative reason to ϕ. We o en know facts that are
reasons to ϕ but fail to possess them as reasons to ϕ because we fail to see the normative connec-
tion. To adapt the case from earlier chapters, suppose that there is a scienti c consensus that some

42For a defense of the rst claim see chapter 7 and for a defense of the second claim see chapter 3.
43 e claim is o en endorsed (e.g., by Turri (2009, 2010)). Moreover, it is o en a background assumption (e.g.,

in Schroeder (2007, 2009b), Hornsby (2008), Hyman (2006), Gibbons (2001)).
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bacteria found in your favorite cheese is harmless. You thus don't treat the presence of the bacte-
ria as a reason to refrain from eating the cheese. As it turns out, the scientists are wrong. Given
certain background conditions, the bacteria is harmful. Moreover, the background conditions are
met in your case. us, the fact that the cheese contains that bacteria is in fact a reason not to eat
the cheese. Intuitively, though, you don't possess that fact as a (normative) reason not to eat the
cheese. is is because, I claim, you don't treat that fact as a normative reason not to eat the cheese.

is provides good reason to think that in order to possess r as a normative reason to ϕ, one must
treat r as a normative reason to ϕ.

Finally, a brief defense of the claim that in order to possess r as a normative reason to ϕ, one
must treat r as a normative reason to ϕ in virtue of the fact that r is a normative reason to ϕ. In the
context of this chapter, this claim shouldn't be surprising. Amajor lesson from cases like Affirming
the Consequent is that one can treat some fact as a normative reason to ϕ in many different ways.
Someof thoseways are seriously disconnected from the actual normative facts. It is quite plausible,
I think, that when one treats some fact as a normative reason toϕ in theseways, one doesn't possess
that fact as a normative reason. One needs to track the normative facts in order to possess the
reason.

If one needs to treat r as a normative reason in order to possess r as a normative reason and
one needs to possess r in order to ϕ for r, then it follows that when one ϕ-s for a normative reason
r, one will be sensitive to whether one treats r as a normative reason. For example, if one believes
q for some normative reason p, one's belief that q will be sensitive to whether one possesses p. It
follows that one will be sensitive to whether one treats p as a normative reason to believe q. For
if one ceases to treat p as a normative reason to believe q, one will cease possessing p. Since one
believes for anormative reason, one is disposed to revise thebelief thatqwhenoneceases topossess
the normative reason p. But this sensitivity—a sensitivity to whether one treats p as a normative
reason—just is what it is to believe for that reason. us, when one believes for a normative reason,
one also believes for a reason. is just is Transparency of Acting for Normative Reasons.

4.7 Further Upshots
I think there are several upshots of the views defended here, over and above the fact that they can
solve the deviancy problems. I'll start with two debates in epistemology before moving on to two
debates in practical philosophy.

4.7.1 e Relationship Between Ex Post and Ex Ante Justi cation
A common thought is that we can understand ex post rationality in terms of ex ante rationality plus
believing for reasons.44 at is to say, what it is for A's belief that p to be ex post rational is for the
proposition believed to be ex ante rational—i.e., for there to be some set of reasons S that suffi-
ciently supports p—and for A to hold her belief that p for the members of S .

On the common picture, then, ex post rationality can be understood just in terms of ex ante
rationality and believing for (normative) reasons. Two of the more forceful challenges to this tra-
ditional view, it turns out, try to create problems for it by appealing to cases with the same structure

44In epistemology, the focus is usually on justi cation rather than rationality. I will follow the majority of episte-
mologists in thinking these are the same. If they aren't, you can read this sub-section as being just about justi cation.
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as Affirming the Consequent. ese are the arguments of Millar (1991) and Turri (2010). Millar
argues in light of the cases that we need some other condition above ex ante rationality and be-
lieving for the reasons that confer ex ante rationality, while Turri argues that we need to analyze ex
ante rationality in terms of ex post rationality. BothMillar's and Turri's arguments share a common
premise. Namely, that believing for a normative reason is a ma er of believing for a reason that
happens to be normative—both assume that the correct view of believing for normative reasons is
a composite one.

Turri appeals to two cases.45 e second case heuses is very close toAffirming theConsequent.
We'll call it Spurs Win (see pg. 317 of Turri (2010)):

SpursWin

Both Mr. Ponens and Mr. F.A. Lacy know that the Spurs will win if they play the Pis-
tons and know that the Spurs will play the Pistons. ey are both thus propositionally
[i.e., ex ante] justi ed in believing that the Spurs will win. ey also both infer that the
Spurs will win from those two propositions (and only those two propositions). How-
ever, Mr. Ponens uses modus ponens, whereas Mr. F.A. Lacy uses modus profusus: For
any p, q, and r, (p ∧ q)→ r.46

Obviously Mr. F.A. Lacy is not justi ed. Moreover, it is obvious that the reasons for which he
believes the Spurs will win is that they will play the Pistons and that if they play the Pistons, they
will win. Finally, it is obvious that those facts constitute sufficiently strong reasons to believe the
Spurs will win. But this doesn't mean the common view is false. My view predicts that Mr. F.A.
Lacy's token belief is irrational and unjusti ed. is is because, according to my view, Mr. F.A.
Lacy doesn't believe for sufficiently strong normative reasons—hemerely believes for reasons that
happen to be normative (and sufficient). He is just like Sam in Affirming the Consequent. If this is
right, then cases like Spurs Win are no threat to the traditional view of ex post rationality. e key
is understanding what acting and believing for reasons actually amounts to.

Millar's and Turri's arguments get traction against the traditional analysis of ex post rationality
only if the cases in question truly are cases of believing for normative reasons. Since they're not,
they pose no challenge to the claim that ex post rationality is analyzed in terms of ex ante rationality
and acting and believing for normative reasons. us, a virtue ofmy view is that it allows us to hold
onto the common analysis of ex post rationality.

4.7.2 SpeckledHens and the Epistemology of Perception
It's plausible that experience provides us with reasons. When I see that the table is red, I gain a rea-
son to believe that the table is red. Moreover, it seems like I can gain ex post rational beliefs when I
experience the table as red andbelieve for the reasonprovided. Anobjection to these thoughts runs
through the fact that experience can represent very speci c things. Moreover, sometimes it seems
like beliefs that those speci c things obtain can be caused by experiences that represent those spe-
ci c things even though it's intuitively clear that those beliefs are not ex post rationalized by reasons
provided by the experiences.

45I won't mentionMillar's cases because he unfortunately never gives any. He only refers to cases with this struc-
ture (see (Millar, 1991, pgs. 57-64). Turri's argument was anticipated by Swain (1988).

46I'm following Turri here by making this a conditional. I assume he meant to make this an inference rule. Oth-
erwise Mr. F.A. Lacy is just using modus ponens from a particularly dumb conditional premise.
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e case of the speckled hen brings out the problem. Suppose you have a visual experience of
a speckled hen. is visual experience represents the hen's 106 spots. It also causes you, suppose,
to form the belief that the hen has 106 spots. According to a näıve causal view about believing for
normative reasons, this is sufficient for your belief to be held for the reason provided by the visual
experience. So it seems like the view that holds that having an ex post rational belief is a ma er of
believing for a sufficient normative reason predicts that this belief should be rational. But it doesn't
always seem to be ex post rational.

is is just another deviancy case. Your belief might be caused in some way by the experience,
but it won't be sustained by the right feature of the experience, which is the fact that it is a sufficient
reason to hold the belief. Since your perceptual apparatus lacks certain discriminatory abilities, it's
plausible you aren't disposed to revise the belief if the reason in question ceases to be sufficient. For
example, suppose that your initial perceptionwasnon-veridical—the henhas another spot thatwas
hidden fromviewat rst. Suppose thehenchangespositions and reveals the107th spot. e reason
provided by the rst experience is now defeated. But it's plausible that youwon't revise your belief,
given your lack of discriminatory abilities. is is strong evidence that you don't actually believe
for a sufficient normative reason, and hence my view doesn't predict that you are ex post rational.

us, my view can explain what's going wrong in the speckled hen case. is is a virtue.47

4.7.3 e Causal Efficacy of the Normative
It has beenhighly contentious since at leastHarman(1984)whether normative properties—if they
exist at all—are causally efficacious. Although there is somedispute as towhat itwould take for them
to be causally efficacious, most seem to think that they would need to play an essential role in some
correct causal explanation in order to be causally efficacious.

AsWedgwood (2007) has pointed out, views about acting and believing for normative reasons
like the one defended here (and the one defended byWedgwoodhimself) do seem to vindicate the
causal efficacy of the normative. Let me explain.

Suppose I know p and if p, then q and I infer q from these two known facts. Suppose also
that I believe q for the sufficient normative reasons constituted by those two facts. us, I believe
q in virtue of the fact that the set of reasons containing just those two reasons is sufficient. is
means that a certain property of that set—the property of being sufficiently strong—sustains my
belief. Explanations of how a state is sustained are causal explanations. Moreover, the property of
being sufficiently strong is a normative property. us, it looks like we have a case where a correct
explanation of how my belief is sustained essentially appeals to a normative fact.

If this is right, then of course practical reasons will also be causally efficacious. Suppose I ϕ for
some sufficiently strong reason r. us,myϕ-ingwas the result of themanifestationof a disposition
to ϕ when r is a sufficient normative reason to ϕ. at means that some property of r—viz., that
it constitutes a sufficient reason to ϕ—causally explains why I ϕ-ed. at property is a normative
one. us, it seems like there is a correct explanation of why I ϕ-ed that makes essential reference
to a normative property.

e most common strategy for resisting the causal efficacy of the normative runs through the
idea that the normative supervenes on the descriptive. is means that for any normative property
P, there will be some descriptive fact D that realizes P. is means that for any correct explanation

47For more on this, see Lord & Sylvan (MS), which was partially inspired by Sylvan (MSa) and Sylvan (MSc).

78



Further Upshots Deviance in Action and Belief

that appeals to P, there will be some other correct explanation that only appeals to D. Following
Harman (1984), many have taken this to show that the normative is causally idle. We can just
explain everything in terms of the descriptive properties that the normative ones supervene on.

I think the proper way to respond to this argument is to deny that there can only be one correct
explanation.48 ere is some correct explanation that only refers to the descriptive properties that
the normative ones supervene on. Fair enough. But that doesn't show that the causal explanations
that appeal to the normative aren't also correct. e rest of this chapter provides evidence that they
are correct.

In fact, I think the rest of the chapter provides evidence that they must be correct if there is
any acting or believing for normative reasons at all. Recall that I argued that in order to solve the
deviancy problem, one must pick out the property that must do the causing in order for it to be
causation of the right kind. is property, I've argued, must be the property of being a normative
reason. e explanation of the action or a itude that appeals to the descriptive properties that
the normative properties supervene on won't always explain acting for normative reasons. is is
because those descriptive properties neednot constitute the normative properties. us, appealing
to thenormative is essential to fully explainingour acts anda itudeswhenweperformthemorhold
them for normative reasons.

One might think this argument shows too much.49 More speci cally, one might think this ar-
gument, if successful, would also vindicate the causal efficacy of the artihmetical. For there are
all sorts of true counterfactuals that have arithmetical concepts in their antecedents. For example,
supposemy kitchen backsplash contains 17 rectangular tiles. It might be true that if my backsplash
were to have 18 rectangular tiles, then I would be able to make a square. One might think this true
counterfactual is analogous to counterfactuals I appeal to in my account of believing for norma-
tive reasons—e.g., usually when one ϕs for a normative reason r, it will be true that if r weren't a
normative reason, one wouldn't ϕ.50 If the claims were analogous, then one might think my argu-
ment in this section could be extended to show that the arithmetical is causally efficacious. Since
it's (supposedly) not, this would be a major problem for the argument.

Fortunately, the two cases aren't analogous. e important point is that my claim about the
normative is stronger than the claim that the various counterfactuals are true. It is possible for
the various counterfactuals to be true even if the normative is causally inefficacious. e truth of
the counterfactuals follows from the causal efficacy of the normative, but it could also follow from
claims that are compatible with the causal inefficacy of the normative. Similar things can be said
about the arithmetical. e counterfactuals follow, in our case, from claims that are compatible
with the causal inefficacy of the arithmetical. Namely, they follow from claims about the tiles. No
purely arithmetical fact is shown to be causally efficacious by the truth of the counterfactual. So
my argument doesn't overgenerate in this way.

Still, even if it doesn't overgenerate in that way, it might overgenerate in a more obvious way.51

Let's take an example involving arithmetic more analogous to paradigm cases of acting for nor-

48 is is following (Wedgwood, 2007, chapter 8). See that for muchmore discussion and defense of this type of
account of the causal efficacy of the normative.

49 anks to Gideon Rosen for raising this objection and discussing it with me.
50It's important to remember that I don't think that the claim that one ϕs for a normative reason r is made true

by the counterfactual. It's made true by one's dispositions (which aren't made true by counterfactuals, either). I'll
just ignore this important feature of my view for the sake of argument.

51 anks to Michael Smith for raising this objection and discussing it with me.
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mative reasons. Suppose Michael is taking an arithmetic exam. Question number 28 asks what
212+432 is. Michael comes to the conclusion that the answer is 644. He then writes '644' in the
appropriate place. One might think that if my argument above is sound then, in this case, the fact
that the 212+432=644 causally explainsMichael's writing down '644' in the appropriate spot. is
would vindicate the causal efficacy of the arithmetical.

I think the right thing to say about this case is that it is not analogous to a case of acting for
normative reasons. is is because it just is a case of acting for normative reasons. e arithmetical
fact has a normative property—viz., being a reason to write '644' in the appropriate spot—that is
causally efficacious in this case. Does this vindicate the causal efficacyof the arithmetical? In a sense
it does. Arithmetical facts can have properties—normative ones—that are causally efficacious. But
any kind of fact can have those properties as well. So it's not as if there is something special about
the fact that, in this case, an arithmetical fact happens to have the property. In any case, I am not
bothered at all by this result. is seems like the correct amount of generation.

4.8 Conclusion
is chapter has had several aims. emain aimwas to provide analyses of believing and acting for

reasons, believing and acting for normative reasons, and believing and acting for sufficient norma-
tive reasons that avoid deviancy problems. I also argued that one has to provide separate analyses
of each phenomenon in order to avoid all deviancy problems. While each analysis was close to the
others, none were reducible to the others.

My nal aimwas to show that the views defended here have important payoffs in other parts of
epistemology and metaethics. ey allow us to hold onto the traditional view of the relationship
between ex ante and ex post rationality, they allow us to solve the problem of the speckled hen, and
they allow us to defend the causal efficacy of the normative.
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Chapter 5

Foundations for the Foundational

5.1 Introduction

S you rationally believe some proposition p. Here's a question for an epistemologist:
Why are you rational in believing p? And here's a natural answer: Because you derived p from

q, which you rationally believe. Butwhyare you rational inbelievingq? Suppose the epistemologist
answers this question like she answered the rst. You're rational in believing q because you derived
it from r, which you rationally believe. We'll then just ask the same question about r. If she keeps
giving the same type of answer, we'll continue to ask the same question. Suppose this goes on ad
in nitum. is exercise will be tedious. But that isn't the half of it. e epistemologist would have
a very bad theory of rationality if her theory required there to be an in nite chain of rational beliefs
for any particular belief to be rational.

Enter foundationalism. Foundationalism's main thesis is that there are some beliefs that are
foundationally rational—i.e., their rationality is not dependent upon you being rational in holding
any other beliefs. e foundational beliefs stop the regress. If foundationalism is true, then eventu-
ally we'll get to a belief that will allow the epistemologist to give a new type of answer. She'll be able
to say of that belief that it is rational in some way other than being derived from another rational
belief. A nice trick if you can pull it off.

is chapter isn't about why we should be foundationalists. I think we should, but that won't
ma er for our concerns here. is chapter is about what form the best foundationalist theory
should take. More speci cally, it's about whether foundationalists should think the foundational
beliefs are both supported by sufficient reasons and based on sufficient reasons. is issue has
mostly been neglected. ere have been, however, several foundationalists who have argued that
foundational beliefs needn't be based on reasons. I think these theorists are wrong. is chapter
will thus be a defense of the claim that the best foundationalist theory holds that the foundational
beliefs are based on reasons. In short, the foundational beliefs have foundations.

e plan is this. In the next two sections we'll get clearer on the regress, what it's supposed to
show, and how to respond to it. en, in §5.4, I will present a positive argument for the claim that
all foundational beliefs are supported by sufficient reasons. §§5.5-5.6 will investigate arguments
against the claim that the foundational beliefs are based on reasons. I'll argue that these arguments
founder because they presuppose implausible views of reasons or of what it is to base a belief on
a reason (or both). Once we hold the correct view about these notions, it will quite plausible that
the foundational beliefs are based on sufficient reasons.
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5.2 e Regress(es), with Possible Replies
Let's start by reminding ourselves of the distinction between propositional and doxastic rational-
ity.1 We'll do it by example. Suppose both Jack and Jill read theNationalWeather Service's forecast
for today. It says that the high temperature today is going to be between 50 and 60 degrees. is is
an excellent reason to believe that the high temperature is going to be between 50 and 60 degrees.
Suppose Jack believes it will be between 50 and 60 degrees today because of the NWS's forecast.
Jill also believes it will be between 50 and 60 degrees. However, despite the fact that she read the
weather report, she doesn't hold the belief because the report says it will be between 50 and 60
degrees. Instead, she believes it will be because she infers it from her belief that it will 57 degrees.
She believes it will be 57 degrees because it's the 19th of the month, and she always thinks that the
day's temperature can be determined by multiplying the day of the month by 3.

In this case, both Jack and Jill posses excellent evidence that the temperaturewill be between50
and 60 degrees—this is because they both read the NWS's forecast. e proposition the high tem-
perature will be between 50 and 60 degrees is thus rational for both of them. However, they don't both
rationally believe that the high temperature will be between 50 and 60 degrees. Only Jack's belief is
rational. is is because Jack is the only one that believes the propositionally rational proposition
because of the excellent reasons both he and Jill possess. Jill believes for a bad reason, and thus
doesn't have a doxastically rational belief.

With this in mind, now recall how I described our regress above. I said that the problem loom-
ing for our epistemologist was the need to posit an in nite chain of beliefs derived from other ra-
tional beliefs. is certainly is an una ractive posit. Notice, though, that there are actually two
different problematic parts to the posit. On the one hand, there is a claim about propositional ra-
tionality.If the epistemologist continues to give the same type of answer, then she has to posit an
in nite number of propositionally rational propositions in order to explain how I'm proposition-
ally rational in believing p. On the other hand, there is a claim about doxastic rationality and how
you can get it. If the epistemologist keeps giving the same answer, the she has to posit an in nite
number of inferences (or, as I put it in the introduction, derivations) to explain why I'm doxasti-
cally rational in believing p. In short, there are two regresses, and it's worth explicitly separating
them.

e rst regress, then, is about propositional rationality. According to a näıve view, in order
to be propositionally rational in believing any proposition p, one must be propositionally rational
in believing some other proposition q, which one can rationally infer p from. is view gives rise
to at least one troubling regress. It seems to follow immediately from this view that in order to be
propositionally rational in believing any proposition p, you have to be propositionally rational in
believing an in nite number of other propositions. Since this viewposits this in nite set of proposi-
tionally rational propositions, let's call it Propositional In nitism. And let's call this regress problem

e Foundations Problem. e Foundations Problems strikes most as a fatal aw of propositional
in nitism.

I think it's important to ask why it is that e Foundations Problem is so damning for propo-
sitional in nitism. O en, I think, philosophers talk as if e Foundations Problem is problematic
in ways in which it isn't. is happens most o en when they run it together with another problem

1In this chapter I am going to use the propositional/doxastic terminology rather than the ex ante/ex post termi-
nology. is is mostly to make it easier to name some of the views we'll be discussing. I also don't need the level of
generality afforded by the ex ante/ex post terminology because I will only be talking about beliefs.
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that crops up for views that give rise to a second regress. Consider the view that holds that in or-
der to have a doxastically rational belief that p, you have to derive p from some other doxastically
rational belief in some other proposition, q. Call this viewDoxastic In nitism. Doxastic In nitism
also gives rise to a troubling regress. is is a regress of inferences. If doxastic in nitism is true, then
in order to be doxastically rational in believing anything at all, one must make an in nite number of
inferences. Let's call this e Processing Problem for doxastic in nitism.2

Propositional in nitism is not doxastic in nitism, and e Foundations Problem is not e
Processing Problem. Propositional in nitism is a theory about propositional rationality. It's not
the case that propositional in nitism entails doxastic in nitism, nor is it the case that doxastic in-
nitism entails propositional in nitism. at is to say, one could be a propositional in nitist but

not a doxastic in nitist—this is the default position amongst propositional in nitists—3 and one
could be a doxastic in nitist without being a propositional in nitist. e la er view is a strange
one. On that view, p can be propositionally rational for A in a way that is not dependent on there
being propositional rationality for an in nite number of propositions (this is the denial of propo-
sitional in nitism) even though, in order to have a doxastically rational belief one has to perform
an in nite number of inferences (this is doxastic in nitism). Although this view is very strange, it
is not incoherent.

What's most important right now is that propositional in nitism doesn't entail doxastic in-
nitism. us, propositional in nitism doesn't have e Processing Problem. Sowhat is bad about
e Foundations Problem? e rst problem is that it is implausible on its face that every proposi-

tionally rational proposition requires an in nite number of propositionally rational propositions.
e classic response to this is to point out that we do seem to have propositional rationality to be-

lieve in nite sets of propositions—for example, that 2 > 1, that 3 > 1, that 4 > 1, et cetera. is
might be true, but it does li le to explain why it is that in order to be propositionally rational in
believing that I have an itch onmy le leg I must be propositionally rational in believing an in nite
number of other propositions. What would those other propositions even be? It's hard enough to
nd a candidate for the rst one—i.e., the proposition that my propositional rationality that I have

an itch depends upon—let alone an in nite number.4

If we reject propositional in nitism, then we're le with two options. Either we can be propo-
sitional foundationalists or we can be propositional coherentists. Propositional coherentists main-
tain that in order for p to be propositionally rational for A, p must cohere in certain ways with
A's other beliefs. e most important feature of propositional coherentism for our purposes is
that the propositional coherentist believes that all propositionally rational propositions for A are
at least partially rational in virtue of the other propositions that are propositionally rational for

2Just to give two examples of philosophers running these things together, Fumerton (2010) speaks of e Pro-
cessing Problem as the problem that motivates foundationalism. And Armstrong (1973) consistently casts the de-
bate in terms of inferences. is leads him into drawn out discussions of what counts as an inference. While these
discussions are interesting, I don't think they are particularly germane to the regress that should motivate us to be
foundationalists. Even when they don't run the problems together in harmful ways, hardly anyone explicitly notes
that these are distinct problems. (Pryor, 2005, §3) is an admirable exception.

3See especially Klein (1998).
4 e best candidate for the rst one is something like it appears that I have an itch. is in itself has problems. For

one thing, this seems to run into skeptical worries (see, e.g., (Williamson, 2000, ch. 8). But even if those problems
could be addressed, what's the propositionally rational proposition that I could infer it appears that I have an itch
from? is is where it gets puzzling. is type of argument for foundationalism is given by Pryor (2005).
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A. Propositional foundationalists deny this; they think that there are some propositions that are
propositionally rational independently of the any other propositionally rational propositions.

Propositional foundationalists, then, think that there is some propositional rationality that is
not dependent upon there being any other propositional rationality. When your propositional ra-
tionality for p is like this, we'll say that it is immediate. e immediately rational propositions stop
the regress and serve as the foundation for all of the mediated rationality—all of the propositional
rationality that is dependent on there being other propositional rationality.

It's again important to stress that the propositional foundationalist doesn't immediately have
any solution to eProcessingProblem. Doxastic in nitism is compatiblewithpropositional foun-
dationalism. It might be that there are some propositions that are immediately rational even though
in order to be doxastically rational in believing those propositions, you must complete an in nite
number of inferences. is is obviously an odd view, and it is one that no propositional founda-
tionalist I know of has ever accepted. Instead, propositional foundationalists usually hold that the
immediately rational beliefs are uninferentially doxastically rational as well. A belief is uninferen-
tially doxastically rational just in case it is doxastically rational in a way other than via inference
from some other doxastically rational belief. Let's call those who think that there are uninferential
doxastically rational beliefs doxastic foundationalists. Most propositional foundationalists speak
as if propositional foundationalism is doxastic foundationalism. is is not true. e two views
aren't even about the same thing.

Unfortunately, a discussion about terminology is needed here. O en in the debate about foun-
dationalism, theorists have used the term 'non-inferential' to pick out the rational beliefs, whatever
they're like, that solve e Foundations Problem. I think that when you set up the dialectic in the
way that I have, this is bizarre. For one thing, it's important to be speci c about which founda-
tionalism we're talking about. If we're talking about propositional foundationalism, then it's quite
unclear why we'd want to call the propositionally rational beliefs that solve e Foundations Prob-
lem 'non-inferentially' rational. Neither the problem nor its solution have much at all to do with
inferences.5

e oddity of this terminology is made even more obvious when one considers early views
about what the 'non-inferential' beliefs are like. Followers of Descartes have o en thought that the
'non-inferentially' rational beliefs are the beliefs that are infallible.6 Others have thought the 'non-
inferentially' rational beliefs are the ones you are certain of. It's quite odd to think that those sets
of beliefs would be appropriately picked out by the term 'non-inferential.' It's much be er, I think,
to talk about immediate rationality when we are talking about the ght between the propositional
foundationalist, the propositional coherentist, and the propositional in nitist.

If I could have my way, I would use the term 'non-inferential' to pick out the special kind of
basing that the doxastic foundationalist believes in. Alas, I don't have the power to reverse 50 years
of poor technical usage of the term 'non-inferential.' So I have to drop that term. Instead, I use the
uglier 'uninferential.' To repeat, a doxastically rational belief that p is uninferentially rational just

5Of course, inference does play some role in propositional in nitism. is is because the propositional in nitist
thinks that in order for p to be propositionally rational, there must be an in nite number of propositionally rational
propositions that one could infer p from. ey stress that one merely needs to be able to do this, not that one has
to do it. And, of course, the propositional foundationalist denies this is necessary, so her view really doesn't have
anything to do with inference.

6See, for example, Price (1950).

85



Foundationalism, Reasons, and Basing Foundations for the Foundational

in case it is doxastically rational in some other way than via inference from another doxastically
rational belief.

e upshot of this discussion is that there are two regresses and two kinds of foundationalist
views. Each foundationalist view offers a solution to one of the regresses, but only one. Henceforth
we will be interested in both propositional foundationalism and doxastic foundationalism.

5.3 Foundationalism, Reasons, and Basing
In the introduction I said that the claim that we are most interested in is whether foundationalists
should think that all rational beliefs are based on sufficient reasons. Nowwe can see that this claim
can be broken into two parts corresponding to two different foundationalist views. at is, this
can be broken down into two questions, one for the propositional foundationalist and one for the
doxastic foundationalist.

Question for Propositional Foundationalist

Doall propositionally rational propositionshave tobe supportedby sufficient reasons?

Question for Doxastic Foundationalist

Do all doxastically rational beliefs have to be based on sufficient reasons?

We'll assume that the propositional foundationalist thinks that all mediated propositionally ratio-
nal propositions have to be supported by sufficient reasons. e sufficient reasons that support the
mediated rational propositions are just the reasons that mediate one's rationality. e contentious
claim is whether the immediately rational propositions have to be supported by sufficient reasons.

Similarly, we can assume that the doxastic foundationalist thinks that all of the inferentially
rational beliefs are based on sufficient reasons. e sufficient reasons are just the propositions or
mental states that one infers the inferentially rational beliefs from. e contentious claim for the
doxastic foundationalist is whether all of the uninferentially rational beliefs have to be based on
sufficient reasons. us, we can re ne our two questions.

Re nedQuestion for Propositional Foundationalist (the Propositional Question)

Do all immediately propositionally rational propositions have to be supported by suf-
cient reasons?

Re nedQuestion for Doxastic Foundationalist (the Doxastic Question)

Doalluninferentiallydoxastically rational beliefs have tobebasedon sufficient reasons?

I think that the answer to both questions is Yes. Herein I will refer to the re ned question for the
propositional foundationalist as the Propositional Question and refer to the re ned question for
the doxastic foundationalist as the Doxastic Question. In the next section I will lay out an argu-
ment for concluding that Yes is the correct answer to the Propositional Question. It will be clear
which premise opponents of the argument must deny. e bulk of the chapter will be dedicated
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to showing that extant challenges to the crucial premise founder. In so doing I will begin to de-
velop positive views that vindicate the crucial premise. I will then argue that once you answer Yes
to the Propositional Question, it's very plausible you should answer Yes to the Doxastic Question.
Finally, I will consider an objection to answering Yes to the Doxastic Question even if you answer
Yes to the Propositional Question.

5.4 e Argument from theNature of Defeat
Here's my argument for why we should answer Yes to the Propositional Question—that is, why
foundationalists should think that all immediately rational beliefs are supported by sufficient rea-
sons.

e Argument from the Nature of Defeat

(1) If p is not supported by sufficient reasons, then the set of reasons to believe p is de-
feated.

(2) If the set of reasons to believe p is defeated, then p is not propositionally rational.

(C) us, if p is not supported by sufficient reasons, then p is not propositionally rational.

(2) is just a truism about the relationship between defeat and propositional rationality. Indeed, it's
tempting to think that (2) is an analytic truth. Given this, (1) is what my opponents will have to
deny. Here is a quick argument for (1).

e Argument from the Nature of Defeaters

(1) If p is not supportedby sufficient reasons, then there are decisive reasons not to believe
p.

(2) If there are decisive reasons not to believe p, then set of reasons to believe p is defeated.

(C) If p is not supported by sufficient reasons, then the set of reasons to believe p is de-
feated.

Again, I take (2) in this argument to be a truism about the relationship between reasons and defeat.
Indeed, I think it's a truism that what it is to be a (full) defeater of the reasons to believe p is to be
a decisive reason to either believe¬p or withhold judgment concerning p.7 Somy opponents will
want to deny (1) in this argument as well.

I take it that my opponent will agree that both of the rst premises are true when it comes
to mediately rational propositions. e controversy is over whether they are true for some of the
immediately rational propositions. In order for my opponent to be successful, she must drive a
wedge between lacking sufficient reasons for believing p and having decisive reasons not to believe
p.

Extant theorists have pursued a common strategy in trying to drive this wedge. According to
this strategy, the relevantwedge canbe drivenhomebecause there aren't enough reasons to go around.
More speci cally, in cases of immediate propositional rationality, there just aren't enough reasons

7What it is to be a partial defeater is to just be a reason either to believe ¬p or to withhold judgement.
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around to sufficiently support the propositions in question. us, cases of immediate propositional
rationality will be cases where there aren't sufficient reasons supporting p, but there aren't decisive
reasons not to believe p—i.e., p is not defeated.

ere are two ways of pursuing this strategy. e rst is to argue that it follows from the nature
of reasons that there won't be enough reasons to go around in cases of immediate propositional
rationality. e second—more common—strategy is to appeal to cases where it seems as if there is
immediate propositional rationality but it is unclear whether there are sufficient reasons to support
the propositions that are rational.

In the next section we will look into some of the details of these arguments. I will argue that
both ways of pursuing this strategy can be resisted.

5.5 Arguments in Favor of Answering No to the Propositional
Question

By answering No to the Propositional Question, the propositional foundationalist commits her-
self to the view that there are some immediately propositionally rational propositions that are not
supported by sufficient reasons.

As I said before, there are at least two strategies for showingwhat needs to be shown. e rst is
to argue that thenatureof reasons is such that there aren't always going tobe sufficient reasons in the
case of immediate propositional rationality. e second strategy is to appeal directly to intuitions
about cases. Let's look at each strategy in turn.

5.5.1 FromMentalism about Reasons to a NoAnswer: Lyons's Argument
(Lyons, 2009, ch. 3, §4) wants to show that only rational beliefs can be reasons, and thus that
only rational beliefs can provide reason based rationality for other beliefs. Lyons also assumes
that propositional foundationalism is true. at is, he assumes that there are some propositionally
rational propositions whose rationality is independent of propositional rationality for any other
propositions. When you combine his claim about reason-based rationality—that it is only pro-
vided by rational beliefs—with his propositional foundationalism, you get the result that some
propositionally rational propositions are rational in some way other than being supported by suffi-
cient reasons. Lyons thinks that these beliefs—the basic beliefs—are rational because they are the
outputs of certain reliable cognitive faculties. He thus holds a disjunctive theory of propositional
rationality. Propositionally rational propositions are rational either because they are supported by
one's other rational beliefs or because they are the output of certain reliable cognitive faculties.

Lyons starts by asking why it is that rational beliefs can provide reasons-based rationality for
other beliefs.8 e basic idea of his view is thatwhen I am rational in believing p and if p,q, then any
reasons that justify p will justify q.9 is means that when you gain a rational belief that q by infer-
ring it from a rational belief that p, your belief that q isn't rationalized by p; rather, it's rationalized
by what rationalizes p. If we assume that this is how it works for all reason-based rationality, then

8He uses different terminology. Instead of saying 'reasons-based rationality', he says 'evidential justi cation.' He
makes it clear on p. 23 that he takes 'reasons' and 'evidence' to pick out the same thing.

9He intends for this to only be a ceteris paribus claim. We needn't be concerned with that here.

88



Arguments in Favor of Answering No to the Propositional Question Foundations for the Foundational

we have an explanation for why irrational beliefs don't justify.10 Suppose I infer q from an irrational
belief that p. Since all rational inferential beliefs are rationalized by the reasons that rationalize the
premise of the inference and by hypothesis my belief that p isn't supported by sufficient reasons,
we get the result that my belief that q is not supported by sufficient reasons. And this is so for any
p. us, given the assumption that all inferentially rational beliefs are rationalized by the reasons
that justify the premises, we get an explanation for why irrational beliefs cannot transmit ratio-
nality. Analogous arguments show why nondoxastic states like desires, hopes, etc. can't transmit
rationality.

Lyons explains the upshot of this argument by writing, 'Analogous reasoning explains why de-
sires, fears, bare conceptions, and the like cannot evidentially justify beliefs. It is not so much be-
cause they are not beliefs but because they are not justi ed. Of course, since only beliefs can be
epistemically justi ed, it follows that only beliefs can evidentially justify beliefs' (75). Again, if
only beliefs can provide reason-based rationality and we assume foundationalism, it follows that
there are some rational beliefs that aren't rationalized by reasons. us, if foundationalism is true
and Lyons's argument is sound, then we must answer No to the Propositional Question.

It's important to stress that Lyons sees his argument for the claim that only beliefs can provide
reasons-based rationality as an argument to the best explanation. e anchor of his argument is
that his view provides the best explanation for why irrational beliefs (and nondoxastic states) can't
justify other beliefs. is claim about the best explanation is what I will challenge.

Lyons crucially assumes that reasons are mental states. His entire discussion is centered on
the question of whether reasons are just beliefs, or whether reasons can also be certain kinds of
experiential states. Given the assumption that reasons are mental states, it does seemmysterious how
it is that all rational beliefs are supported by sufficient reasons. is is so for many reasons. Lyons's
argument picks up on one of these.

In fact, I think that a mentalist view of reasons faces much larger problems than the one Lyons
points to. e problems can be stated as a trilemma. It seems like we are bound to get caught up in
either some type of threatening regress, or we will have to think that some nondoxastic states are
reasons, or we'll have to think that some beliefs are literally self-rationalizing. e regress option
arises for views that hold that only beliefs are reasons, and this is what motivates us to adopt foun-
dationalism in the rst place; the obvious problem with allowing nondoxastic states to be reasons
is that its hard to see exactly which ones to allow;11 and it's hard to see any plausible defense of the
claim that some beliefs are literally self-rationalizing (more on this below).

Somuch the worse for the assumption that reasons aremental states! I think that the problems
for that view provide a goodmotivation for the view that reasons are propositions.12 To show this,
let's rst look at how the propositional view, when supplemented with plausible assumptions, can
offer an alternative explanation of why irrational beliefs don't transmit rationality. We'll then look

10It's slightly odd that he thinks he can assume this. But since I think his argument fails anyway, I won't harp on
why this might not be a good assumption.

11 is is just the most obvious problem. e bulk of (Lyons, 2009, ch. 3) convincingly argues agains views of
this kind.

12It's also good motivation for thinking reasons are facts. I am inclined towards this view if we treat facts as
true propositions. However, I also think that the problems for the mental state view is good motivation for a less
restrictive propositional view, one which allows both true and false propositions to be reasons. Schroeder (2008,
2009b, 2011) argues for a view like this.

89



Arguments in Favor of Answering No to the Propositional Question Foundations for the Foundational

at how the propositional view can handle the mental state view's trilemma. is greatly mitigates
Lyons's inference to the best explanation.

Why You Can't Get Rational Beliefs from Irrational Beliefs via Inference

e propositional view is compatible with the central thought behind Lyons's view, which is that
when rationality transmits via inference from a rational belief that p to a rational belief that q, what
rationalizes q is not p, but instead what rationalizes p.13 Let's suppose that this is true. If it is, then
the propositionalist (the defender of the propositional view) can offer a very similar explanation
to Lyons' of why rationality transmits via inference. Towit, if you're rational in believing p and you
correctly inferq from p, then the reasons that rationalize your belief that pwill also rationalize your
belief that q.

Of course, themain question is what explanation can the propositional view give for why ratio-
nality cannot be transmi ed via inference from irrational beliefs. At rst blush, the propositional
view does have a problem with this. A er all, it seems like the propositionalist ought to say that
one can irrationally believe p and p can be a sufficient reason to believe q. In cases like this, why is
it that a belief inferred from p is irrational? A er all, p is a sufficient reason to believe q.

e beginning of a proper response is to recall that the reasons that are important to whether
you are rational are the reasons you possess. It's plausible that in order to possess a reason, you have
to be at least rational in believing that reason. If this is right and only the reasons you possess count
towardswhether you're rational, it follows thatwhenyou irrationally believe p, pdoesn't contribute
towardswhether you're rational in believing the propositions that it supports. us, when you infer
q from p, your evidential position towards q is not enhanced by p.14

'But wait,' one might say, 'we all know that you might have a doxastically irrational belief that
p even though p is propositionally rational. In those cases, you will possess reasons to believe
q—viz., the reasons that confer propositional rationality on p. Yet we still shouldn't think that you
are rational in believing q.' is objection is well taken. However, this objection only gets traction
if the above explanation is supposed to be of why doxastic rationality doesn't transmit via inference
from a doxastically irrational belief. But the above explanation is not of this; instead, the above
explanation is of why propositional rationality doesn't transmit via inference from a propositionally
irrational belief. And if you aren't propositionally rational in believing p, then you won't possess
sufficient reason tobelieve p. us, it won't be the case that youpossess sufficient reasons to believe
q.

Lyons is also seeking to explain why propositional rationality doesn't transmit via inference
from a propositionally irrational belief. is is clear because he assumes that it follows from the fact
that one is irrational in believing p that there are no rationalizers for p. As we've seen, the former

13Just because the propositional view is compatible with this, it doesn't mean we should accept it. Indeed, I don't
think we should accept this because p is going to be, independently of one's epistemic relation to it, a reason to
believe q.

14Recall that this is similar to the argument I gave against Low Bar views of possession in chapter 3. It's also
important here to remember that Schroeder provides another expalanation for why rationality isn't transmi ed via
inference from irrational beliefs that (1) is compatible with answering Yes to the Propositional Question and (2)
allows irrational beliefs to be reasons (see Schroeder (2011)). According to Schroeder, the contents of irrational
beliefs can be reasons, but that doesn't mean they transmit rationality because the reasons are guaranteed to be
defeated. For his argument for this explanation, see (Schroeder, 2011, §3). For more argument against this, see
chapter 3.
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claim doesn't follow from the la er claim if we are talking about doxastic rationality (and Lyons
certainly recognizes this).15

e propositional view, when supplemented with a claim about which reasons contribute to-
wards rationality, can offer an explanation of why rationality doesn't transmit via inference from
irrational beliefs. Lyons never considers this view. Given the prima facie plausibility of this view, I
take it the force Lyons's inference to the best explanation is severely mitigated. It will become even
moremitigated a er I show how the propositional view can avoid the trilemma formentalist views
of reasons, which I will now do.

Avoiding the Trilemma

Let's take each horn of the trilemma in turn. e rst horn is the vicious regress. If you thought
all rational beliefs must be supported by sufficient reasons and you thought that all reasons were
beliefs, then for each rational belief you'd need another belief. And if you thought there couldn't
be loops in the chain—i.e., if you aren't a coherentist—then you'd have to posit an in nite regress
of beliefs to serve as reasons. Since the propositionalist doesn't think that reasons are ever beliefs
(let alone always beliefs), she doesn't even get started down the road to the regress.

In response to the rst horn most accept that some nondoxastic states can be reasons too.16

e nondoxastic states par excellence are nondoxastic perceptual states. e thought is that those
states are reasons that support perceptual beliefs but aren't in need of any support themselves since
they are nondoxastic. us, they can stop the regress.

I cannot offer a complete argument against these views. Ma ers become enormously compli-
cated very quickly.17 However, I do think the basic idea behind one argument from Lyons (2009)
is quite compelling.18

e beginning of Lyons's argument is that there is a spectrum of possible states one could ap-
peal to in order to stop the regress. On one end of the spectrum there are states with very unso-
phisticated contents—let's call these mere sensations. On the other end of the spectrum there are
states that have sophisticated contents—let's call these percepts. Indeed, percepts have the same
contents as the perceptual beliefs. e basic idea of Lyons's argument is that the sensations cannot
do the requisite epistemological work and the percepts constitute the beliefs in question.

Lyons has several complicated arguments for the rst horn of the dilemma that I won't go into
here. One simple argument is anchored in the claim that sensations can't be reasons because they
can't stand in the right kind of probabilistic relations with beliefs/the contents of beliefs. Indeed,
it's even worse than this: e contents of the sensations can't even stand in these relations because

15What is the explanation ofwhy doxastic rationality doesn't transmit via inference fromandoxastically irrational
yet propositionally rational proposition? It's because in these cases you will base your belief that p on the wrong
reasons, and if you infer q from p, then q will also be partially based on those wrong reasons. us, your belief that
q will not be properly based, and thus will not be doxastically rational.

16Here's a short and far from comprehensive list of those who make this move: Alston (1988), BonJour (2002),
Brewer (1999), Feldman & Conee (1985), Fumerton (2010), Huemer (2001), Pollock (1986), and Pryor (2000,
2005).

17By way of example, recall my initial objection to this move above. Namely, how are we supposed to choose
which nondoxastic states count as reasons? It doesn't seem like we should let all of them be reasons, so we need
someway of deciding which ones are and which ones aren't. It becomes quite difficult to see how to do this once it's
pointed out that the states themselves can't stand in probablistic relationswith the contents of one's beliefs. Without
even this much, it's hard to see how to determine under which conditions nondoxastic states can be reasons.

18He makes essentially the same argument in Lyons (2008).
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they aren't propositional.19 Maybe there's some other way they can relate to beliefs that explains
how they could be reasons for beliefs. But the burden is squarely on the shoulders of the sensations-
as-reasons theorist to tell us how.20

e second horn holds that the percept can't serve as an independent reason for the belief
because in the cases in question the percept constitutes the belief. ere's a widely discussed argu-
ment against this claim. e argument's main premise is that it's possible to have a percept without
having a belief. e conclusiondrawn from this claim is that percepts are never beliefs. e premise
is certainly true. If I were to dip my pen into a clear glass full of water, I would have a percept that
the pen is crooked even though I wouldn't believe that the pen is crooked. However, the argument
has a hidden premise; namely, that if any percepts are beliefs, all percepts are beliefs.

It's not clear why we should think this hidden premise is true. A er all, the most plausible ac-
counts of the ontology of beliefs hold that playing a certain functional role is at least a necessary
condition for something being a belief. And it's not clear why we shouldn't think that percepts
sometimes play the functional roles of belief. Moreover, it seems like the percepts are representa-
tional in the right kind of way. Being representational in a certain way is also o en thought to be
a hallmark of belief. Since percepts seem to be representational in the right kind of way, represen-
tationalists about belief don't seem to have any prima facie reason to reject the claim that percepts
are sometimes beliefs.

One obvious objection to the thought that percepts are sometimes beliefs is that it is clear that
the percepts o en lack all the modal properties of the beliefs.21 Suppose I see that there is a banana
on the table and believe that there is a banana on the table. It is possible (and very likely) that this
belief has different modal properties than the percept. If I were to look away from the table, the
percept would cease to exist, butmy belief would not. is is some evidence that the percept is not
the same as the belief.

is is why I was careful not to say that the percept and the belief are identical. is is not my
view.22 My view is that sometimes percepts constitute beliefs. In the banana case, there is just one
state when you are having the percept. at state is the percept state and the belief state. But the
belief is constituted by a different state when you lose the percept. is shows that the belief isn't
identical to the percept, but it doesn't show that the belief isn't constituted by the percept when the
percept is around.

Once again, this isn't completely decisive, but it does push the burden on the other side.23 It's
up to the other side to either defend the hidden premise or provide another argument for why
percepts are never beliefs.24

If neither is forthcoming, then the percept-as-reasons theorist will have to think that the reason
provided by one's perceptual experience is the same state as the belief that it supports. is will

19O en times in contexts like this 'content' is short for 'propositional content.' I'm obviously not using it that
way. e contents of the sensations are just the data—whatever it turns out to be—that is the non-agential relata in
the sensation relation. I take no stand exactly what the non-propositional contents of the sensations are. (Compare:
Many think that pain states have contents that are non-propositional.)

20For somediscussionof this and somevery hand-wavy suggestions at how tomeet this burden, seePryor (2005).
21 anks to Tom Kelly for raising this objection.
22I think it is unclear whether this is Lyons's view. Sometimes he seems to suggest that it is.
23Lyons does a lotmore work than I've done sharpening each horn. I think that his discussion is close to decisive.
24In Lord (MSe) I provide further arguments for the claim that some percepts are beliefs. Lyons sees this as a

key move in showing that some rational beliefs aren't supported by sufficient reasons. In Lord (MSe) I show that
holding that some percepts are beliefs signi cantly helps my kind of view get out of problems.
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push them to the third horn, which is the view that the basic beliefs are literally self-rationalizing.25

at is, they will have to think that the perceptual belief is rationalized by a reason constituted by
the perceptual belief itself. is view is very prima facie implausible. In fact, it's hard to see why a
view like this earns the right to answer Yes to the Propositional Question at all. We might as well
take it that it's just a brute fact that one is rational in such cases.

e propositionalist can split these last two horns. She needn't be concerned with sensations.
For she should instead say that the content of the percept is the reason. Moreover, she should hold
that even if the percept is sometimes the perceptual belief, that belief is not self -rationalizing. It's
rationalized by the content, which is (at least in the good case) an antecedently excellent reason to
have the belief.26

It's natural to wonder at this point why, if at all, the propositionalist thinks the processes that
produce foundational beliefs—perception being the paradigm—are particularly important epis-
temically. It's clear why the sensations-as-reasons and the percepts-as-reasons theorists think they
are important. It's because they think that some of the output states of those processes are reasons.
Moreover, they think that the states that are the reasons aren't themselves in need of rational sup-
port. us, those states not only are reasons, but they play a particularly important theoretical role
by solving e Foundations Problem. e propositionalist, on the other hand, doesn't think this.
She thinks that the contents of the output beliefs are the reasons. And inmost cases those contents
will having nothing to do with having the perception. So it seems like perception doesn't play a big
role in the propositionalist's story.

In response to this, the propositionalist should highlight the fact that perception plays a key
role in giving us reasons.27 at is to say, we come to possess reasons via perception. It's not that
the states themselves are reasons; rather, it's that by having the perceptual experiences we come to
possess independently existing reasons. Furthermore, the propositional foundationalist whoholds
this view should insist that (at least someof) our perceptual beliefs are immediately propositionally
rational. e rough story of why this is is that via perception we gain a decisive reason to hold that
belief, the gaining of which is not dependent upon what we are already rational in believing.

e upshot of this discussion is that the propositionalist view has some serious advantages
over the mentalist view. Not only can the propositionalist provide an explanation of why ratio-
nality doesn't transmit via inference from irrational beliefs, it also avoids a trilemma for mentalist
views. Given the virtues of the propositional view, Lyons cannot simply assumementalism. With-
out mentalism, Lyons's argument doesn't work. So much the worse for Lyons's argument.

25 ere are obviously other ways to being pushed into thinking that the basic beliefs are self-justifying. (Pollock
&Cruz, 1999, pps. 84-6) argue that any foundationalist view that holds that all rational beliefs are rational by other
beliefs have to think that some beliefs are self-justifying.

26Obviously you can't think that the content is always a good reason (or a reason at all) if you think that reasons
are factive. I do think reasons are factive, and thus I have to explain what's going on in the bad cases. e next
chapter is devoted to this. However, it's important to stress that at this point in this chapter's dialectic, I am neutral
between factive and non-factive propositional views. Non-factive views can say that the content is a good reason in
both the good and bad cases. e advantages one accrues from this form the overriding motivation for Schroeder
(2008, 2011)'s acceptance of a non-factive view.

27 is point is made by, amongst others, Williamson (2000, 2009), Schnee (MS) and Sylvan (MSa).
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5.5.2 Dispatches from the CounterexampleWars
emain reasonwhy explicit arguments are rarely given against answering Yes to the Propositional

Question is that many epistemologists think there are counterexamples to the claim that all propo-
sitionally rational beliefs are supported by sufficient reasons. Now that I've given a rough articula-
tion of the kind of propositionalist view I favor, we should look at someof the purported counterex-
amples to see how the propositionalist view fares. I don't think the counterexamples are decisive
either way. I think the debate will need to be adjudicated elsewhere.

Before we consider what I take to be the most pressing examples, let me mention and put to
the side a certain batch of examples. Many mention—but never fully spell out—cases of a priori
rationality and introspective rationality as counterexamples.28 I have two reasons for not consid-
ering these cases. First, I think that an analogous story to the story told about perception above
and in the next chapter can be applied to those cases as well.29 I thus don't nd these potential
examples very moving. e second reason I want to put them to the side is that I've never seen
someone provide a fully spelled out case to evaluate. Usually the domains in question are simply
referred to. is is dubious for two reasons. First, it makes it very hard to even have intuitions
about whether these domains provide counterexamples to the claim we're interested in. Second,
it allows my opponents to avoid offering up any substantive views about the domains in question.
Since they inevitably make suppressed assumptions about the domains, its very hard to track the
claims their arguments depend upon.

With that said, let's turn to the cases that I think are a serious challenge. ese are 'forgo en
evidence' memory cases.30 Suppose that, when I was 16, I read in my world history book that
Archduke Ferdinand was killed in June 1914. Suppose I come to believe that he was killed in June
1914. Given normal background conditions, I come to know that he was killed in June 1914. Now
suppose I don't have an occurrent judgement that he was killed in June 1914 until I'm trying to
come up with a counterexample 10 years later. By the time the belief becomes occurrent again, I
have completely forgo en where I learned that he died in June 1914.

In this case, it's plausible that my belief is rational. However, it's not clear what reasons I have
for holding it. It certainly doesn't seem like I have the reason for which I originally formed the
belief. I don't remember where or when I read this information. And it seems like the reason for
which I originally formed the belief was something along the lines ofMyworld history textbook says
that AF was killed in June 1914. Since I don't know that anymore, I don't have the reason for which
I originally formed the belief. So if my belief now is supported by a sufficient reason, it's going to
have to be a reason other than the one for which I originally formed the belief.

I'm not so sure we have enough information to know what to think about this case, despite my
opponents thinking otherwise. For one thing, it's not clear to me that in all cases where you forget
your original reasons and there is no evidence against your belief, you are rational. ink about it in
terms of credences. I nd it very implausible that you shouldn't lower your credence upon realizing
that you don't remember where you read about AF's death. When I'm in these situations, I imme-

28See, for example, Plantinga (1993), Grundman (2009), and Sosa (2009).
29Letme note that I don't think this commitsme to a strong rationalist view of the a priori in the sense that I don't

think this commits me to thinking that there is some independent faculty of 'rational intuition' that is analogous to
our perceptual faculties (for theorists that do hold this view, see Huemer (2008), Bealer (2002), Bengson (MS),
and Chudnoff (FC)). I'm much more sympathetic to reductionist views of our faculties of intuition. For more, see
Williamson (2007).

30See Plantinga (1993), Grundman (2009), and Goldman (2009a).
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diately become less con dent about the proposition in question upon realizing I don't remember
the source of the information. And I don't think I'm irrational in doing that. Indeed, I think I would
be irrational if I didn't do that.

is doesn't immediately se le the question of whether it's possible to be rational in believing
that AFwas killed in June 1914, in these cases. It just shows that the fact that you forgot the original
reason has a bearing on how con dent you should be. is is a mark against any view that thinks
rationality oats free from the reasons you possess (at least in these cases).

I think that you won't be rational in these cases if you lack some other knowledge though. at
is, rationality here doesn't just depend on the preservation of a belief that was once based on suffi-
cient reasons that hasn't beendefeatedby counterevidence. For example, the fact that itmemorially
seems to me that AF died in June 1914 is a reason to believe this. And it o en is one of the reasons
I base my later judgement on. is reason can't explain why my stored belief is rational a er I for-
get the other reasons, if it is. For you don't have the memorial seeming until you bring it out of
storage. Seemings are conscious; you thus don't have them about beliefs in storage. I'll thus only
have this reason a er I bring the belief out of storage. So while this reason can help justify the later
judgement, it won't explain why the stored beliefs are rational once I forget the original reasons.

I think that when the beliefs are in storage, they are based on reasons provided bymore general
things that I know. For example, the fact that the sources of information I trust are generally reliable.
If I didn't know that the sources of information I trust are reliable, then I probably wouldn't be
rational. is isn't because this lack of knowledge is itself a defeater; it's just that I would lack a
reason to trust my memory.31 In forgo en evidence cases where you are rational, this is o en the
sufficient reason you have for the belief. In my own case, if I hold onto the belief despite forge ing
my initial reasons, it is almost always for this reason.32

at isn't the only potential reason, of course. I also know that my sources of information in
high school were generally reliable. And I know that my teachers were epistemically trustworthy.
I could go on. e point is simply that I o en know lots of general things that are reasons that
support stored beliefs, and support the claim that my memory is trustworthy.

I anticipate at least two objections to this line. First, one might agree that all of those facts
are reasons and that when I do know them, they support the beliefs in question. However, the
objector continues, those reasons are reasons you presumably possessed when you initially formed
your belief, and those reasonswere likely partial bases of your belief. us, you can't appeal to them
because, ex hypothesi, you have forgo en those reasons.

I would be happy to bite this bullet, if only I thought there was any bullet to bite. It's ne for the
objector to stipulate both that those reasons were partial bases of my original belief and that I've
since forgo en them. But then it seems highly implausible tome that you are rational at all in these

31Of course, if you knew that the sources of information you usually trust when forming beliefs are generally un-
reliable, then that would be a defeater. But you can fail to know that and fail to know that the sources of information
you trust in forming beliefs are generally reliable.

32Of course, you might not always know that the sources of information you trust when forming beliefs are gen-
erally reliable, for a variety of reasons. For example, in a demon world you won't know this because it won't be
true. In those worlds, you will know that the sources seem to be reliable. And that will be a good reason to keep the
belief (they will also seem to be reliable in the good worlds too, and that fact will be a reason in those worlds, too).
In worlds where reliable sources are available but you usually stick to the unreliable ones, you'll possess the reason
provided by the fact that it seems to you that they are reliable, but given normal background conditions that reason
will be defeated, at least a er some amount of time.
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cases. Imagine you were to realize that you'd forgo en all of those reasons. Surely your con dence
in the proposition would plunge, and rightly so.

e second objection goes the other way. According to this line, you can bootstrap your way
into being rational in believing anything simply by forming the judgement and le ing it go into
storage.33 is is almost true. It also has to be, of course, that you don't possess any reasons that
defeat the proposition believed. Meeting this condition for any old ridiculous thing is going to be
harder than theobjector thinks. Perhapshighlydeludedpeoplewill be able topull this off, orpeople
who are in very impoverished epistemic positions, but those people will be few and far between.

'Fine,' the objector might continue, 'let's just focus on those poor fools. Isn't it implausible
that they can bootstrap into rational beliefs?' I don't think so. It's a sad fact that if you're in a bad
enough epistemic position you'll be rational in believing all manner of things. Indeed, I think the
set of propositions that no one could ever be rational in believing is very small, perhaps empty.

e important point, though, is that this isn't going to be easy. It would be bad if it were easy to
bootstrap. But it's implausible to think that it will be. In order to think that it'd be easy, I think you'd
have to implausibly narrow the set of reasons we normally have that defeat crazy things.

To illustrate, suppose Jack comes to irrationally believe at time t that the moon is made out of
blue cheese. at belief goes into storage and Jack forgets aboutwhy he originally formed the belief
(at t1, say). Now if the objection is going to be convincing, it has to be that it is relatively easy for
this belief to be rational a er t1. But this is implausible. For if Jack is at all normal, he will possess
a lot of reasons that call into doubt this belief. He will, for example, know a bit about the general
makeup of ma er in space and he will know a bit about the kind of stuff cheese is made of. is
will provide compelling reason to be skeptical about his belief. Of course, it's not necessarily the
case that he knows about this. And so it's possible for his belief to become rational once it goes into
storage. But this is unlikely enough, I claim, to be worrisome.

Let me recap the lessons I think should be gleaned from this. First, I think we should be skep-
tical of alternative views that hold that the rationality of our beliefs in these cases oats entirely
free from the reasons we possess. is is because I think it's very plausible that when you do forget
those original reasons, you should lower your con dence. I don't see how alternative views could
explain this. Second, I think there are lots of reasons one can appeal to in order to explain why we
are sometimes rational in these types of cases. us, I don't think these types of examples are close
to being decisive. ey might be if certain controversial things are true. But a good deal of work
must be done to show those things to be true. Giving the examples isn't enough. is debate will
not be se led by these types of examples.

5.6 From Propositional Foundationalism to Doxastic Founda-
tionalism

We saw in §5.2 that Propositional Foundationalism and Doxastic Foundationalism are, strictly
speaking, independent of each other. Either could be true while the other false. at said, some
combinations aremore natural than others. In particular, it would be odd if Propositional Founda-
tionalism is true even though Doxastic Foundationalism is false. e two views most naturally go
together. at is, it is natural to think that all doxastically rational beliefs are based on sufficient rea-

33 is type of objection is raised to a similar view in Huemer (1999)
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sons if you think that all propositionally rational beliefs are supported by sufficient reasons. us,
it is very natural to answer Yes to the Doxastic Question if you answer Yes to the Propositional
Question.

It would be odd to answer Yes to the Propositional Question and No to the Doxastic Ques-
tion because it is odd to think that that all propositionally rational propositions are supported by
sufficient reasons even though sometimes one's doxastically rational beliefs can be explanatorily
divorced from those reasons. It is much more natural to put those reasons to work in one's theory
of doxastic rationality. A er all, everyone will think that the reasons that support the premises of
one's inferences will play a role in explaining why one's inferentially doxastically rational beliefs are
rational. Once you think that the immediately propositionally rational propositions are also sup-
ported by sufficient reasons, it is odd to think that the uninferentially doxastically rational beliefs
can oat free of those reasons.

If this is right, then the best way to argue that some uninferentially doxastically rational be-
liefs are not based on sufficient reasons is to argue that the immediately propositionally rational
propositions aren't always supported by sufficient reasons. at is, the best way to answer No to
the Doxastic Question is by answering No to the Propositional Question.

Since I've already argued that Yes is the correct answer to the Propositional Question, I've thus
already met the biggest challenge to the thought that all doxastically rational beliefs are based on
sufficient reasons. However, at least one worry remains. e basic idea behind the worry is that
even if we grant that all of the immediately propositionally rational propositions are supported by
sufficient reasons, there is no plausible story about howwe canbase our uninferentially doxastically
rational beliefs on those reasons. is threatens a Yes answer to the Doxastic Question even if Yes
is the correct answer to the Propositional Question.

I think that the worry can be overcome. Once it is, I think the most natural answer to the
Doxastic Question is Yes. In other words, we should think all doxastically rational beliefs are based
on sufficient reasons.

5.7 eDuplicate Reasons Problem
Recall the propositionalist's story about why the immediately rational perceptual beliefs are sup-
ported by sufficient reasons. Her story was that—at least in the good case—the sufficient reason
supporting one's belief that p is p.34 A er all, it's hard to nd a be er reason to believe p than p
(at least in the good case)! Suppose you agree with this. Still, youmight insist that even if p always
sufficiently supports your immediately rational belief that p, p can't be your reason for believing p.

at is, it can't be the reason that you base your belief on if your belief is to count as doxastically
rational. at would be viciously circular reasoning, and viciously circular reasoning can't produce
doxastic rationality.

34Objection: e propositionalist can't give an adequate story of the bad case—i.e., the non-veridical case. Reply:
ere are two possible replies for the propositionalist in this dialectic. First, she could hold that false propositions

can sometimes be reasons, and thus hold that your reasons in the good case are the same as they are in the bad case
(see Schroeder (2011, 2008)). Second, she could hold that the reasons are different in the two cases, but one is still
rational in the both cases. Schroeder's main (only?) argument for the rst option turns on it giving a be er story of
the bad case than the second view. e next chapter will be a sustained argument for the second option, and thus
against Schroeder. What's particularly important point here is that as far as this chapter goes I am neutral between
these options. So the bad cases are not necessarily a problem for the propositionalism I defend here.
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is type of objection is leveled byAnthonyBrueckner in two recent papers (Brueckner (2005,
2009)). Following Schnee (MS), I'll call this the duplicate reasons problem. It threatens a Yes
answer to the Doxastic Question even if you answer Yes to the Propositional Question.

Brueckner starts out by arguing that in order for p to be a reason you possess, youmust at least
believe p. I argued against this in chapter 3. But for our purposes here we can assume that this is
true. If it is, though, then it seems as if basing a belief that p on p will always be a viciously circular
piece of reasoning. Here's (Brueckner, 2005, p. 441):

So now we have arrived at the following position: my belief of C [my cup is red] is
rational in virtue of my belief of the evidential proposition that my cup is red. at is
to say, my belief of the proposition that my cup is red is rational in virtue of my belief
of the proposition that my cup is red!

Given our purposes, this is slightly ambiguous. On one reading, this is an objection to a certain
account of propositional rationality. e objection would be that it can't be that one's belief that
p is propositionally rational in virtue of one's belief that p. at would be, it seems, literal self-
rationalization. is objection is not germane here. is is so for two reasons.

First, the best version of the objection turns on mentalism about reasons. It turns on, that is,
the claim that the reason that is justifying the belief is constituted by the belief itself. at is literal
self-rationalization. e propositionalist, of course, doesn't face this objection. For the proposi-
tionalist doesn't think the belief is justifying itself. She thinks the belief is rationalized by its con-
tent. Moreover, she should think that the content is an excellent reason to have the belief noma er
one's relationship to the content.

e second—more obvious—reason why this is not germane here is that we aren't interested
anymore in objections to the view that all propositionally rational propositions are supported by
sufficient reasons. We've moved past that issue.35 We're focusing now on objections to the claim
that all uninferentially doxastically rational beliefs are based on sufficient reasons.

ere is a germane reading of the objection. According to this reading, the propositionalist is
commi ed to thinking that in duplicate reasons cases, one's belief is derived from that very belief.
To put the point in terms of reasoning, in duplicate reason cases one reasons from the content of
one's belief to that very belief! is seems obviously bad. You can't become rational in believing p
via a derivation from p!

A rst pass at a response points out that the cases we're interested in are the uninferential cases.
Surely it's illegitimate to infer p from p. Rationality can't transmit via inference from a belief that p
to a belief that p. For if your belief that pwas already rational, then the inference is super uous, and
if it wasn't already rational, then there's no rationality to transmit. is is right as far as it goes. But
this doesn't yet threaten the viewwe are concernedwith, which is the view that all of uninferentially
doxastically rational beliefs are based on sufficient reasons.

I think that there is a large grain of truth in this rst pass response. However, I don't think it
is fully adequate. is is because the objector doesn't have to insist that the type of reasoning is
only illicit when it's inferential reasoning. ere is a natural sense in which one is reasoning when
one forms uninferential perceptual beliefs. Or, perhaps more perspicuously, there is a sense in

35Of course, if Brueckner's objection required some new maneuvering on my part, the discussion in the last
section would be incomplete. But, as I showed in the last paragraph, I already have all the needed resources to
respond to the objection construed as an objection to my view of propositional rationality.
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which one's perceptual capacities are engaging in reasoning when one forms uninferential percep-
tual beliefs. To use our earlier terminology, one's perceptual capacities process the sensations one
receives through the sense modalities in order to output the more ne-grained percepts. is, I
think, should count as reasoning in some broad sense.

Given this, we can re ne the objection. e re ned version runs as follows. Suppose that in
order to possess a reason, you must believe it. And suppose that your reason to believe p in the
uninferential perceptual case is p. us, you believe p—and this next phrase is important—in
virtue of the fact that you believe p. But that is illicitly circular reasoning. So you can't properly
base your belief that p on p in the uninferential case.

I think this objection fails, roughly, because it equivocates on in virtue of. On all views in the
family of views I'mdefendinghere, in order for r to be a reason youpossess, it's necessary to stand in
someepistemic relation to r. I'vebeenassumingwithBrueckner that the epistemic relation is belief.

us, you possess reasons in virtue of believing them. But that doesn'tmean that, when somebelief
of yours that p is rationalized by r, that belief is rational in virtue of the fact that you believe it. e
belief is rational in virtue of the fact it's based on a sufficient reason. And, importantly, that reason
isn't constituted by the belief.

is gets us part of the way, but there is still some more work. For I haven't explained yet why
the type of processing in the uninferential case yields rational beliefs. at is, I haven't explained
why one can be doxastically rational in believing p because of p in the uninferential case but not
in the inferential case. I think I already hinted at an explanation above when I explained why the
reasoning is illicit in the inferential case. When inference goeswell, rationality gets transmi ed. e
point of inference is to transmit rationality from antecedent beliefs to newbeliefs. But this isn't how
uninferential belief forming processes work, and for good reason. e uninferential processes put
us in contact with the world.

ink of it this way. In the inferential cases, we are trying to expand our rational beliefs merely
through reasoning with the beliefs we already have. Given this, it's clear why p won't be rational via
an inference from p. If p is rational, it will be rational for someother reason. Paradigmuninferential
reasoning isn't like this.36 In the paradigm cases, we expand our rational beliefs through direct
contact with the world. at is, the inputs to the uninferential processes are facts about the world,
whereas the inputs to our inferential reasoning processes are other beliefs. is difference explains
why (at least some of) the uninferential beliefs are immediately rational. ey are immediately
rational because the world provides the inputs.

So here's the picture. e reason why basing your belief that p on p yields doxastic rationality
in the uninferential case is that p is itself the input to the process that yields the belief that p. is
is a large part of why it's uninferential. As long as your belief that p is sustained by p once you form
it, your belief is based on p. And p, we've agreed, is about as good a reason as you can get for
believing p. In contrast, inferring p from p is illicit because it's either super uous or there won't be
any rationality for the inference to transmit.

is gives us both an explanation of why duplicate reasons are okay in the non-inferential case,
and an explanation of why they aren't in the inferential case. is, it seems to me, is all we need to
solve the duplicate reasons problem.

36As I'll argue in the next chapter, there are cases of uninferential basing that aren't like the paradigm.
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5.8 Summary andConclusion
is chapter has been about what the best version of foundationalism is. Upon re ection, there

are two independent foundationalisms of interest. According to Propositional Foundationalism,
there are some immediately propositionally rational propositions, which is to say that the rational-
ity of some propositionally rational propositions is not dependent upon any other propositionally
rational propositions. According toDoxastic Foundationalism, there are some uninferentially dox-
astically rational beliefs, which is to say that the rationality of some doxastically rational beliefs are
not inferred from other doxastically rational beliefs.

Wewere interested in two questions. First, should the Propositional Foundationalist think that
all propositionally rational propositions are supported by sufficient reasons? And second, should
theDoxastic Foundationalist think that all doxastically rational propositions are based on sufficient
reasons? Since both type of foundationalist will answer Yes to these question in cases of mediate
and inferential rationality, the ght is really over the immediate and uninferential cases. I'll brie y
summarize the dialectic in each case.

Propositional Foundationalism

My opponent's basic strategy is to claim that in the cases of immediate propositional rationality,
there just aren't enough reasons around to sufficiently support the immediately propositionally ra-
tional propositions. us, those will be cases where there aren't sufficient reasons supporting p,
but there aren't decisive reasons not to believe p—i.e., p is not defeated. is was the basic idea
behind both Lyons's argument and the counterexamples. On my opponent's picture, then, at least
in some cases of immediate rationality, there aren't any reasons to sufficiently support the proposi-
tion in question. At least in the case of Lyons, this leads him to a disjunctive view of propositional
rationality.

Hopefully we are now in a position to see that I've already sketched a view that, if true, goes a
long way towards rebu ing my opponent. is is because I've already sketched a view that closes
the gap in the immediately rational cases. e rst step in sketching this viewwas rejecting Lyons's
mentalism about reasons. Lyons, recall, thinks that only beliefs can be reasons. is is a more re-
strictive mentalism than most. Most mentalists also think that perceptual states of some sort or
other can also be reasons. Lyons thinks that it's implausible to think that perceptual states of any
kind can be reasons. He thinks his arguments for this claim—that it's implausible that any percep-
tual states are reasons—is key to showing that not all immediately rational beliefs are supported by
sufficient reasons. Here's one way to reconstruct his argument:

Lyons's Argument from Elimination for Beliefs-Mentalism37

(1) Reasons are presentational mental states.

(2) e presentational mental states are all either perceptual states or beliefs.

(3) Perceptual states aren't reasons.

(C) us, only beliefs are reasons.
37Recall that Lyons also provides an argument to the best explanation for Beliefs-Mentalism. In §5.4.1 I showed

that Beliefs-Mentalism didn't provide the best explanation of the relevant data.
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Unlike most, I'm sympathetic to his argument for (3). e premise I think we should reject is (1).
We shouldn't think reasons are mental states; we should think they are propositions. Rather than
rehearsing the various arguments for the propositional view again, I will instead explain how this
view helps with the defense of the two rst premises.

Once you hold the propositional view, it's easy to see what the relevant reasons are in the im-
mediately rational cases. In the good case, the most obvious reason will be p itself. p is about as
good a reason as you can get for believing p. So if you gain p when you see that p, then you've
gained a great reason to believe p by seeing p. Propositionalists will split when it comes to the
bad case. If they hold a factive view of the relevant epistemic reasons, then they will have to hold
that if one is rational at all in the bad case, the reasons that propositionally justify p in the bad case
are different than the reasons that propositionally justify p in the good case. Propositionalism per
se doesn't commit you to this, though.38 If you hold a non-factive view of the relevant epistemic
reasons, then you can hold that one has the same reasons in both the good and bad cases.

No doubt the choice between a factive and non-factive accountwill bemomentous. At the end
of the day, I prefer the factive version. Adequately explaining the bad case is the hardest problem
for the factive theorist. For this reason, I reserve the entire next chapter to this problem. In this
chapter the most important point is that you can have all the advantages of a propositional view
without having this problem.

e second type of argument designed to drive home the relevantwedgewas purely case based.
at is, the supposed counterexamples were supposed to be theory neutral. e cases were sup-

posed to be ones where everyone agrees that there are propositionally rational beliefs that aren't
supported by sufficient reasons. I argued that the cases were not plausible enough to adjudicate the
dispute. ere are plenty of facts that are intuitively reasons that I can appeal to in order to account
for the cases. Because of this, I don't think the dispute can be se led by the cases.

is is how I see the dialectic, at this point. e main motivation for alternative views was the
claim that there aren't enough reasons to explain all of the propositional rationality that there is.

is, in turn, motivates a disjunctive theory of a certain kind. According to the disjunctive theory,
in many cases it will follow from the fact that there aren't sufficient reasons for p that p is defeated.
But not all the time. In some cases, no such thing will follow. In these special cases—which will
(most likely) be the cases of immediate rationality—wehave to seewhether someother conditions
aremet to know if p is rational (e.g., the reliabilist thinks that meeting some reliability constraint is
the relevant condition).

Given that there is a plausible theory that doesn't require this type of disjunctivism, I think
the disjunctivism is unmotivated. e reasons view is much simpler andmore uni ed. is is even
clearerwhen you keep inmind that you can give an important place to reliability in a reasons frame-
work. You can do this by incorporating reliability into your analysis of reasons, basing, or both (a la
Comesana (2010), Bedke (2010), Goldman (2011), Sylvan (MSb)). I say we stick with reasons.

ey can provide the basis for a simple, uni ed theory that can give principled explanations of all
the cases.

Doxastic Foundationalism

As we saw, the best way to argue that not all doxastically rational beliefs are based on sufficient
reasons is to argue that not all propositionally rational beliefs are supported by sufficient reasons.

38Existence proof: Schroeder (2009b, 2011).
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Once you answer Yes to the Propositional Question, it is very natural to answer Yes to theDoxastic
Question.

at said, we considered a recent challenge to the thought that the uninferentially doxastically
rational beliefs can be based on sufficient reasons, even if they are always supported by sufficient
reasons. e main idea behind the challenge was that one cannot properly base a belief that p on
p. All such basing would be objectionably circular.

I argued that this is too hasty. ere are two parts. First, it was happily conceded that one can
never base a belief that p on p via inference. ere is an independent explanation of this, though.
Namely, inference transmits rationality. So if one is already rational in believing p, no rationality
will be transmi ed via an inference. And if one is not rational in believing p, then no rationality
can be transmi ed via the inference.

e second part of the response was to insist that in the uninferential cases one can base one's
belief that p on p. Uninferential (immediate) basing is unlike inferential basing in that it doesn't
seek to transmit rationality. New rationality is created. is is achievedwhen one is sensitive to the
reason in a certain way. In the terms of the view advocated in the last chapter, this is achieved when
one's belief that p is sensitive to the right normative features of p. ere is nothing objectionably
circular about this type of uninferential basing.

Concluding oughts

As we've seen, the epistemology of immediate and uninferential rationality provides one of the
main challenges from epistemology to my claim that rationality is a ma er of correctly responding
to the normative reasons you possess. Epistemologists challenge both the claim that all rational
beliefs are supported by sufficient reasons and the claim that in order for a belief to be rational it
has to be that one correctly responded to the reasons one possesses in holding that belief.

As we've also seen, I think that these challenges fail. us, I think that the epistemology of
immediately and uninferentially rational beliefs does not topple my view. Moreover, I think the
view that has emerged here is a ractive. It tells a uni ed and plausible story about how rationality
works across the board.
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Chapter 6

Defeating the Externalist's Demons

True propositions can make a false proposition probable, as when someone is skill-
fully framed for a crime of which she is innocent. If perceptual evidence in the case
of illusions consists of true propositions, what are they? e obvious answer is: the
proposition that things appear to be that way. (Williamson, 2000, pg. 198)

6.1 Introduction

E theories of rationality hold that the rational status of an a itude or action super-
venes on more than just the non-factive internal states—the states one can be in even if the

content of the state is false—of the agent. Internalist theories hold that the rational status of an at-
titude or action does supervene on the non-factive internal states of the agent. At least sinceCohen
& Lehrer (1983) and Cohen (1984), it has widely been thought that the deceived pose a special
problem for externalist theories. To see this, compare e Good Case to e Bad Case:

e Good Case

Sam is in a favorable environment and has reliable belief forming capacities. She sees
that the table is red, hears the baby crying, and learns interesting truths from her his-
tory textbook.

e Bad Case

Pam is Sam's non-factive internal state duplicate. So when Sam perceives the table is
red, Pam has a phenomenologically indistiguishable visual perception; when Sam has
an auditory perception of a baby crying, Pam has a phenomenologically indistiguish-
able auditory perception; and when Sam makes a certain inference because of what
her history textbook says, Pam makes a phenomenologically indistiguishable infer-
ence. e only difference between Sam and Pam is that Pam is radically deceived by
an evil demon. Nearly all of her beliefs about the external world are false.

It's very natural to think that both Sam and Pam are fully rational. It's easy for an internalist to
explain this. is is because internalists think that Sam and Pam have all the same rationalizers.
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Since Sam and Pam are non-factive internal state duplicates, they are in identical situations when
it comes to rationality. us, given that Sam is rational to degree n, Pam is rational to degree n.

It's not easy to see how an externalist can explain the natural thought that Sam and Pam are
rational to the same degree. is is because the externalist is commi ed to saying that Sam and
Pam don't have the same rationalizers. ey are in radically different situations when it comes to
the external factors relevant in externalist theories of rationality. Take the externalist view Cohen
(1984) was arguing against—viz., a näıve form of reliabilism. According to this view, a belief that
p is justi ed only if it is produced by a reliable process. By hypothesis, Pam's beliefs are not formed
by a reliable process. us, the reliabilist is commi ed to saying that she is not rational. So some
externalist views—e.g., näıve reliabilism—clearly cannot vindicate the thought that Sam and Pam
are rational to the same degree.1 is has come to be known as e New Evil Demon problem for
externalism.

A trend amongst externalists has been to bite the bullet and then do damage control. e basic
idea behind this type of response is that two separate properties are con ated when one states the
NewEvil Demon problem. e externalist view is correct about themore demanding state and the
internalist view is correct for the less demanding one. To illustrate, take Goldman (1988)'s reply
to the problem. According toGoldman, his reliablist view is correct when it comes to what he calls
strong justi cation. Pam is not strongly justi ed. However, Pam is weakly justi ed, or rational.

us some internalist view is true when it comes to rationality or weak justi cation. e New Evil
Demon problem only seems like a problem because the internalist has con ated strong and weak
justi cation. Or so the response goes.2

While I am somewhat sympathetic with this type of response (see Lord (MSc)), I am going to
defendadifferent typeof responsehere. I amgoing to argue that it's notnecessary for the externalist
to bite the bullet—or at least not any real bullets. I'll show that at least two externalist views can
explain why Sam and Pam are both rational and why it's plausible to say that, in some sense, they
are both rational to the same degree.

e structure will be as follows. In the next section I'll set out the type of externalist view I
will be concerned to defend. I will then explicate the particular version of the New Evil Demon
problem that plagues views of this type. I will then show how two views of the type I favor can
solve the problem. My work won't be done, yet, because there is a related problem— e New
New Evil Demon problem—that still plagues the type of view I'm defending. I'll introduce that
problem in §6.4. I'll then offer a solution to e New New Evil Demon Problem. Along the way
I'll also show how my solutions to the Evil Demon problems can also solve the problem raised by
so-calledKnowledge fromFalsehood cases (seeWar eld (2005), Fitelson (2010), Arnold (2011))
and a puzzle about non-veridical perception raised by Schroeder (2011).

6.2 Preliminaries and a Statement of the Problem
e New Evil Demon problem is a problem for any view that is commi ed to Different Rational-

izers:
1 at's not to say there aren't reliabilist replies to the problem. See Comesana (2002) for a nice explication of

perhaps the most popular reliabilist response.
2Others who pursue this type of response—although they don't all think the properties being con ated are

strong and weak justi cation—include Li lejohn (2009, 2012), Weatherson (2008), Bach (1985), Engel (1992).
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Different Rationalizers: Sam and Pam do not share the same rationalizers.

Lots of viewswill holdDifferent Rationalizers. I am interested in one type of view. I'm interested in
the view that holds both that what rationalizes beliefs are epistemic reasons and that Sam and Pam
have different epistemic reasons. at is, I'm interested in views that hold Reasons Rationalize and
Different Reasons:

Reasons Rationalize: Epistemic reasons are the rationalizers of beliefs.

Different Reasons: Sam and Pam don't have the same reasons.

Again there are a variety of views that hold Different Reasons. e most natural—and the one I'm
interested in—holds that Different Reasons is true because Reasons Factivity is true:

Reasons Factivity: p can be a reason to ϕ only if p is true.

If Reasons Factivity is true, then there are manymore reasons for Sam to believe what she believes
than there are for Pam to believe what she believes. is is because Sam believes a lot of truths that
constitute reasons. While Pam believes those claims, they aren't reasons for Pam because they are
false.

It's important to keep in mind, of course, that it is implausible that all epistemic reasons are
rationalizers for everyone all the time. It's plausible that only reasons one possesses can rationalize
one's beliefs. I won't take a stand as to what that relation is like, yet, but it obviously follows from
Reasons Factivity that the epistemic relation must be factive.3

Cohen (1984)'s original argument against näıve reliabilism shows that the näıve reliabilist can't
account for the fact that Sam is rational at all. is is because a necessary condition for a belief to
be rational is that the belief be formed by a reliable process. Since Sam's belief isn't formed by a
reliable process, it isn't rational at all. us, the very rst step one must make in solving e New
Evil Demon problem is vindicating Same Status:

Same Status: Sam and Pam are both rational.

Vindicating Same Status is just the rst step. is is because many have a stronger intuition. Many
think that not only are both Sam andPam rational, they are equally rational. at is to say, onemust
also account for Same Degree:

SameDegree: Sam and Pam are equally rational.
3If you carve up the epistemic relations in one way, this won't be true. It is true that whenever you have p as

a reason by standing in some epistemic relation r with p, p will be true. But you might think that the epistemic
relation is, e.g., justi cation. It will follow fromReasons Factivity that only your true justi ed beliefs will be reasons
you have. But since justi cation isn't factive, the epistemic relation won't be factive. I prefer to think of the relation
in this case as being true justi ed belief. at relation is factive. I don't think it ma ers too much how nely you
individuate the relations. I prefer my way because it more easily allows us to discriminate against two views, one of
which is factive (true justi ed belief), the other of which is not factive (justi ed belief). anks to Tom Kelly for
discussion here.
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It's o en unclear what it would take for Sam and Pam to be equally rational. Usually it seems that
objectors mean that Sam and Pam have the same rationalizers. If this is what people mean by
equally rational, thenobviously thosewho acceptReasonsFactivity (andReasonsRationalize)will
have to deny that Sam and Pam are equally rational. I am going to question below whether this is
the properway to think about a groupof agents being equally rational. But even if one takes a harder
line and bites the bullet with respect to Same Degree, one needs to explain away the widespread
intuition that Sam and Pam are equally rational.

e nal preliminary is that, at this point, we are only talking about ex ante rationality. at is
to say, we are only talking about what it takes for a belief to be rationalizable. Plausibly, in order
for a particular belief to be rational—to be ex post rational—rather than being merely rationaliz-
able, the belief has to be suitably connected to the rationalizers. Wishful thinkersmight sometimes
hold beliefs that are rationalizable even though their token beliefs aren't rational because they aren't
suitably related to the reasons. I take the New Evil Demon problem to be a problem about ex ante
rationality. is is because it arises for views that hold that Sam and Pam have different rationaliz-
ers. Rationalizers are direct inputs into one's theory of ex ante rationality. ey will also be highly
relevant to one's theory of ex post rationality, but only derivatively through one's view of ex ante
rationality.4

eNewEvil Demon problem applied to the views I'm interested in here looks like this: Same
Status is surely true. Yet it's not clear why if Reasons Rationalize and Reasons Factivity are both
true. For if they are, then Sam and Pam differ dramatically in the epistemic reasons that they pos-
sess. Sam has a lot more reasons to hold her beliefs than Pam does. Indeed, it's not clear that Pam
has any reasons to believe what she believes. So it's mysterious how the defender of Reasons Fac-
tivity can account for Same Status. Moreover, even if she could, it's especially mysterious how she
could vindicate Same Degree. A er all, according to her, Sam has a lot more reasons to believe
what she does than Pam. Moreover, Sam's reasons seem to be much be er than Pam's. So it seems
like she must be more rational than Pam, and thus it seems the friend of Reasons Factivity cannot
account for Same Degree.

With this in hand, it's interesting to note that two more speci c problems raised for Reasons
Factivity are (close to) special cases of eNewEvil Demon problem. e rst are so-called knowl-
edge om falsehood cases. Here's one purported case from War eld (2005):5

ReliableWatch

Fritz has a 7 pm meeting and extreme con dence in the accuracy of his fancy watch.
Having lost track of the time and wanting to arrive on time for the meeting, he looks
carefully at his watch. He reasons: ‘It is exactly 2:58 pm; therefore I am not late formy
7 pm meeting’. He knows the conclusion, but as it happens it’s exactly 2:56 pm, not
2:58 pm.

It's very plausible that Fritz knows that he's not late for his 7:00 meeting. Moreover, it's intuitive
that a false proposition—viz., that it's exactly 2:58 pm—plays an essential rationalizing role in his

4Some disagree about what the problem's focus is (see especially Silins (2005)). Don't worry, I'll address the
ex post version below—this is what I call the New New Evil Demon Problem. I think the New New Evil Demon
problem is a much bigger problem than the New Evil Demon problem.

5I've modi ed the wording slightly. ese cases are also discussed in Fitelson (2010), Arnold (2011).
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obtaining the knowledge that he's not late. If this is right, then Reasons Factivity is in trouble. Call
this the Knowledge from Falsehood problem.

It's reasonable to expect, I think, that the solution to the Knowledge from Falsehood problem
will be just like a solution to the New Evil Demon problem. For in solving both problems one has
to pick out some possessed reasons that rationalize the relevant beliefs. In e Bad Case we need
to nd some facts that constitute reasons that rationalize Pam's beliefs, and in Reliable Watch we
need to nd some facts that constitute reasons that rationalize Fritz's belief.

e second problem comes from Schroeder (2011). Schroeder's problem has to do with how
it is that non-veridical perceptual beliefs are rationalized. ose who accept Reasons Factivity have
a nice story to tell about veridical perceptions—the perceptual beliefs are rationalized by the con-
tents of the perceptions.6 is obviously won't do for non-veridical perceptions since the contents
of those perceptions are false.

ere is an obvious way in which this is an argument against Reasons Factivity. Schroeder also
argues—and this is what he's primarily interested in showing—that this is a strong reason to deny
High Bar views of the possession relation. Recall from chapter 3 that High Bar views hold that in
order to possess a reason, you have to stand in a positive epistemic relation with that reason. Many
High Bar views commit one to Reasons Factivity, but not all do. So, for example, the view that
in order to possess p you have to know p entails Reasons Factivity, but the view that in order to
possess p you have to justi ably believe p does not (at least given plausible assumptions about
justi cation). So Schroeder's argument is more than just an argument against Reasons Factivity.

Again, I thinkwe should expect a solution to theNewEvilDemonproblem toprovide (part of)
a solution to Schroeder's problem.7 e key to a solution is to show that there are some other facts
that constitute possessed reasons that rationalize one's beliefs in non-veridical perceptual cases. As
we'll see, Schroeder ends up arguing that in the case of non-veridical, basic, perceptual justi cation,
it's not plausible to appeal to other facts to account for beliefs rationalized by non-veridical percep-
tions. is is a version of the New New Evil Demon problem. is will be discussed at length
below. For now the important point is that at the very least the friend of Reasons Factivity needs to
appeal to other facts to explain why some beliefs are rationalized by non-veridical perceptions.

e upshot is this. eNewEvil Demon problemposes a grave risk to views that hold Reasons
Factivity (plus Reasons Rationalize). Claims like Same Status and SameDegree are very plausible,
and one needs to account for them if one is going to successfully defend Reasons Factivity. More-
over, there are at least two related problems that seem to be open to the same type of solution as the
New Evil Demon problem. If one can solve the New Evil Demon problem, then one can solve the
related problems too. So there is a large payoff awaiting the theorist who can provide a compelling
solution to the problem. In the rest of the chapter I aim to collect this payoff.

6.3 A Solution to theNew Evil Demon Problem
e core of the New Evil Demon problem is that it's mysterious how the externalist can account

for why both Sam and Pam possess sufficient reasons to hold their beliefs. As we saw above, many
6 is is the view I developed in the last chapter. See also Williamson (2000).
7It won't solve all of it because Schroeder's problem is an amalgam of the New Evil Demon problem and what

I'll call theNewNewEvil Demon problem. We thus won't have a full solution to Schroeder's problem until we solve
the New New Evil Demon problem.
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also have the intuition that Sam and Pam have equally strong reasons to believe what they do. It's
particularly mysterious how the externalist can account for that intuition. In order to solve the
version of the problem that plagues the type of view I'm interested in, one has to rst explain what
could rationalize the beliefs of the systematically deceived.

At this point we need to be more precise about what the possession relation comes to. is is
because a necessary condition on some fact being a rationalizer is that it is possessed by the agent in
question—only the reasons that are possessed can rationalize beliefs. On the views I'm interested
in—views that hold Reasons Factivity—the possession relation is factive. I'll assume for most of
the chapter that the possession relation is knowledge—I'll dub this view P� K. is is mostly for
convenience's sake. is is likely the view readers are most familiar with thanks to Williamson
(2000). More importantly, the main points I'll make don't turn on exactly which factive relation
turns out to be the possession relation. at said, in the conclusion I will point out one problem
withP�Kand showhowa related view—the view that the possession relation is being in a position
to know—solves this problem. For an extended argument that being in a position to know is the
relevant relation, see chapter 3.

Accounting for Same Status
Let's start with how to account for Same Status—the datum that Sam and Pam are both rational.

e trick is to nd some facts in the bad case that are sufficient reasons to believe that the rele-
vant agents possess. e most prominent defender of P�K, Timothy Williamson, has explicitly
addressed this challenge. He writes,

In unfavorable circumstances, one fails to gain perceptual knowledge, perhaps be-
cause things are not the way they appear to be. One does not know that things are
that way, and E=K [i.e., P�K] excludes the proposition that they are as evidence.
Nevertheless, one still has perceptual evidence, even if the propositions it supports
are false. True propositions canmake a false proposition probable, as when someone
is skillfully framed for a crime of which she is innocent. If perceptual evidence in the
case of illusions consists of true propositions, what are they? e obvious answer is:
the proposition that things appear to be that way (Williamson, 2000, pg. 198).

Given normal background conditions, the fact that it appears to you that p is a reason to believe p.
One's perceptual faculties wouldn't be very trustworthy if this were false.8 Williamson thus thinks
that the reasons that rationalize the beliefs of the deceived are facts about how the world appears
to them.

Note that if this is going to work for all the cases, it has to be that nearly every time we perceive
p, we know that it appears that p. In other words, if this is going to work, Always Knows has to be
true:

Always Knows: Ceteris paribus, every time A perceives p, A knows that it appears that p.

8Note that I'm notmaking a claim about reliability. I'mmaking a claim about epistemic trustworthiness. Itmight
be that perceptions are trustworthy but not reliable (although they won't ever be trustworthy when one knows
they're unreliable). e claim in the text thus doesn't con ict with claims made by some internalists about justi -
cation (see, e.g., Silins (2005), Pryor (2000)).
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Always Knows is prima facie implausible. A er all, in some cases one simply doesn't have time to
go on to form the extra belief that it appears that p. And sometimes it would simply be a waste of
time to go on to form the extra belief that it appears that p.

In the sentences immediately following the passage already quoted, Williamson addresses this
challenge. He writes

Of course, unless one has reason to suspect that circumstances are unfavorable, one
may not consider the cautious proposition that things appear to be that way; onemay
consider only the unquali ed proposition that they really are that way. But it does
not follow that one does not know that things appear to be that way, for one knows
many propositions without considering them. When one is walking, one normally
knows that one is walking, without considering the proposition. Knowing is a state,
not an activity. In that sense, one can knowwithout considering that things appear to
be some way (ibid.).

is passage is a bit opaque, but I think that with a li le unpacking we can see how the P�K the-
orist has a somewhat plausible response to the challenge. I take it that Williamson agrees with the
thought that it would be a waste of time to always form a certain kind of belief about how things
appear to you upon having a perception. is would require you to consider whether things appear
to you in a certain way. He argues here, though, that one needn't consider something in order to
know it—one usually knows one is walking when one is walking without considering whether one
is walking. I'm not entirely sure howWilliamsonwants to spell this out. e way I think of it is that
you have tacit knowledge when you know things you've never considered. is doesn't seem crazy.
It does seem like, when I'm walking, I have tacit knowledge that I'm walking.9

Even granting that the facts about how things appear to the deceived are possessed reasons, one
isn't home free yet. For we need the facts about how things appear to the deceived to be sufficiently
weighty to make the deceived's beliefs rational. Let's focus on a particular belief of Pam's. Suppose
both Sam and Pam have a visual perception that represents what looks to be a red table. Sam sees
an actual red table, Pam does not. However, it appears to Pam that there is a red table. It's plausible
that this fact is a reason to believe the table is red. Moreover, it's not crazy to think that Pam knows
that it appears that the table is red.

I think it's also quite plausible that this reason is sufficiently strong. is is because what's rel-
evant to whether Pam's belief is rational is the weight of the reasons Pam possesses. Given the
reasons Pam possesses, it's plausible that the reason provided by the appearance fact is sufficiently
weighty to rationalize Pam's belief. In order for the reason not to be sufficiently weighty, she would
have to possess some defeater. is would have to be some strong evidence against the claim that
the table is red or it would have to be some kind of undercu ing defeater—some fact that severs
the indicatory connection between her appearance and the table being red. Now certainly there
are some facts that would be defeaters of either kind if Pam came to possess them. e rub, though,
is that she doesn't possess any of those reasons. e world seems to her the same way the world
seems to Sam. us, it seems plausible that the reason provided by the fact that the table appears
red is sufficiently strong for Pam.

9Unfortunately, not nearly enough work has been done on tacit knowledge. Most work suggests that it will be
quite hard to successfully analyze tacit knowledge as a state we're actually in when we have tacit knowledge. See
especially (Lycan, 1988, ch. 3).
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Crucially, I think that it follows from the nature of non-factive internal state duplicates that Sam
possesses a sufficient reason to believe p just in case Pam does. is is because if Sam possesses
some reason r to believe p, then Pam will have some corresponding non-factive state that allows
her to know that it appears that r. And if the reason provided by Pam's appearance gets defeated,
then Sam will have some internal state that is also a defeater of r. For example, if it appears to Pam
that r′ and r′ defeats r, then it will also appear to Sam that r′. And this will be true for any r and r′

We should reply in the same way to the Knowledge from Falsehood problem. ere are other
possessed sufficient reasons for Fritz to believe he won't be late. For example, Fritz knows that it
appears to be 2:58 pm. He also knows that his extremely reliable watch says that it is 2:58 pm.
Because of the reasons provided by these pieces of knowledge, he also knows that it's earlier than
4 pm, earlier than 5 pm, earlier than 6 pm etc. ose are all sufficient reasons Fritz possesses to
believe that he won't be late.10

Wecan also say similar things to solve the problem that Schroeder poses. Indeed, we needn't go
past the rst Williamson quote to have a (partial) solution to Schroeder's problem. e sufficient
possessed reason for one to believe as one does in paradigm cases of non-veridical perception is the
fact that things appear to be thus and so. e appearance fact is what is doing the rationalizing.

My explanation of Same Status is thus quite simple. ere are nearby truths that are sufficient
reasons to believe the relevant propositions. Moreover, those in the bad cases do possess those
reasons. us, their beliefs are ex ante rational—supported by possessed sufficient reasons.11

Accounting for SameDegree
If what I said in the last subsection is true, then both Sam and Pam are in a position to have rational
beliefs. Both of their beliefs are well supported by the reasons they possess. As we saw above, this
is weaker than the conclusion many want to draw about characters like Sam and Pam. Many want
to say that not only are Sam and Pam both rational, they are equally rational.

Before we start, let me say that I am not interested in showing that all of Sam and Pam's beliefs
are necessarily rational to the same degree. I don't think that's true. But this is just part and parcel
of being the type of externalist I am.12 What I aim to show is that, given a very natural way of
understanding the cases, there is an important sense in which Sam and Pam are rational to the
same degree. Moreover, I am going to argue that the ways in which my view predicts they are not
rational to the same degree are virtues of my theory, not bugs.

With that said, it's not always clear what is meant by 'equally rational.' O en times, it seems to
me, this is synonymous with 'don't have the same rationalizers.' If that is what is meant by 'equally
rational', then of course the externalist has to deny that Sam and Pam are equally rational! One
might nd externalism implausible on its face, but mounting an objection to the view in this way is
dialectically unhelpful.

I think the best way of thinking of a set of reasons making a belief more rational is by thinking
that a belief, b1, is more rational than a belief, b2, just in case the set of possessed reasons support-

10Perhaps not surprisingly, this is themost popular solution offered in the literature on knowledge from falsehood
(see Coffman (2008), Arnold (2011), Fitelson (2010)).

11I imagine some readers are jumping up and down about the fact that I've said nothing about how those in the
bad cases are suitably connected to the nearby truths to count as ex post rational. Fear not, I will deal with that issue
in a bit.

12Indeed, I think it's very plausible that this is part and parcel of being an externalist at all.
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ing b1 isweightier than the set of possessed reasons supporting b2. At the very least, this is a natural
starting point. e weight of reasons comes in degrees. e phenomenonwe're investigating—the
relative rationality of beliefs—also comes in degrees. It's thus natural to think that the relative ra-
tionality of beliefs tracks the weight of the possessed reasons supporting those beliefs.

Onemight be a bit surprised that I've initially commi edmyself to this viewofwhat it is for one
belief to be more rational than another. A er all, at rst blush it seems very plausible to think that
Sam must be more rational than Pam if externalism is correct because the reasons Sam possesses
are, in an obvious way, be er than the reasons Pam possesses. A er all, Sam possesses the reason
constituted by the fact that the table is red, whereas Pam only possesses the reason constituted by
the fact that it appears as if the table is red. A natural way to spell out the way in which Sam's reason
is be er than Pam's is in terms of weight—it's be er because it's weightier.

While I agree that this is a natural thought, I think that it is mostly irrelevant to the question
at hand. is is because it confuses what we can call a reason's atomic weight with a set of reasons'
relative weight. Atomic weight—if it exists—is the weight that a reason has independently of how
it interacts with the other reasons in a particular situation.13 Relative weight is the weight that sets
of reasons have a er they are weighed against reasons for alternatives in any given situation. Sam's
reason is necessarilyweightier only in the atomic sense. We can't knowwhat a set of reason's relative
weight is until we know what the other reasons are.

e rub, though, is that the relevant weighing for assessing how rational a particular belief is is
the relative weighing. So we aren't going to learn that Sam's belief is more rational that Pam's just
by learning that her reason has greater atomic weight. We need to know what other reasons there
are.

Notice, though, that the natural way to ll in the details of e GoodCase and e BadCase is
to assume that not only does Sam have be er reasons for the beliefs she holds, she also has be er
reasons not to hold the beliefs she holds. Sowhile Sam knows that she sometimesmakes perceptual
errors, Pam only knows that it appears to her that she sometimes makes perceptual errors. Sam
might know that Tom said the store was to the le (even though she believes it to be to the right;
she knows Tom is terrible at directions and has other reasons to believe it to be to the right), but it
only appears to Pam that Tom said the store was to the le , etc.

If this is how we ll in the case, then the reasons Sam has for not believing what she does will
have greater atomic weight than the reasons Pam has for not believing what she does. Indeed, I
boldly conjecture that the difference in relative weight between Sam's and Pam's reasons for believ-
ing what they do is identical to the difference in relative weight between Sam's and Pam's reasons
for not believing what they do in fact believe. If this is right, then the so-called gap between the
reasons for believing and reasons against believing will be the same. is just is a way of measuring
relative weight. If this is right, then there is a natural sense in which the relative weight of Sam's
reasons is the same as the relative weight of Pam's—the ratio between the reasons for and reasons
against will be the same for both Sam and Pam.

Of course, we're not forced to ll in the cases this way. It's possible for Sam to just have the
reasons Pam does against what she believes even though she has more reasons to believe what she
does believe. In that lling out of the case, the relative weight of Pam's reasons for believing what
she does will be greater than the relative weight of Sam's reasons for believing what she does. Two
things to note about this. First, it's not damning because it's so obviously true. Second, this is not

13I am going to assume for now that there are atomic weights. I will question this below.
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the most natural way of lling out the case. e most natural way of lling out the case is that
where Sam is well-informed about the way the external world is, Pam is misinformed. is goes
for reasons against as much as it goes for reasons for. us, I don't think those who endorse Same
Degree are thinking of the case in this way. ey are thinking of it in a way that suggests that the
relative weight of Sam's reasons is the same as the relative weight of Pam's.

us, I think that there is a true reading of Same Degree. Sam and Pam are equally rational
because the relativeweights of the sets of reasons they possess for the beliefs they hold are the same.
Moreover, I think that this is the most important reading of Same Degree. is is because what
we should be interested in determining the relative rationality of a group of agents is the relative
weights of the sets of reasons they possess.

I've run the explanation by appealing to atomic weights. It is important to note that this isn't
necessary. As long as there is some way to measure the strength of all the reasons together—i.e.,
as long as there's a way to measure the strength of the reasons all things considered—then we will
have what my explanation needs. And anyone who thinks that we can build up strict notions like
obligation, justi cation, and rationality out of reasons and their weight is commi ed to thinking
that there is some relative notion.

On the other hand, not everyone is commi ed to thinking that there is some atomic notion.
Indeed, in the epistemic case it is a bitmysteriouswhat the atomicweights could be. is is because
the orthodox way of measuring the strength of some evidence is by using conditional probability.
We can measure the strength of a reason r to believe p by measuring how likely p is given r and
some background information. Usually, the background information will just be the rest of one's
evidence. So on this view, there really isn't anything like atomic weights. is is because in order
to measure the strength of any particular reason r, you have to use the other evidence. So each
measure is relative in an important way.

ere are two important conclusions to draw from this. First, it seems like the anti-externalist
thought we started out with—viz., the thought that Sam's reasons must be weightier because her
reason is weightier—tacitly assumes a notion of atomic weight that is mysterious. Second, my
explanation doesn't need to assume that there are mysterious atomic weights.

ere is another objection tomy idea in the ballpark. According to this line, Sam's reasonsmust
be weightier because Pam has more reasons to believe what she believes than Pam does. It appears
to Sam that the table is red just like it appears to Pam that the table is red. So Sam not only has the
table is red as a reason to believe it's red, she also has the appearance fact as a reason to believe it's
red. So she has two reasons to Pam's one. It is natural to think that if A has reasons r1 and r2 to ϕ
and B just has r1, then A is guaranteed to have weightier reasons to ϕ than B.

is is natural, but also resistable. To see this, consider my belief that 2+2=4. My belief that
2+2=4 is maximally rational. Moreover, my maximal rationality is overdetermined in an important
way. at is to say, there are several proper subsets of my set of possessed reasons to believe that
2+2=4 that are all strong enough on their own to make me maximally rational in believing 2+2=4.
Consider two of the subsets, S 1 and S 2. By hypothesis, each is weighty enough to maximally ra-
tionalize—so each is as weighty as they get. Now consider the union of S 1 and S 2. Imagine I came
to possess the set comprised of the union, call it S 3. Plausibly, possessing S 3 is in some way be er
thanmerely possessing S 1 or S 2. But it can't be thatmy belief that 2+2=4 ismore rational given S 3

than in it is given merely S 1 or S 2. My belief is maximally rational no ma er which set I possess.
So what's be er about possessing S 3?
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I think the answer is that the rational status of my belief is moremodally robust when I possess
S 3. One has to go further out into modal space to get to a world where the set of my possessed
reasons to believe 2+2=4 fails to rationalize a belief in 2+2=4. It's not that S 3 is weightier in any
helpful sense of the word. Rather, it's just as weighty as S 1 and S 2. It's rather that it's weightiness
is overdetermined.

I think that something similar is happening with Sam and Pam (although I also think there
is a feature of the 2+2=4 case that isn't present in the Sam and Pam cases). It's not that the set
of reasons Sam has is weightier in any helpful sense of the word. It's rather that her rationality is
overdetermined. She could fail to have one of the reasons she does have and still be rational.

A promising objection to this application of the overdetermination thought is that it might
seem to commit me to the idea that Pam's (and Sam's) belief that the table is red is maximally
rational . A er all, the fact that there are multiple proper subsets of my evidence for 2+2=4 that
maximally rationalize is what started us down the overdetermination path to begin with. Because
of this, it's plausible to think, at this point, that the proper application of the overdetermination
lesson is only in cases where one's reasons maximally rationalize.

is isn't right. It's just that the cases of maximal rationalization are the easiest to glob onto. I
think what is overdetermined in these cases is the sufficiency of the (relative) weight of reasons to
believe 2+2=4. When I possess S 3, the sufficiency of my reasons to believe 2+2=4 is more overde-
termined than when I possess just S 1 or S 2. Similarly for Sam. e sufficiency of the set of her
reasons to believe the table is red is more overdetermined than the set of Pam's reasons to believe
the table is red.14

e important point is that it doesn't follow that the relative weight of Sam's reasons is greater
than the relative weight of Pam's just because Sam has two reasons to Pam's one. Sam's reasons are
more overdetermined than Pam's, but the relative weight is the same. It's just that Sam's reasons has
that weight further out in modal space than Pam's.

I'll close by noting that if something like this is correct, then the externalist has a ready answer
to a seemingly forceful complaint made by Silins (2005). Silins writes,

As far as propositional [i.e., ex ante] justi cation is concerned, the evidential external-
ist should allow that internal twins can have different degrees of justi cation for their
beliefs. Suppose an externalist said that, even though internal twins have different ev-
idence, they are equally justi ed in their beliefs. Perhaps, given that one is not certain
of what evidence one has in the good case, the differences between the evidence one
has in each case end up washing out. On this sort of externalist position, however,
evidential differences between internal twins are epistemically idle. Evidential differ-
ences here would not even explain differences in knowledge—it seems that one can
have knowledge in the good case even if one has the same evidence in the bad case.
However, I take it that evidential differences between internal twins are interesting
and important only if those differences can generate differences in propositional jus-
ti cationbetween twins.So I take it that, if Evidential Externalism is true, then internal
twins can fail to have the same degree of propositional justi cation (386).

Silins seems to think that if Sam's reasons for believing the table is red are be er that Pam's, then it
must be because they areweightier. Moreover, he thinks that if the externalist denies that Sam's rea-

14 e difference between Sam and me, I think, is that S 3 overdetermines the sufficiency much more than Sam's
reasons do.
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sons are weightier, then the difference between Sam and Pam is epistemically idle. I think neither
of these claims are true. Sam's reasonsmight bemore robust than Pam's even though Pam's reasons
are just as weighty as Sam's. Moreover, the robustness of Sam's reasons is not epistemically idle.
She is in a be er position than Pam precisely because the weight of her reasons is overdetermined.

ere are thus two parts to my accounting for Same Degree. Most importantly, I think that
there is a natural way in which Sam and Pam are equally rational—i.e., there is a reading of Same
Degree that is true. Sam and Pam are equally rational because the relative weight of the set of
reasons Sam has for believing what she believes is equal to the relative weight of the set of reasons
Pam has for believing what she does. If you posit atomic weights, then there is at least one sense
in which Sam's reasons are weightier than Pam's. e reasons Sam has for believing as she does
have greater atomic weight than the reasons Pam has for believing what she does—but, then again,
the reasons Sam has for not believing as she does also have greater atomic weight than the reasons
Pam has for not believing as she does. Despite these (purported) facts about the atomic weights,
atomic weights are not the weights we should be most interested in. We should be most interested
in the relative weighing. is is because a belief that p is (ex ante) rational only if the weight of the
reasons possessed to believe p is at least as weighty as the set of reasons to disbelieve p and the set
of reasons to withhold belief in p. is is a relative weighing. Moreover, it's quite plausible that the
reasons Sam has to believe as she does have the same relative weight as the relative weight of the
set of reasons Pam has to believe as she does.

e second part of my story is about what it is that makes Sam's position be er than Pam's.
Somehave argued that to concede that there is something be er about Sam's situation is to concede
SameDegree. is is true in one sense. If you thinkwhat it is for Sam to bemore rational than Pam
is for Sam to be in a be er position than Pam, then obviously I deny SameDegree. But I don't think
this is the right way to see things. For I think the best way of thinking of Same Degree is in terms
of the relative weights of Sam and Pam's reasons. ose are the same, and thus I think we should
think of them as equally rational. On the other hand, Sam is in a be er position. is is because
her reasons are more modally robust. e reasons she has to believe as she does would retain their
relativeweight further out intomodal space thanPam's reasonswould. is iswhySam is in a be er
position. is is compatible with thinking Same Degree is true.

6.4 ButWait, ere'sMore: e NewNewEvil Demon Problem
e new evil demonproblem, as I've characterized it, is about ex ante rationality. It is thus primarily

a search for suitable rationalizers of the beliefs of those in the bad cases. Moreover, as we saw, the
Knowledge from Falsehood problem and Schroeder's non-veridical perception problem were also
largely about what rationalizes subjects in less than ideal circumstances. I argued above that there
are plausible solutions to these problems.

Unfortunately for me, theNew Evil Demon problem is not the only, nor is it the hardest, prob-
lem for externalists posed by the deceived. is is because we are not only interested in ex ante
rationality, we are also interested in ex post rationality. It's not just that Pam is ex ante rational—i.e.,
it's not just that the things she believes are sufficiently supported by possessed reasons; her beliefs
themselves are rational, at least if Sam's are.

e thing that lls the gap between ex ante rationality and ex post rationality is basing. In order
for a token belief to be ex post rational, there must be the right connection between the belief and
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the rationalizers of the belief—on my view, the reasons that sufficiently support the belief. us,
if Pam is ex post rational, it must be that her beliefs are connected to the reasons that sufficiently
support her belief. e same goes for the likes of Fritz and for thosewhohave rational non-veridical
perceptual beliefs.

is problem is much harder than the original problem. is is because it's completely myste-
rious how to account for the full range of cases, at least given the orthodox understanding of how
large the range of cases is (foreshadowing!). On the orthodox understanding, there are two inter-
esting types of cases. e rst type of basing relationship is the inferential relationship. Many of
Sam's and Pam's beliefs will be inferential in their origins. For example, both Sam and Pam might
infer certain historical beliefs from other beliefs they have about what their history textbooks say
(or, in Pam's case, what appears to be a history textbook). Focus on a particular belief: the belief
that Fermat's last theorem was proved by Andrew Wiles.

Sam infers that Fermat's last theorem was proved by Andrew Wiles from her knowledge that
her textbook says that he proved Fermat's last theorem. Since her textbook is reputable, this seems
like a sufficient reason to believe thatWiles proved Fermat's last theorem. Moreover, provided that
her inferencewas normal, it's very plausible that her belief is ex post rational partially because of the
inference. By inferring the belief from a rational belief in a sufficient reason, she comes to base her
belief on the sufficient reason.

e etiology of Pam's belief is very similar to the etiology of Sam's. She also infers that Wiles
proved Fermat's last theorem from a belief that her history textbook says so. However, there is no
history textbook in front of Pam and in her worldWiles didn't prove Fermat's theorem. us, given
Reasons Factivity, Pam's belief cannot be rationalized by the reasons that rationalize Sam's beliefs
since those aren't reasons for Pam. is means that Pam's inference can't be doing the epistemic
work that Sam's inference is. Sam's inference iswhat's connectingher to the reasons in the right kind
ofway tomakeherbelief ex post rational. Pam's inferencemust not bedoing this since the content of
the belief is not a reason to have the belief. Above I argued that the reason that sufficiently supports
Pam's belief is something like it appears that a reputable history textbook is reporting thatAndrewWiles
proved Fermat's last theorem. It's very implausible that Pam infers her belief from that claim. us,
if she is going to be suitably connected to the sufficiently strong possessed reason, it looks like the
connection can't be inferential.

Note that this problem also crops up in Fritz's knowledge from falsehood case. Fritz infers
that he won't be late to his 7 pm meeting from his belief that it is exactly 2:58 pm. Given Reasons
Factivity, it's exactly 2:58 pm cannot be the sufficiently strong possessed reason that rationalizes
Fritz's belief. us, Fritz's inference must not be what's pu ing Fritz in suitable contact with the
rationalizer of his belief. So, if he is ex post rational—which he must be if he has knowledge—then
the process bywhich he becomes suitably related to his sufficient reasonsmust not be inferential.15

e second type of case is the non-inferential case. It's very plausible that some of Sam's and
Pam's beliefs have non-inferential origins. e paradigm non-inferential beliefs are perceptual be-
liefs. Let's take a particular perceptual belief of Sam's: the belief that the table in front of her is
red. Given that this is a normal perceptual belief, it's plausible that Sam and Pam don't infer this
belief from some other beliefs. e etiology is rather different. e belief is rather caused by their
perceptual systems themselves—the etiology is sub-inferential in some sense. In Sam's case, this
perceptual systemputs her into appropriate contact with a sufficient reason to believe that the table

15 is is pressed forcefully in the knowledge from falsehood literature by Fitelson (2010), Arnold (2011).

115



But Wait, ere's More: e New New Evil Demon Problem Defeating the Externalist's Demons

is red. It's controversial which reason that is; for simplicity's sake, I'll stick to the simplest proposal
and the proposal I like best: the reason is the fact that the table is red.16 Even though Sam doesn't
infer the table is red from another belief, she is still suitably connected to her reason because of the
etiology.

e etiology of Pam's belief is very similar to the etiology of Sam's. Pam's belief, just like Sam's,
is caused by her perceptual system—it's sub-inferential in the sameway. e only difference is that
Sam's belief is in some sense caused by the redness of the table, whereas Pam's isn't. is is a crucial
difference, according to thosewhobelieveReasonsFactivity. For itmeans that only Sam's belief can
be rationalized by the table is red, despite the similar etiologies. Above I argued that the sufficient
reason Pam possesses to believe the table is red is rather the fact that it appears to her that there is
a red table. But it's plausible that her belief isn't connected to that reason in the way Sam's belief is
connected to the fact that the table is red—it's not paradigmatically non-inferential. But, again, it's
not inferential either. So Pam's belief, if it is going to be ex post rational, has to be connected to her
sufficient possessed reasons in some other, mysterious, way.

e problem is magni ed if we make a widely held assumption about the nature of non-
inferentially rational beliefs. ey are o en thought to be foundational. Foundational beliefs are
rational beliefs whose rational status doesn't depend on one having any other rational beliefs. One
doesn't need other rational beliefs in order to have rational non-inferential beliefs. is is what
makes non-inferential beliefs foundational beliefs.17

It's natural to think that both Sam's and Pam's beliefs about the table are foundational. Sam's
certainly seems foundational. She doesn't need to rationally believe anything else in order to ratio-
nally believe that the table is red. A er all, her perceptual system puts her into contact with the fact
that the table is red. is is enough to rationalize her belief. But this can't be what's going on with
Pam if Reasons Factivity is true and my story in the last section is correct. For according to that
story, in order for Pam to be rational, she must know that the table appears red to her. us, Pam
does need to have another rational belief—the belief that it appears that the table is red—in order
to be rational. us, her belief isn't foundational. On the other hand, it's not inferential either,
which is the paradigm type of non-foundational rational belief.

It's interesting to note that Schroeder presents a more nebulous version of this very problem.
He writes,

atmeans that this view predicts that internal duplicates with duplicate pasts in very
similar environments can nevertheless differ not just in whether they know, but in
whether their belief is justi ed [i.e., rational], if for the very rst time one sees some-
thinggreen in frontof herwhile theother experiences a vividhallucination asof some-
thing green in front of her, and both form the perceptual belief that there is something
green in front of them...So unfortunately the high bar on having evidence is not a bar
that can be met in the full range of foundational perceptual cases. At most it can be
met in the case of veridical perceptual experiences, but it would be best to avoid need-

16Other externalist candidates include the fact that Sam sees a red table (see, e.g., McDowell (1994), Neta &
Pritchard (2007), Pritchard (2012)).

17I am running roughshodovermy careful parsing of the terminology in the last chapter. In the terminology fo the
last chapter, the foundational beliefs are both immediate and uniferential. However, I am going to use uninferential
in a slightly different way in this chapter.
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ing to distinguish between the justi cation provided by veridical and by non-veridical
perceptual experiences (Schroeder, 2011, pg. 217).

e reasonwhy I think this is nebulous is that it runs together theNewEvilDemonproblemand the
New New Evil Demon problem. I don't think Schroeder ever shows that, according to externalists
of a certain kind, internal duplicateswill differwhen it comes to ex ante rationality (or justi cation).
But it's plausible that he shows that externalists of a certain kind can't think that those in the bad
cases will have rational beliefs that are foundational. If you think that all the foundational beliefs
are non-inferential, you think that there are only inferentially or non-inferentially based rational
beliefs, and you think that those in the bad case don't have inferentially rational perceptual beliefs,
then it follows that internal duplicates will differ when it comes to ex post rationality.

e New New Evil Demon problem, then, is a puzzle about basing. On the one hand, those
commi ed to Reasons Factivity have trouble accounting for some seemingly inferentially rational
beliefs that are based on falsehoods. If Reasons Factivity is true, then it can't be that one's beliefs
are rationalized by falsehoods. So they can't be rationalized by the propositions they are inferred
from. But then onemust tell some story about how it is that there is a suitable connection between
one's beliefs and actual possessed reasons. It doesn't seem like the connection can be inferential.
Moreover, it doesn't seem like it can be non-inferential in the usual sense of non-inferential. is
is because it's clear that the beliefs aren't foundational beliefs. Indeed, according to the story I
told above, in order for Pam to have an ex post rational belief that Andrew Wiles proved Fermat's
last theorem, she has to have a ex post rational belief that it appears to her that a reputable history
textbook says Andrew Wiles proved Fermat's last theorem. So it can't be a foundational belief and
thus it doesn't seem like it can be non-inferential. us, it can't be inferential or non-inferential.

On the other hand, those commi ed to Reasons Factivity have trouble accounting for percep-
tual beliefs caused by non-veridical perceptions. While there is a nice story to tell about e Good
Case—perceptual beliefs in e Good Case are based on their contents—this story doesn't carry
over to e BadCase. Pam's belief that the table is red can't be based on the table is red because that
isn't a reason for Pam. However, Pam's belief clearly isn't inferential. Moreover, according to the
story above, her belief can't be foundational either. is is because in order for her belief that the
table is red to be rational, she has to rationally believe that it appears to her that there is a red table.
If it's not foundational, then it doesn't seem like it can be non-inferential. So it's not inferential or
non-inferential.

6.5 Solving eNewNewEvil Demon Problem
e main idea behind my solution to the New New Evil Demon problem is that there is another

type of basing besides paradigmatic inferential basing and paradigmatic non-inferential basing. I'll
call this type of basing uninferential basing.18 Here are some examples of uninferential basing:

Lo ery
18 is type of basing has been bumped up against at points in the literature, although no one has picked it out as

relevantly different than inferential and non-inferential basing. See especially Kelly (2002), Evans (FC), Harman
(1973).
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I learn that Richard won the lo ery. I then infer from this knowledge that Richard is
rich. Suppose, though, that I later come to learn that when Richard won the lo ery he
was in deep debt. He had so much debt, in fact, that winning the lo ery didn't make
him rich; it only allowed him to get out of debt. I also learn, however, that he has sub-
sequently become rich because of some good investment decisions. is knowledge
becomes the basis ofmybelief that he is rich andmyknowledge that hewon the lo ery
ceases to be the basis of my belief that he is rich.

RedWidgets19

Youare touring awidget factory. Youvisually perceive a redwidget and come tobelieve
that it's a red widget. e factory owner comes up to you and says ' at's a ne red
widget, isn't it? I just nished painting it.' He then goes on to tell you that you have
to be careful about which widgets are red because they light the place with red lights.
You look up and, sure enough, the factory oor is lit by red lights. e fact that the
widget looks red ceases to be the basis of your belief but you still believe the widget is
red because of the owner's testimony—that becomes the basis for your belief.

In both of these cases, it's very plausible that the basis of your belief changes over time even though
you never drop the belief. In Lo ery, you continuously believe that Richard is rich even though the
basis of that belief changes over time. For a while you believe this because Richard won the lo ery.
You later come to nd out that that reason wasn't sufficient to rationalize believing that he was rich
because of his debt. However, you don't drop the belief because you also nd out that Richard
is rich through smart investments. is fact becomes the basis of your belief. Something similar
happens in Red Widgets. You continuously believe the widget is red despite the fact that the basis
for this belief changes. At rst you believe it because it looks red. However, the factory owner alerts
you to a defeater of this reason—the red lights. Before defeating your original reason, though, the
factory owner provides another sufficient reason through his testimony. is testimonial reason
becomes your belief 's new basis.

Despite the fact that these are clear cases of basing, I don't think they have the hallmarks of ei-
ther inferential or non-inferential basing. ey are obviously not non-inferential in the way we've
been understanding non-inferential. is is because the beliefs in question are obviously not foun-
dational. You only rationally believe Richard is rich because you rationally believe he got rich
through smart investments and you rationally believe it's a red widget only because you rationally
believe the owner con rmed it was red. Since the output beliefs aren't foundational, the basing
isn't non-inferential.

On the other hand, it's not obviously inferential, either. is is because paradigm cases of in-
ference are creative. New beliefs come into existence because of the inference. Inference is a delib-
erative activity that results in new beliefs. is is not happening in these cases. In both cases your
output belief stays the same. What changes is how those beliefs relate to other information you
possess.20 In this way, the basing isn't paradigmatically inferential.

19 is comes from Evans (FC) and is a variation of a case from Pollock (1974).
20On some conceptions of inference, these cases might be inferential. Wedgwood (FCa), e.g., holds that as long

as you 'reaffirm' a belief in a certain type of way, you count as inferring the belief. I would be ne if this turned out
to be inferential. My point here is just that it isn't paradigmatically inferential.
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It will be important in what follows to have some idea of why it is that the basis of your beliefs
change in these cases. Although I have a worked out theory of exactly what is going on, I don't
think we need to rely on this theory to get the basic idea about what's happening in these cases.21

e basic idea is that you no longer base your belief that Richard is rich on the fact that he won
the lo ery when you nd out about the debt because your belief that he's rich ceases to be sensitive
to your belief that he won the lo ery. On the other hand, when you nd out about his successful
investing, your belief that he is rich becomes sensitive to your belief that he became rich a er suc-
cessful investing. It's hard to know exactly what this sensitivity comes to (see chapters 4 and 5 for
what I think it comes to), but I think a necessary condition is (roughly) that you are disposed to
drop your belief that he's rich when either you stop believing he became rich through successful
investments or that belief is defeated.22 It seems like you do have this disposition when it comes to
your belief that he became rich through investment, but don't have this disposition when it comes
to the belief that he won the lo ery. is is the explanation for why the former is the basis of your
belief and the la er isn't.

For all I've said, this is only correct when it comes to uninferential basing. Perhaps what it is
generally to base a belief that q on p is not to be sensitive in this way. I doubt it. I think this type of
theory generalizes nicely, but I don't want to be wedded to that here.

I am going to use this third type of basing to solve the New New Evil Demon problem. We'll
take the two types of cases one at a time, starting with the inferential case.

6.5.1 e Inferential Case
We discussed two inferential cases. e primary case has to do with Sam and Pam's belief that
Andrew Wiles proved Fermat's last theorem. e problem for Reasons Factivity is that the only
reason that Pamplausibly possesses to rationalize her belief is constituted by the fact that it appears
to Pam that a reputable history book says that AndrewWiles proved Fermat's last theorem. But this
isn't what Pam infers her belief from—she infers it from the claim that a reputable history book
says AW proved Fermat's last theorem. So it doesn't seem like her basing is inferential. But it also
isn't non-inferential since her belief that AW proved Fermat's last theorem isn't foundational—it
depends on her rationally believing that it appears to her that a reputable history book says that
AW proved Fermat's last theorem. us, it's not clear how her belief could be based on the reason
provided by the appearance fact.

My answer, obviously enough at this point, is that her belief is uninferentially based on the rea-
son provided by the appearance fact. It's plausible that her belief that AWproved Fermat's theorem
is sensitive to her belief that it appears that a reputable history textbook says that he did. She is
disposed to give up the former belief if she loses the la er. For example, if she found out that a
demon was tricking her in this case, she would likely drop her belief that AW proved Fermat's last

21My view about basing—or believing for normative reasons—is defended in chapter 4. I utilize it in chapter 5
as well.

22 is actually isn't my view about the relevant necessary condition for being sensitive to the objective reason
provided by the fact that he become rich through successful investment. My view is that you have to be disposed to
drop the belief that he's rich if the reason consituted by that fact ceases to be a sufficiently strong possessed reason.

is can happen either if you lose the reason entirely or if the reason becomes defeated. Due to the fact that that
view is very controversial, I'll stick to the less controversial view in the text, which spells out the disposition just in
terms of ceasing to believe.
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theorem because her reason would then be defeated. Or if she gained reason to believe the par-
ticular history book wasn't reputable, then she would drop her belief about who proved Fermat's
last theorem. More extremely, it seems like she would drop the belief that AWproved Fermat's last
theorem if she stopped believing that it appeared to her that the book says he did. Since the ap-
pearance facts provide sufficient reason to believe that AW proved Fermat's last theorem and Pam
bases her belief on that reason, her belief is ex post rational.

Not only is all of this plausibly true for Pam, but it also is for Sam. It's plausible that Sam's belief
is also sensitive to the appearances. It's very plausible that she is disposed to drop her belief if she
loses con dence in the trustworthiness of the appearances. Of course, it's also plausible that she is
sensitive in the right kind of way to the way things actually are, unlike Pam. But this is just to say
that not only is her ex ante rationality overdetermined, so is her ex post rationality. She bases her
belief on more than one sufficiently strong reason. is seems like the right result, and it's a virtue
of a view that embraces uninferential basing that it can explain how it is that Sam bases her belief
on the reason provided by the appearance fact.

e same thing is going on, I conjecture, in Fritz's knowledge from falsehood case. His belief
that he won't be late for the 7 pm meeting is sensitive to the reasons that actually rationalize his
belief—e.g., the fact that his extremely reliable watch says it's 2:58 pm. It's plausible that he's dis-
posed to drop his belief if he either stopped believing that or if that was defeated in some way. Of
course, this doesn't change the fact that Fritz's belief is causally related to his belief that it's exactly
2:58 pm. His inference causally explains why he started believing what he does. But part of what
explains (at least partially) why he doesn't drop the belief is the fact that his belief is sensitive to
the appearances. Since the appearance facts rationalize his belief and his belief is based on those
reasons, his belief is ex post rational.

6.5.2 e Non-Inferential Case
e non-inferential cases we focused on are all perceptual cases. Sam sees a red table; Pam has a

phenomenologically indistinguishable perception and comes to believe that the table is red. e
problem forReasonsFactivity is thatwhile it's possible for Sam tobase her belief on the fact that the
table is red, it's not possible for Pam to base her belief on that reason since it's not a reason for Pam.
My story about Pam's ex ante rationality is that her belief is ex ante rational because the fact that it
appears as if there is a red table provides a sufficiently strong possessed reason to believe the table
is red. e problem is that Pam's belief isn't inferred from that reason, nor is it non-inferentially
based on that reason. us, it's not clear how Pam's belief can be based on the possessed sufficient
reason.

Once again, my answer is that her belief is uninferentially based on the reason provided by
the appearance fact. at is, her belief that the table is red is sensitive to whether the content of her
belief that it appears as if there is a red table is a sufficient reason tobelieve that it is a red table. Other
things equal, if she stopped believing it appeared as if there is a red table, she would stop believing
there is a red table. Moreover, other things equal, if the reason provided by the appearance fact was
defeated, she would stop believing there is a red a table. If this is right, then her belief is suitably
connected to the sufficient possessed reason. us, she is ex post rational.

Recall that Schroeder claimed that 'it would be best to avoid needing to distinguish between
the justi cation provided by veridical and by non-veridical perceptual experiences' (16). Given
the contours of the present discussion, this is multiply ambiguous (which is not to say that it was
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ambiguous in Schroeder's context). Schroedermight just mean that it would be best to not have to
posit that Sam and Pam have different rationalizers. I take it he doesn't mean this, though, since it's
obvious that externalists have to claim that Pam's belief, if rationalized at all, will be rationalized by
different rationalizers than Sam's. More importantly, externalists think of this part of their view as
a virtue. Williamson (2000), e.g., thinks that making this move is a key component of responding
to a certain type of skeptic.

A more plausible interpretation is that Schroeder thinks we shouldn't distinguish between the
way in which Sam's and Pam's beliefs are based. If we think that the only types of basing are in-
ferential and non-inferential, then the problem is acute. It's very implausible in the perceptual
cases (and the inferential cases, for that ma er) that Pam either inferentially bases her belief or
non-inferentially bases her belief on the appearance fact. Nevertheless, I've argued, she is still suf-
ciently sensitive to those facts to count as basing her belief on those facts. is sensitivity doesn't

arise because her beliefs about the appearances play a direct causal role in the formation of the be-
lief. e perceptual process is what directly causes the production of the belief. Nonetheless, the
belief itself is sensitive to the appearance facts in the right kind of way.

Of course, we've already noted that Pam's perceptual beliefs won't be foundational. ey are
only rational because she holds rational beliefs about the appearances. Schroeder seems to think
that this is a cost. I think the externalist should be happy to embrace this result. is is because the
externalist should think that, at least for those of us in favorable epistemic worlds, our foundational
beliefs about the external world are rationalized by the external facts themselves. is is one side
of the coin that gives us an advantage over the skeptic. Moreover, despite the fact that Pam's belief
about the color of the table isn't foundational, it's plausible that her belief about the appearances
is foundational. It is a type of foundational self-knowledge. us, at least in this case, the chain of
non-foundational beliefs only goes back one link before ge ing to a foundational belief.23

6.6 Conclusion (With AReason to Reject P�K)
e discussion so far has assumed that the possession relation is knowledge. It's important to point

out that there is at least oneother viewof possession that can acceptmy solutions to theEvilDemon
problems. is is the view that the possession relation is being in a position to know—P�PTK.

is is because one is automatically in a position to knowwhat one knows. us, if P�PTK is true,
then one has all the reasons P�Kpredicts one has. Moreover, nothing about P�PTKprevents the
possibility that Pam's beliefs are uninferentially based on the reason she has in virtue of knowing
that it appears that p.

It is notmy aim in this chapter to fully adjudicate between these twoviews. However, it isworth
pointing out that P�PTK has an easier time solving the New Evil Demon problem.

P�PTK has an easier time solving the New Evil Demon problem because it can do so using
weaker assumptions than P�K. Most importantly, the P�PTK theorist needn't be commi ed to
Always Knows:

Always Knows: Ceteris paribus, every time A perceives p, A knows that it appears that p.

23Surely things are a bit more complicated in some of the inferential cases, but I think a foundational belief won't
ever be too far from the non-foundational belief in question.
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e P�K theorist needs Always Knows in order to secure the claim that in normal cases one pos-
sesses the reason provided by the fact that it appears that pwhen one has the perceptual experience
that p. However, according to the P�PTK theorist, one needn't actually know p in order to pos-
sess it. Onemerely needs to be in a position to know p. us, in order to solve theNewEvilDemon
problem the P�PTK theorist just needs Always PTK:

Always PTK: Ceteris paribus, every time A perceives p, A is in a position to know that it
appears that p.

Always PTK is much more intuitively plausible than Always Knows. It is not at all obvious that
every time one perceives p, one knows that it appears that p. However, it is very plausible that
every time one perceives p, one is in a position to know that it appears that p. us, P�PTK has
at least this advantage over P�K.Whether there is conclusive reason to accept P�PTK over P�K
is a topic for another occasion.

My main aim in this chapter was to give an existence proof of a plausible externalist view of
rationality that solves two problems posed by those in less than ideal environments. I've argued
that there are at least two plausible externalist views that predict that the deceived can not only be
rational, but can also be rational to the same degree as their undeceived counterparts. is doesn't
mean, however, that those of us in favorable environments don't have epistemic advantages, but it
does show that one can be externalist and respect the rationality of the radically deceived.
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Chapter 7

What You're Rationally Required toDo and
What YouOught toDo (Are the Same ing!)

"Be reasonable" is a categorical imperative. (Gibbons, 2010, pg. 352)

e question of permissibility is a question that can be asked by a deliberating agent,
and one that a normal agent can be expected to be able to answer. e answer to this
question is not just a ma er of what is in fact the case (whether anyone could know it
or not). But at the same time, permissibility is notmerely ama er of what a particular
agent believes the facts to be. It also depends on what is reasonable for the agent to
believe in the situation, what it is reasonable for the agent to do to check those beliefs,
and whether the agent has done those things. (Scanlon, 2008, pgs. 51-2)

7.1 Introduction

I has been notoriously difficult to vindicate the natural thought that moral considerations nec-
essarily bear on what one ought to do. at is to say, it has been difficult to explain why it is that

the facts that determine what one is morally required to do necessarily affect what one ought to do,
full stop. e requirements of morality thus face a sort of skeptical challenge. e challenge is to
explain the deontic signi cance of morality. In order to meet the challenge, one must explain why
we always have most reason (or any reason) to do what morality requires.

Despite this skepticism about morality, other types of requirements have traditionally been
seen tobeon steadier deontic footing. Aparadigmcase is rationality. Rationality, it is o en thought,
is clearly deontically signi cant. e considerations that bear onwhat's rational seem to necessarily
affect what one ought to do, full stop. In fact, something stronger seems to be true. Namely, that
you always ought to be rational. It does not seem like much of a challenge at all to explain why
we always have most reason (and thus some reason) to do what rationality requires. It is a striking
fact thatmany of the classic positions—both skeptical and non-skeptical—concerning the deontic
signi cance of morality assume the deontic signi cance of rationality.1 is is evidence enough
that rationality is usually seen to be on steady deontic ground.

1 is breaks down roughly into Humean skeptics and Kantian rationalists. On the skeptical side, see (just to
name two) Foot (1972), Harman (2000). On the rationalist side, see Smith (1994), Korsgaard (1996).
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Despite this (or perhaps because of it), it has become increasingly popular in the literature on
practical reason to deny that you should be rational.2 And given some assumptions about rational-
ity and about what determines what you should do, this actually seems plausible. Moreover, those
assumptions about rationality and about what determines what you should do are thought to be
supported by powerful arguments. Because of these rather surprising facts, skepticism about the
deontic signi cance of rationality is alive and kicking.3 Back to this in a moment.

Another corner of normative philosophy is concerned with what determines what one ought
to do, full stop. is debate is about what the best theory is of what we might call the ought of
deliberation. is is the 'ought' that gures in the central deliberative question: What ought I do?4

It's commonly assumed that the answer to the central deliberative question is the thing that you
ought to do, full stop—it se les (correct) deliberation. What you ought to do and believe full stop
is, we'll say, what you ought to do and believe. e debate I'm interested in here is about which
facts determine what you ought to do (and believe). e relevant question is this: Do all the facts
determine what you ought to do or do only some of them?

Consider an example. Jack's mother is in the hospital. She needs an operation in order to sur-
vive past this week. Her insurance won't pay. Jack, being a edgling Art Historian/dealer, doesn't
have themoney. It looks like his mother is going to die. She will, however, be extremely comforted
by Jack's presence in her nal days. She lives in California; Jack lives inNewYork. Jack needs to de-
cide whether to go see her. As it happens, a pawn shop owner isQueens has just unknowingly (and
legitimately) bought a rare Picasso. He's selling it at a fraction of the price it's worth. If Jack were
to buy it, he would be able to use it as collateral for a loan that would pay for his mother's surgery.

e rub, of course, is that he has no idea that this pawn shop even exists, much less that such a deal
is to be had there. Interesting question: What ought Jack do with his day? Go to California or go
to Queens?5

If you think that what you ought to do is determined by all the facts, then you are commi ed to
thinking that the place for Jack to go is Queens. If you don't like that answer, then you should think
that what you ought to do is determined by only some of the facts.6 e trick is to explain which
facts are relevant.

ere is a tight connection between the correct resolutions to these two debates—i.e., the de-
bate aboutwhether you ought to be rational and the debate aboutwhat determineswhat you ought

2I will follow the standard practice of treating 'should' as a synonym for 'ought.'
3 is skepticism is usually described as skepticism about the 'normativity' of rationality. I think this is unfor-

tunate terminology because it is not speci c enough. I know of no one that denies that rationality is evaluatively
relevant—e.g., it's relevant to whether one is a bad agent or reasoner. Indeed, Kolodny (2005)—the locus classicus
of skepticism about the 'normativity' of rationality—explicitly considers whether rationality is merely evaluative
rather than 'normative.' is is confusing, I think. is is because evaluative properties are presumably normative.
What Kolodny and others have worried about is the more speci c property of being deontically signi cant. anks
to Kurt Sylvan for discussion about this.

4In se ing things up this way I'm following (among others) Broome (MS), Kiesewe er (2011), Ross (2012),
Kolodny & MacFarlane (2010).

5Some think that there isn't really any goodquestion here. is is because, claim these theorists, all we need to do
is distinguish between a subjective and objective sense of 'ought'. Once we do this, we can see that Jack objectively
ought to go toQueens and subjectively ought to go toCalifornia. I disagree that this is enough to solve the problem,
as do many others. I spell out why I disagree in §7.4.1.

6Of course, the last two sentences are shorthand. ere are all sorts of ways all the facts could determine what
one ought to do. According to some of those ways, it might not be true that you ought to go to Queens. But on all
the most plausible accounts that take into consideration all of the facts, you ought to go to Queens.
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to do. I will argue in this chapter for my theory of rationality—which I'll here dub the Reasons
Responsiveness account—by showing that it vindicates the deontic signi cance of rationality. Ac-
cording to the Reasons Responsiveness account, rationality consists in correctly responding to the
normative reasons you possess. If this view is correct, I will argue, then what you ought to do just
is what you are rationally required to do. In order to show this, I will argue for a view about what
determines what you ought to do. I will argue that there are independent reasons to think that
what determines what you ought to do are the reasons you possess. e basic idea behindmymain
argument for this is that the reasons that obligate have to be potentially action guiding in a certain
sense—we have to be able to act for the reasons that obligate. I will argue that in order to be able
to act for a reason in the appropriate way, one has to possess the reason. It is a few short steps from
here to the claim that the reasons one possesses determine what one ought to do.

e chapter has the following structure. I begin by canvassing the recent literature in
metaethics about rationality and its deontic signi cance. e upshot will be that the two most
discussed views have serious problems vindicating the deontic signi cance of rationality. is will
initially motivate the Reasons Responsiveness account, which immediately entails that we always
possess reasons to be rational. Unfortunately, it doesn't immediately follow from the Reasons
Responsiveness view that one always ought to be rational. In order to se le this question, wemust
investigate the second debate. So in the second half of the chapter we will focus on this. I will
argue that it is independently very plausible that what you ought to do is determined by the reasons
you possess. Given that the reasons you possess determine what you are rationally required to do,
according to the Reasons Responsiveness view, the view vindicates the full deontic signi cance of
rationality. is is a powerful reason to accept the view.

7.2 Why Be Rational?
In themiddle of the last decade, a wave of philosophers started to question the deontic signi cance
of rationality.7 Unfortunately, what exactly is being questioned is itself a ma er of debate. Because
of this, I'll start by explicating what I take to be the core of the challenge. I will then introduce the
main views discussed in the literature and show how they have a hard time meeting the challenge.

is will be by way of motivating my positive account, which will be introduced in §7.3 (everyone
should read §7.2.1).

7.2.1 Preliminaries
e easiest way into the question being asked is to think about the most obvious way in which

rationality could turn out to be deontically signi cant. Rationality would obviously be deontically
signi cant if you should be rational. is, of course, is not simply to say that you rationally should
be rational—i.e., that you are required by rationality to do the things rationality requires of you.
It's certainly not open to dispute whether you rationally should be rational. Rather, the question is
whether you should, full stop, be rational.

7SeeKolodny (2005, 2007a, 2008a,b), Broome (2005a,b, 2008a,MS), Raz (2005a,b), Southwood (2008),Way
(2010a,b).
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One way to think about the question is to imagine that there are different systems of require-
ments—e.g., morality, prudence, etique e, and rationality.8 Some of these requirements are de-
ontically signi cant in particular kinds of ways. Some of them, for example, might be such that if
you are required by that system to ϕ, you thereby ought full stop to ϕ. Some of them might not be
this strict. Some of them might just be such that if you are required by that system to ϕ, there is
thereby a reason for you to ϕ. e question has been whether rationality is a system that is either
such that if it requires you toϕ, then you thereby ought toϕ or such that if it requires you toϕ, then
you thereby have a reason to ϕ.

Despite the fact that the literature has focused on these rather narrow questions, I don't think
this is the best way to see things. ese questions are too narrow. is is because they assume that
rationality is deontically signi cant only if the fact that rationality requiresϕ-ing grounds either a full
stop requirement to ϕ or a reason to ϕ. I agree that these are two ways that rationality could turn
out to be deontically signi cant. But we can also ask the broader questions of whether it's true that
we always ought to do what rationality requires or whether it's true that we always have a reason to
do what rationality requires. It might be true that we always ought to do what rationality requires
or have reason to do what rationality requires even if those facts aren't grounded in the fact that
rationality requires one to do the thing in question. Let's focus, then, on the broader questions. To
ease discussion, let's say that rationality is Strongly (Deontically) Signi cant if it turns out that we
always ought to do what rationality requires. And let's say that rationality isWeakly (Deontically)
Signi cant if it turns out that we always have reason to do what rationality requires.

7.2.2 Coherence, Rationality, Deontic Signi cance
Now that we have some understanding of what the relevant questions are, we need to know some-
thing about what rationality requires. In the next section I will explicate what I think rationality
requires. is isn't of primary importance now. What we need to know now is how rationality is
conceived in the recent literature about the deontic status of rationality. As we saw in chapter 2, the
literature has focused on two different views. Both views are motivated by the thought that ratio-
nality has a tight connection with being coherent in certain ways. Common examples are means-
end coherence, belief consistency, and following your conscience. Both views think that you are
rational when you are means-end coherent, and that you are irrational when you are means-end
incoherent.

e views diverge when it comes to why you are rational when you are means-end coherent
and irrational when you are means-end incoherent. at is to say, the views diverge when it comes
to which requirement you comply with when you aremeans-end coherent and which requirement
you violate when you are means-end incoherent. According to the rst view, you are irrational
when you fail to intend to ψ when you intend to ϕ and believe that in order to ϕ you must intend
to ψ because Means-End N is true:

Means-End N: If you intend to ϕ and believe that in order to ϕ you must intend to ψ, then
you are rationally required to intend to ψ.

8 is is how the question is normally asked in the literature. is is largely because this is the way John Broome
thinks of the issues. See for example Broome (2007b, MS). Ultimately, I think that this way of thinking of things is
misleading, but it is a good way to initially glob onto what's going on.
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Since 'rationally required' just scopes over the consequent of Means-End N, we'll call it a narrow-
scope requirement. We'll call those that accept narrow-scope requirements narrow-scopers.
Narrow-scopers think that you are irrational when means-end incoherent because you lack an
intention rationality requires you to have.

Usually the narrow-scope view is introducedmerely as a foil for what has come to be the domi-
nant view (more onwhy it has become the foil below). is view holds that you are irrational when
you are means-end incoherent because you violate Means-End W:

Means-EndW:You are rationally required to [intend toψ if you intend toϕ and believe that
you must intend to ψ in order to ϕ.]

'Rationally required' takes wide-scope over the conditional in Means-End W. us, it is a wide-
scope requirement and those that accept it are wide-scopers. Wide-scopers think you are irrational
when means-end incoherent because a conditional you are required to make true is false.

e literature has assumed that we can discover what the requirements of rationality are in a
way that's independent from asking whether they are deontically signi cant. is is because it has
been assumed that rationality is paradigmatically a ma er of coherence, and that we can home in
on questions about coherencewithout having to talk about the deontic signi cance of the resulting
requirements.

e wide-scope view, being the dominant view, has been the main target of the skeptical ar-
guments. Its failure to account for the deontic signi cance of rationality is all the more surprising
because it is largely motivated by the thought that only it can account for why you should be ratio-
nal.9 e argument that motivates the wide-scope view goes something like this:10

(1) Either the wide-scope view is true or the narrow-scope view is true.

(2) If the narrow-scope view is true, then it's not the case that you always should be rational.

(3) You always should be rational.

(4) us, the narrow-scope view is false.

(C) erefore, the wide-scope view is true.

Let's rst see why (2) is supposed to be true. e thought is that if (2) were false, then rationality
would give rise to objectionable bootstrapping. To see this, suppose John intends to kill Becky
and believes that in order to kill Becky he must stab her. If Means-End N is true, then it thereby
follows that rationality requires John to intend to stab Becky. is is in itself implausible. But it
gets even worse if you think that rationality is deontically signi cant. If it's strongly signi cant,
then it would follow that John ought full stop to intend to stab Becky. is is certainly false. If it's
weakly signi cant, then it would follow that John has a reason to intend to stab Becky. is isn't as
obviously false as the last claim, but it still strikes nearly everyone as very implausible.11

9 e thought goes back at least until the 1970s/early 1980s (see, e.g., Hill (1973), Greenspan (1975), Darwall
(1983). It became widely thought about and accepted because of the work of John Broome, especially Broome
(1999).

10Cf. Schroeder (2004, 2005a).
11Schroeder (2004, 2005b) argued that the narrow-scope requirements are deontically signi cant in the weaker

sense. He has since given this up (see Schroeder (2009b) for his retraction of the earlier view).
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Means-EndW doesn't have these problems. is is because John can comply withMeans-End
W without intending to stab Becky. He can comply by giving up his end or his means-end belief.

us, it doesn't follow from Means-End W that John is rationally required to intend to stab Becky
when he intends to kill her and believes that he must stab her in order to kill her. us, there is no
bootstrapping even if rationality is strongly or weakly signi cant.12

Despite thewide-scopers' (apparent) ability to avoid bootstrapping, it has become increasingly
unclear whether the wide-scope requirements are deontically signi cant in either the strong or the
weak senses. Before seeingwhy, it's very important to addonemore clari cation about thequestion
being asked.13

Suppose I believe I amwriting and disbelieve I amwriting. It's plausible that I'm irrational. e
wide-scoper thinks I'm irrational because I'm rationally required to [not disbelieve I amwriting if I
believe I am writing]. When asking whether this requirement is strongly signi cant, we are asking
whether I ought to not-disbelieve-I'm-writing-or-not-believe-I'm-writing. We are not merely ask-
ing whether I ought to be in some state other than the incoherent one. It's plausible that it's never
permissible to hold contradictory beliefs. In this case, either my evidence will sufficiently support
the claim that I'm writing or it will sufficiently support the claim that I'm not or neither claim will
be sufficiently supported. My evidencewill never sufficiently support both claims at the same time.
So whenever I both believe and disbelieve I'm writing right now, it will be the case that I ought not
have (at least) one of those beliefs. In this case, it's the belief that I am not writing right now.

So we can stipulate that I ought not disbelieve that I'm writing right now. And it's true that if I
comply with that requirement, I will be coherent. It is very important to note that the literature in
question assumes that this is not to say that I ought to complywith thewide-scope requirement.14 In
otherwords, we are assuming there is a gapbetweenbeing required todo something that guarantees
I'll be coherent and being required to be coherent. It should be noted that it's quite plausible that
it doesn't immediately follow from the fact that you are required to do something that guarantees
that p obtains that you are required to see to it that p obtains. To take a famous example, if I comply
with my requirement to post the le er, I will guarantee it is true that I post the le er or I burn the
le er. It is counterintuitive that it follows that I'm required to post the le er or burn the le er.15 So
it goes for the coherence requirements as well. It doesn't follow from the fact that I ought to have
some a itude that will guarantee coherence that I ought to be coherent.16

12Some argue that the wide-scope view does have a bootstrapping problem in cases where it's impossible to com-
ply in certain ways. See, for example, Greenspan (1975), Setiya (2007a), Schroeder (2009b).

13 e following clari cation only applies to the wide-scope view. e narrow-scope view doesn't think you are
required to be coherent in the way that the wide-scope view does. at is, the narrow-scope view doesn't hold
that the thing you are required to do is be coherent. e narrow-scope view holds that given that you hold certain
a itudes, you are required to hold some other a itudes. It turns out—by design—that whenever you hold the
a itudes you are required to hold, you will be coherent in the right ways. is allows the narrow-scoper to avoid
this type of objection, but it also seems to lead directly to the argument against the narrow-scope view sketched
above.

14Unfortunately participants in the literature have been very bad at making this clear. In fact, in many cases it
appears as if participants don't even notice that there needs to be a gap between being required to do something
that guarantees you'll be coherent and being required to be coherent in order for the question to be interesting at
all. e only two places I know of where this is explicitly mentioned (besides Lord (MSb) and §2.5.1 of chapter 2)
is (Kolodny, 2007a, n. 17) and Schroeder (MSa).

15 is, of course, is Ross' Paradox. See Ross (1944). For a nice discussion in this context, see Broome (2007b).
16Another way to make the point is to stipulate that not-disbelieving-I'm-writing-or-not-believing-I'm-writing is

a disjuncitive action. If you thought this, then the wide-scope requirements require you to perform that disjunctive
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Similar points apply to vindicating the weak signi cance of the wide-scope requirements. We
can stipulate that I have reason to not disbelieve that I'm writing right now. And thus I have rea-
son to do something that guarantees I'll be coherent. is is not yet to say that I have reason to
be coherent. I have a reason to not disbelieve I'm writing. is is not necessarily a reason to not-
disbelieve-I'm-writing-or-not-believe-I'm-writing. When we're asking whether the wide-scope re-
quirements are weakly signi cant, we are asking whether there is always reasons to be like that, not
merely whether there are always reasons to be in states that guarantee that you'll be like that.17

Once this is made clear, I think the problem becomes acute. What would make it the case that
we ought to always comply with the wide-scope requirements? Remember it can't merely be that
we are always required to do things that guaranteewe'll be coherent. In order to show that thewide-
scope requirements are strongly signi cant, we'd have to show that there are reasons over and above
the reasons we have for individual a itudes that make it the case that we ought to be coherent. But
it's completely mysterious what reasons there could be to alwaysmake it the case that I ought to be
coherent.

To bring out themystery, let's look at the three strategiesmost o en pursued in the literature.18

e rst strategy is that you always instrumentally ought to be coherent. According to this strat-
egy, it's always the case that by being coherent you are doing something else that you ought to do.
Although it's very plausible that you are always doing something else you ought to dowhen you are
coherent in certain ways, it's not plausible that you are always doing something else you ought to do
by being coherent in any way. To use our earlier example, it's stipulated that I am doing something
else I ought to dowhen I fail to disbelieve I amwriting right now. But it seems very implausible that
I amdoing something else I ought to be doing if I instead dropmy belief I amwriting right now and
continue to disbelieve I amwriting right now. is is a way to dowhat the wide-scope requirement
requires. us, it's not generally true that I do something else I ought to do by complying with the
wide-scope requirement.

e second strategy claims that you ought to comply with the wide-scope requirements be-
cause doing so is constitutive of some activity you're engaged in. Candidate activities include be-
lieving, intending, and reasoning.19 e underlying idea is that if you are a creaturewhose a itudes
never cohere in the ways mandated by the wide-scope requirements, then you are not a creature
with beliefs/intentions or a creature who reasons. While this might be true, it simply does not fol-
low from this that you always ought to comply with the wide-scope requirements. is is because,
inter alia, it doesn't follow from this that you cease being an creature with beliefs, intentions or a
creature who reasons every time you are incoherent. Perhaps a requirement to sometimes be coher-
ent follows from these supposed agential facts, but this is a far cry from a full vindication of the
wide-scope requirements.20

action. ey are strongly signi cant if you ought to perform that action and weakly signi cant if you have reason
to perform that action. But that action is different than the actions that are the disjuncts of the disjunctive action.

us, it doesn't follow you ought to perform the disjunctive action just because you always ought to perform one of
the actions that are the disjuncts.

17Again, it's important to note that it's very plausible that there is such a gap. If there wasn't, then my reason to
post the le er would thereby be a reason to post the le er or burn it.

18Both Broome and Kolodny pursue these strategies at length in the work cited in n. 2. What follows is mostly
just a rehasing of what they say. See also Way (2010a,b).

19See Bratman (2009a,b), Buss (MS) for a defense of the rst two, and see Hussain (MS) for a defense of the
reasoning account.

20Even this weaker claim is open to a form of the agency, shmagency objection a la Enoch (2006).
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e nal strategy holds that coherence is intrinsically very good. So good that you always ought
to be coherent. is is very implausible. It is not that implausible to think that coherence is an
intrinsic good. But it does seem very implausible that it is so good that its goodness alwaysmakes it
the case that you ought to be coherent. is is what would need to obtain for coherence's intrinsic
goodness to vindicate the strong signi cance of the wide-scope requirements.

None of the three strategies seem promising when it comes to vindicating the strong signi -
cance of the wide-scope requirements. Do any of them hold promise for vindicating rationality's
weak deontic signi cance? I think the same type of arguments can be given against the analogous
strategies for vindicating the weak signi cance of the wide-scope requirements. e instrumental
strategy holds that you have a reason to be coherent because by being coherent you will always be
doing something else you have reason to do. But it seems possible that you can comply with the
wide-scope requirements inways that are such that you aren't doing something else youhave reason
to do by complying in those ways. e constitutivist strategy holds that some agential facts ground
a reason to be coherent. Again, it's not clear which agential facts could do this. Some agential facts
might ground reasons to sometimes be coherent, but this is a far cry fromalways grounding reasons
to be coherent. And the intrinsic goodness strategy holds that the intrinsic goodness of coherence
grounds a reason to be coherent.

While the intrinsic goodness strategy is the most plausible of the three when it comes to weak
signi cance, it is still somewhat implausible that coherence is intrinsically good. What is intrin-
sically good about it, exactly? Moreover, even if coherence did turn out to be intrinsically good,
it's not plausible that the reason grounded by such goodness would be very strong, very o en. It's
cold comfort for those of us who think rationality is very important to nd out that we have weak
reasons to be rational because coherence is an intrinsic good! ese three strategies seem themost
prima facieplausible. Since noneof themseempromising, it's plausible to think that thewide-scope
requirements are neither weakly nor strongly denotically signi cant.

A recap is in order. We started off by clarifying two ways in which rationality could be deon-
tically signi cant. It is strongly signi cant if it is such that we always ought to do what rationality
requires. It is weakly signi cant if it is such that we always have reason to do what rationality re-
quires. e next step was to investigate what rationality requires. ose in the literature start with
the assumption that there is a tight connection between rationality and coherence. ere are two
main views about what the connection is. e narrow-scope view was rejected because if it were
true then it's very plausible that rationality is not deontically signi cant in either the strong or the
weak ways. is le the wide-scope view. Although the wide-scope view is traditionally motivated
by the thought that it alone can account for the deontic signi cance of rationality, it turns out to be
mysterious how the wide-scope view can account for the deontic signi cance of rationality. What
we're le with is skepticism about the deontic signi cance of rationality.

7.3 A Be erWay: Reasons Responsiveness
Recall that we started our discussion of rationality in the previous section by assuming that there is
a tight connection between rationality and coherence. is led us to the narrow- and wide-scope
views, which led us to skepticism about the deontic signi cance of rationality. at is not a good
place to be. I think the rst thingwe should do in response to these problems is explore the possibil-

130



A Be er Way What You're Rationally Required to Do and What You Ought to Do

ity that rationality doesn't have the type of connection to coherence that narrow- andwide-scopers
assume.

Instead, I think we should hold Reasons Responsiveness.

ReasonsResponsiveness: Rationality consists in correctly responding to the objective rea-
sons one possesses.21

To reiterate, the objective reasons are the reasons constituted by facts. And the objective reasons
you possess are the objective reasons you stand in some privileged epistemic relation with.22

I should be explicit (and reiterate a point important for the last chapter) from the outset that
I think that reasons come cheaper than most ethicists. To take two stark examples, I think that
testimonial facts canbeobjective reasons and I think that existential facts aboutwhat there is reason
to do and what one ought to do can also be objective reasons. So, if a reliable advisor tells you that
you really shouldn't go into the next room but doesn't tell you why, he still gives you a reason not
to go into the next room. In the simplest case, this will just be the fact that you shouldn't go into
the next room. When the reliable advisor happens to say something false, it will be the fact that a
reliable advisor said you shouldn't go into the next room. Many deny that these types of facts can
be objective normative reasons.23

Why do I think these facts can be objective reasons? Because they bear the earmarks of objec-
tive reasons. First, they intuitively count in favor of some actions and a itudes. You should treat
what the advisor says as a reason in deliberation. Indeed, you should treat it as a very strong reason.
Because of this, it's plausible they can justify actions and a itudes. Moreover, they can also be the
reasons for which we act or hold a itudes.24

It will be important for the overall plausibility of my view that objective reasons come cheap.
For one thing, this allows me to account for the rationality of those who have false but rational
beliefs. e most extreme version of this is the radically deceived characters that were the subject
of the last chapter. I won't rehash those details here. It's worth keeping in mind in this chapter,
however, that I think reasons come cheap.

It's also important to recall a main lesson from chapter 2. Namely, that Reasons Responsive-
ness doesn't commit you to thinking that you can be rationally incoherent. Indeed, as I argued in
chapter 2, I think it's quite plausible that you are rational only if you are coherent. is is because
it's quite plausible that when you are incoherent, you aren't correctly responding to all the reasons

21Broome (2007a,MS) considers whether rationality consists in correctly responding to reasons. He argues that
it doesn't. As I show in chapter 2, his arguments don't have any traction against certain views that appeal to the
reasons you possess.

22I won't defend here any particular view about what it takes to possess a reason. I think that all of the plausible
views will be able to explain what's going on in the cases that will interest us. e threemost plausible views, I think,
are the views that in order to possess some reason r, you have to know r, justi ably believe r, or be in a position to
know r. In chapter 3 I defend the last option.

23See, for example, Broome (2008b), McKeever & Ridge (2012), McNaughton & Rawling (2011).
24Furthermore, I think that stock objections to the idea that they can be objective reasons are misguided. Some

objections involve misguided worries about doublecounting (see Schroeder (2009a) and Väyrynen (2006) for rea-
sons why these objections are misguided). Others appeal to intuitions about right-making, holding that these facts
can't intuitively be right-makers (see, e.g., Broome (2008b), McKeever & Ridge (2012), McNaughton & Rawling
(2011)). is thought cuts both ways, however, for it does seem like these facts can justify actions and a itudes.
Given this, it's unclear why we shouldn't think that these reasons are counterexamples to whatever theory of right-
making objectors have in mind. Because of this, it is very unlikely these intuitions will adjudicate the dispute.
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you possess. To use our earlier example, it's plausible that there will never be a single time where
I possess sufficient reasons to believe that I am writing and possess sufficient reasons to disbelieve
that I am writing. I will always possess decisive reasons to not have at least one of those beliefs. In
our example, it's disbelieving that I am writing. I possess decisive reasons to not have that belief.

us, when I hold it, I am irrational.
Note that it follows immediately fromReasons Responsiveness that rationality is weakly deon-

tically signi cant. is is because in order to be rationally required to ϕ, I must possess objective
reasons to ϕ. us, there will always be objective reasons to ϕ when rationality requires me to ϕ.
Securing the weak deontic signi cance of rationality is thus very easy for this view.

Nevertheless, it's far from clear that this view can vindicate the strong deontic signi cance of
rationality. Even though the view entails that there will always be reasons to do what rationality
requires, it's far fromclear that these reasonswill always beweighty enough to groundanobligation.
Moreover, according to a verypopular viewaboutwhat oneought todo, it's obvious that sometimes
the reasons onepossesseswon't be sufficiently strong tomake it the case that oneought to dowhat's
rationally required.

According to this view,whichwe'll call objectivism, what youought todo is determinedbyall the
objective reasons. You ought to ϕ, according to the objectivist, only if the balance of all the reasons
decisively supportsϕ-ing. If objectivism is true, thenReasonsResponsiveness cannot vindicate the
strong deontic signi cance of rationality. is is clear by re ecting on cases. Here's the case from
§7.1:

SickMother

Jack's mother is in the hospital. She needs an operation in order to survive past this
week. Her insurance won't pay. Jack, being a edgling Art Historian/dealer, doesn't
have themoney. It looks likehismother is going todie. Shewill, however, be extremely
comforted by Jack's presence in her nal days. She lives inCalifornia; Jack lives inNew
York. Jack needs to decide whether to go see her. As it happens, a pawn shop owner is
Queens has just unknowingly (and legitimately) bought a rare Picasso. He's selling it
at a fraction of the price it's worth. If Jack were to buy it, he would be able to use it as
collateral for a loan that would pay for his mother's surgery. e rub, of course, is that
he has no idea that this pawn shop even exists, much less that such a deal is to be had
there.

In Sick Mother, Jack possesses good reasons to go to California—his mother will be greatly com-
forted by his presence. However, there is also a very good reason for him to go to Queens—viz.,
the fact there is a cheap Picasso to be had. e objectivist says that, in this case, Jack ought to go
to Queens even though it seems like it would be irrational for him to go to Queens. It would be
irrational because the reasons he possesses strongly support going to California.

is is a serious challenge. In order to see if it can bemet, wemust look at what the best theory
is of what we ought to do. If objectivism is the best theory, then Reasons Responsiveness cannot
vindicate the strong deontic signi cance of rationality. is would be a big blow to those of us who
think rationality is deontically signi cant. In fact, I don'tmuch care about amere vindication of the
weak signi cance of rationality. I will only be fully satis ed if rationality turns out to be strongly
deontically signi cant.
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e rest of this chapter will aim tomeet the challenge. I don't think that objectivism is the best
theory of what we ought to do. Instead, I think that the best theory holds that what we ought to do
is what is decisively supported by the reasons we possess. I think this view can be well motivated
independently of any debate about rationality. is, I think, is as it should be if rationality is really
strongly signi cant.

7.4 Ignorance andObligation
In this section I will argue for Possessed Reasons:

Possessed Reasons: What you ought to do is determined by the reasons you possess.25

I will rst discuss purported counterexamples to objectivism. I will argue that these cases are in
fact counterexamples. Moreover, I will argue that Possessed Reasons provides a very plausible ex-
planation of what's going on in these cases. e second argument runs through the claim that if
themembers of some set of reasons S make it the case that you ought to ϕ, then you can ϕ because
of the members of S . I'll argue that you can only ϕ because of the members of S if you possess
them. If sound, this argument will establish that a necessary condition for some set of reasons S
making it the case that you ought to ϕ is that you possess the members of S . I will end this section
by arguing that once you accept this necessity claim, the relevant sufficiency claimwill follow from
very plausible assumptions.

7.4.1 Ignorance and Envelopes
It is obviously true that we are almost always ignorant of the full effects our actions will have. Take
this example discussed by omson (1990) and Scanlon (2001, 2008).

Day's End

Jack always comes home at 9:00 P.M., and the rst thing he does is ip the light switch
in his hallway. He did so this evening. His ipping the switch caused a circuit to close.

25One of the major objections to anti-objectivist views appeals to bystanders with more information. It seems as
if those with more information can have true thoughts about what one ought to do that isn't what one ought to do
relative to what one knows. My goals in this chapter do not include answering this objection. My main goal is to
provide a new argument for Possessed Reasons. However, I think that this problem can be solved. My solution has
two parts. e rst part is to show that Possessed Reasons is compatible with the thought that deliberation aims
at what's best (or what's supported by all the reasons). Possessed Reasons is compatible with this claim because
correct pursuit of one's aims might be constrained in certain ways. Here are two examples. Our obligations might
be constrained by our physiological abilities even thoughwe aim to dowhat's best. Our epistemic obligationsmight
be constrained by, e.g., the evidence, even though the aim of epistemic deliberation is to believe the truth. In other
words, it doesn't follow from the claim that the aim of epistemic deliberation is to believe the truth that we always
ought to believe the truth. e second part of the solution appeals to the semantics of 'ought' in English. 'Ought' is a
exible word insofar as we can relativize our 'ought' claims to different bodies of information. is means that advi-

sors withmore information can have 'ought' thoughts about our obligations that are relativized to their information.
is is what they're doing, I claim. It's right that this means they aren't having thoughts about our obligations per se.
is is unsurprising, though, given that the aim is to do what's best. So even though they aren't thinking about our

deliberative obligations, they are having thoughts that are relevant to the deliberative project. See Lord (MSa) for
more.
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By virtue of an extraordinary series of coincidences, unpredictable in advance by any-
body, the circuit’s being closed caused a release of electricity (a small lightning ash)
in his neighbor's house next door. Unluckily, his neighbor was in its path and was
therefore badly burned.26

Many have thought, and I am one of these people, that cases like Day's End strongly support the
rejection of objectivism. A er all, the objectivist thinks that Jack ought not ip the switch in his
hallway. is is because the fact that it will lead to his neighbor being badly burned is an objective
reason not to. Relative to all the reasons there are, this reason is decisive. But since ipping the
switch will lead to his neighbor being burned only because of 'an extraordinary series of coinci-
dences' that he has no way of knowing about, it seems quite plausible that, to use Scanlon's words,
'If it is true that [ Jack] ought not to have ipped the switch, this is true only in a sense of ‘ought not’
that seems tome to lack the moral content that the idea of permissibility has. Both [ Jack] and [his
neighbor]maywish, a er the fact, that [ Jack] had not ipped the switch, but in doing so [ Jack] did
not act impermissibly' (Scanlon, 2008, pg. 48).

Unfortunately for foes of objectivism, there is a standard objectivist reply to this line of reason-
ing.27 e core insight is that wemust cleave apart the deontic facts—facts about what ought to be
done—from the hypological facts—facts about blame and praise. Once we do this, the response
goes, we can see that arguments against objectivism like Scanlon's try to draw conclusions about
the deontic from conclusions about the hypological. ey get their bite only if we assume that the
fact that Jack is not blameworthy for ipping the switch entails that he acted permissibly. Once
we give up the idea that permissibility lines up with blamelessness, the argument falls apart. Jack
might be blameless, but he still does what he ought not do. Indeed, it seems like there is a good
explanation of why Jack is blameless despite doing wrong in this case. Jack is blameless because it
is rational for him to believe that ipping the switch is permi ed by all the reasons. But his belief
is false. is is what explains why he still doing something wrong.

I agree that we must separate the deontic facts from the hypological facts.28 Moreover, I agree
that cases likeDay'sEnd lose their initial dialectical bite once this standardmove ismade.29 Luckily,
though, there are other well known cases where the standard move is less than effective. ree
Envelopes is a case with this structure:30

ree Envelopes
26 is is almost exactly how Scanlon (2008) presents this case, following ( omson, 1990, pg. 229). I've

changed the pronouns.
27 is move goes back to Moore (1912). omson herself replies this way in omson (1986, 1990, 2008). See

also Graham (2010), Sylvan (2014).
28Many other anti-objectivists do this as well. See especially Scanlon (2008) and Zimmerman (2008).
29 is is not to say that I think the objectivist is right about these cases, nor do I think that these cases lack bite.

In the next subsection I will provide an argument that, I think, provides an elegant explanation for why cases like
Day's End actually do have bite against the objectivist. My claim here is just that making the standard move robs
these cases of unprincipled intuitive bite. e trick for the anti-objectivist is to give a principled explanation for why
objectivism is wrong in these cases. I will try to do that in the next subsection.

30 is particular case initially comes from Ross (2006). It is discussed further in Schroeder (2009b), Ross
(2012), Ross & Schroeder (FC). Ross's case was inspired by a case from Broome (MS), which was inspired by
a case in Par t (2011), which was inspired by a case in Regan (1980). is case and/or cases with the same struc-
ture are discussed, among other places, in Schroeder (2009b), Wedgwood (2007), Kearns & Star (2009), Kolodny
& MacFarlane (2010), Jackson (1991), Zimmerman (2008), Kiesewe er (2011), Graham (2010).
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Suppose Margaret is given the choice to pick one of three envelopes placed in front
of her. Margaret is informed that the third envelope contains $900. She is also in-
formed that either the rst envelope or the second envelope contains $1000, and that
whichever envelope doesn’t have the$1000 in it is empty. So, givenher evidence, there
is a .5 chance that the rst envelope contains $1000 and a .5 chance that the second
envelope contains $1000.

Intuitively, Margaret ought to choose the third envelope—i.e., the one she knows has $900 in it.
Moreover, there is an important difference between ree Envelopes and Day's End. Namely, in

ree Envelopes Margaret knows that choosing envelope three is not the best option. at is, she
knows that it is not the option decisively supported by all the reasons. e option best supported
by all the reasons is choosing the envelope with $1000 in it. Despite the fact that Margaret knows
that choosing envelope three is the second best option, it still seems like she ought to choose it.

is difference between Day's End and ree Envelopes makes the standard objectivist move
much less plausible when it comes to ree Envelopes. For in Day's End, it's rational for you to
think that ipping the switch is permi ed by the balance of all the reasons. It's not rational to think
that choosing envelope three is permi ed by the balance of all the reasons in ree Envelopes.
In fact, Margaret knows that it's not. Still, it seems like Margaret ought to choose envelope three.

is is important because the standard move seems plausible in Day's End only because you have
a rational yet false belief about what the balance of all the reasons supports. e rationality of this
belief helps explain why you are blameless, and the falsity explains why what you did was actually
impermissible. reeEnvelopes doesn't have this structure. Margaret seemsblameless all right, but
she lacks the false belief. e fact that it still seems like she should choose the second best option
despite the lack of the false belief strongly suggests that she is blameless because choosing the third
envelope is what she ought to do.

Before moving on, let me mention a common reaction to ree Envelopes in order to set it
aside. Many ethicists' rst reaction is to draw a distinction between what you objectively ought to
do and what you subjectively ought to do.31 ey then use this distinction to explain intuitions.
First, you have the intuition that what you ought to do is choose the envelope with $1000 in it
because that'swhat youobjectively ought to do. Second, youhave the intuition thatwhat youought
to do is choose envelope three because that's what you subjectively ought to do. is is supposed
to resolve the puzzle.

e problem is that it doesn't resolve the puzzle.32 At best it changes the subject. at is, at
best we nd out that there is some sense in which Margaret ought to choose envelope three. It
turns out that there are independent reasons to believe in such a sense, and the explanation it gives
for why, in some sense,Margaret ought to choose envelope three is a principled one. But this is not
the question we were asking. We were asking whether Margaret ought to choose envelope three.
Wewere asking whether Yes would be the correct answer to a questionMargaret might ask herself,
viz., Ought I choose envelope three?

Here's an objectivist nicely pu ing the point:

Even if there are two types ofmoral obligation, the question remains: in which are we
interested when doing moral theory about action? at is, in which sense of ‘moral

31 is move is made in response to this case in at least Schroeder (2009b), Smith (2008), Ross (2006).
32Many—both objectivists and anti-objectivists—have pointed this out. See, e.g., Jackson (1991), Graham

(2010), Kiesewe er (2011), Kolodny & MacFarlane (2010), Bjornsson & Finlay (2010).
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obligation’ are we interested when we debate whether consequentialism or some
other theory provides the correct account of our moral obligations with respect to
action? Even if there are multiple senses of ‘moral obligation’ we still need an answer
to this question (Graham, 2010, pg. 95).33

And here's an anti-objectivist nicely pu ing the point.

Others again try to solve the puzzle by distinguishing different senses of “ought.”... I
amwilling to concede that itmight be useful to speak ofwhat an agent ought to do rel-
ative to certain considerations, and that different quali ed notions of “ought” might
be important in their own right. Nevertheless, I believe that there is a substantial ques-
tion at issue between objectivists and perspectivists [anti-objectivists] when it comes
to what might be called the “overall ought” of practical deliberation. is is the con-
cept involved in the deliberative question, “What ought I to do?” (or “What should I
do?”) anddeliberative conclusions of the form, “I ought toϕ”. Practical conclusions of
this sort are supposed to guide rational decision-making and action directly. In other
words, the “ought” at issue is the one that is appealed to in the common idea that it is
irrational, or akratic, not to intend what one believes one ought to do. Now, in order
to make a rational decision guided by a belief that one ought to do something, one
needs a univocal concept of “ought” that gures in such beliefs. It is perfectly con-
sistent to believe, “I ought to ϕ, relative to X,” and, “I ought not to ϕ, relative to Y,”
but one cannot rationally intend both to ϕ and not to ϕ. ere must be one sense of
“ought,” the belief in which is the relevant one for decision-making. We need to be
able to judge, “I ought to ϕ, full stop” (Kiesewe er, 2011, pg. 2).

e important point is thatmere appeal to the distinction between subjective and objective oughts
doesn't answer our question because it doesn't specify which obligation provides an answer to the
central deliberative question. If Margaret is conceptually sophisticated enough, she is in a position
to know that she subjectively ought to choose envelope three and that she objectively ought to
choose envelope one or envelope two. But even if she did know those facts, she couldmeaningfully
wonder which requirement she ought to satisfy. She thus doesn't seem to learn what she ought
to do, full stop, by learning what she subjectively and objectively ought to do. ere is another
question that hasn't been answered yet—viz., What ought Margaret do?

I hasten to add that there are at least two ways to use the objective/subjective distinction to
answer our question. e rst way is to insist thatwhat you ought to do is justwhat you subjectively
ought to do. e second way is to insist that what you ought to do is what you objectively ought
to do. I obviously don't think that what you ought to do is what you objectively ought to do. But
for all I've said, it might be that what you ought to do is what you subjectively ought to do. In
fact, it might be that the theory I give about what you ought to do is the correct theory about what
you subjectively ought to do.34 Because of this, that view is somewhat orthogonal to the current

33It's worth pointing out that Graham is only concerned with moral requirements and explicitly tries to distance
himself from the heart of the debate we're interested in. Nevertheless, I think the debate he's interested in is very
close to the one I'm interested in, certainly close enough for the passage quoted to be relevant.

34It's not always clear what role the subjective ought is supposed to play, but it's commonly thought that it's
supposed to have a very tight connection with blame—sometimes it's suggested that you subjectively ought to ϕ
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dialectic, whereas the view that what you ought to do is what you objectively ought to do is central
to the current dialectic.

Many think that cases like ree Envelopes are counterexamples to objectivism. I agree. Sur-
prisingly, though, hardly anyone has eshed out anti-objectivist views in any detail.35 Usually the-
orists are happy to appeal to 'the evidence' and leave it at that. Given the huge variety of views about
evidence found in epistemology, the range of evidential views is huge. Blanket appeals to claims
with such a large variety of potential interpretations is generally unfortunate. Moreover, I think
that it makes it quite a bit easier for objectivists to respond to the cases.

e question, then, is this: Why is it thatMargaret ought to choose envelope three? My answer
is that it is because that is what the reasons she possesses decisively supports.36 Which reasons
does she possess and which ones does she lack? She obviously possesses the reason constituted
by the fact that there is $900 in envelope three, and she obviously lacks the reason provided by
the fact that there is $1000 in whichever envelope the $1000 is in. is isn't enough, though, be-
cause it's very intuitive that she possesses some reason to choose envelope one and some reason to
choose envelope two. I think the reason to take envelope one is the fact that there is a .5 chance that
there is $1000 in envelope one and the reason there is to choose envelope two is a .5 chance that
there is $1000 in envelope two.37 ose facts are objective reasons to choose envelopes one and
two respectively. Moreover, they are reasons Margaret possesses. Nevertheless, neither is weighty
enough tomake choosing those envelopes sufficiently supported by the reasons that are possessed.

us, the reason to choose envelope three is the only reason possessed that is sufficient, and it is
thus decisive.38

Day's End is slightly different. In that case, it's just that you fail to possess a strong reason to not
ip the switch—viz., the fact that doing so will lead to your neighbor being badly burned. You pos-

sess all of the normal reasons one has to ip on the switch—it allows you to see what you're doing,

only if you'd be blameworthy for not ϕ-ing. If this is true of the subjective ought, then I doubt the view I'm arguing
for is the best view of the subjective ought. Indeed, I doubt there is any deontic concept that has that tight of a
connection to blame.

35An admirable exception is Zimmerman (2008). Mymain problemwithZimmerman ismethodological. I think
thatwe should try to t the viewwithin a reasons framework. I think this is so for two reasons. First, it's plausible that
reasons are normatively fundamental. Second, my view is pitched a higher level of abstraction than Zimmerman's.

is allowsme to be neutral about the consequentialism/deontology debate. is is because we can see that debate
as one about the structure of reasons and their weights. So both sides can accept my claims because they are at a
higher level of abstraction. Zimmerman's view, on the other hand, is commi ed to denying non-consequentialist
views.

36As I said above, I'm not going to defend here any particular view of what it is to possess a reason. See chapter 3
for a defense of such a view. e most intuitive views hold that in order to possess a reason r, you have to have some
type of epistemic access to r—e.g., you have to know r, justi ably believe r, or be in a position to know r.

37A note about what the chances are here. I am thinking that they are conditional probabilities. ey are the
probabilities that the $1000 is in the respective envelopes given what Margaret knows (this is what Williamson
(2000) calls evidential probability). I want to be neutral about whether objective chances provide objective reasons
(I suspect they do if they exist) orwhether subjective chances provide objective reasons (I suspect they don't, at least
not always).

38Schroeder (2009b) gives a similar explanation. My explanation differs from Schroeder's in key ways. For ex-
ample, Schroeder thinks that, at least in the relevant sense, Margaret ought to pick envelope three just so long as
she believes as she does in the original case. us, even if she was in a position to know that her beliefs were false
it would be the case that she ought to choose envelope three. My explanation doesn't have this result because the
relevant facts have to actually be facts (i.e., objective reasons) in order to make it the case that she ought to choose
envelope three.
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it makes it easier to navigate etc. Possessed Reasons holds that the fact that by ipping the switch
you will badly burn your neighbor doesn't affect what you ought to do because you don't possess
that reason. You don't possess that reason because you don't stand in the appropriate epistemic
relation with it. Since the reasons you do possess sufficiently support ipping the switch, it's per-
missible to ip the switch. is is a very natural explanation of both why the fact that ipping will
lead to your neighbor being burned doesn't affect what you ought to do and why it's permissible to
ip the switch.

ere are a few things to notice about the explanations given by Possessed Reasons. First, only
objective reasons determine what you are permi ed and forbidden from doing. is is a virtue
because it allows easy assimilation into a broader picture of normativity. According to this view,
what it is to be normative is to be analyzed in terms of objective reasons. Since Possessed Reasons
analyzes the property of beingwhat you ought to do in terms of objective reasons, it ts in with this
broader picture.39

e second thing to notice is just how natural and illuminating these explanations are.
Appealing to possessed reasons gives one a very plausible explanation for why (at least non-
culpably) unknown reasons don't affect what you ought to do. It's intuitively plausible that the
possessed/unpossessed reasons distinction is poised to do the kind of work needed in these cases.

7.4.2 Ignorance and Acting for the Right Reasons
I take the last subsection to have demonstrated that Possessed Reasons does a nice job explaining
some of the facts on the ground. In this subsection I'll offer amore abstract argument for Possessed
Reasons. I will start by arguing that a necessary condition for some set of reasons S to make it the
case that you ought to ϕ is that you possess the members of S . is is not enough to establish
Possessed Reasons. However, if it is true, then objectivism is false. Moreover, once you accept
this necessity condition, it follows from plausible assumptions that a sufficient condition for being
obligated to ϕ is that one possesses a set of decisive reasons to ϕ. Once we have both the necessity
and sufficiency claims, we'll be much closer to establishing Possessed Reasons.

We'll start with an argument for the following claim: If the members of some set of reasons S
make it the case that you ought to ϕ, then you possess the members of S . e argument's plausi-
bility will be enhanced by some build up.

Upon re ection, it seems very plausible that we aren't always required to bring about the best
state of affairs. For example, consider Dunk for Money:

Dunk forMoney

Mark Cuban, being the eccentric billionaire that he is, decides to have a raffle. e
person whose name is chosen gets a shot at a $10 million prize. In order to win the
prize, one has to do a 360◦ dunk on an NBA regulation sized hoop. Just for fun, Sam

39It's worth mentioning that it also does this without having to appeal to any type of modal analysis. Schroeder
(2009b), for example, tries to explain cases like ree Envelopes in a framework compatible with the thought that
reasons are basic by appealing to the notion of a subjective reason. Subjective reasons are analyzed in terms of
objective reasons, but modally—some proposition p is a subjective reason to ϕ just in case p is an objective reason
to ϕ if true. I think this will inevitably lead to intractable conditional fallacy worries. It's a big virtue that my view
doesn't have those problems.
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enters the raffle. She is the lucky winner. Unfortunately for Sam, she is only 4'11" tall.
Because of this, she lacks the ability to dunk on an NBA regulation sized hoop.

Question: Ought Sam dunk the ball? Pre y clearly not, I think. Why is that? It would, a er all, be
much be er for Sam to dunk rather than not. Despite this, the answer is obvious. Sam can't dunk.
She lacks the ability to perform the relevant action. Of course she can try to dunk, and presumably
she ought to try to dunk. But that's not to say that she ought to dunk. It's not true that she ought
to dunk because she lacks the ability to dunk.

Since Sam can't perform the relevant action at all in Dunk for Money, she also can't dunk for
the fact that by dunking she'll win $10 million. When you perform actions for reasons, your acts
are explained in a certain way by those reasons. Consider some examples. I put on my coat this
morning because it was cold outside. I believe the heat is on in my office because it's warm in my
office and cold outside. I'll go home tonight at 5 because dinner is at 6. ese explanations are not
merely causal (although I think they are causal). ey also have a normative element to them. e
explanans are notmerely the causes of the actions and beliefs, they are also the justi ers of them. It
follows from the fact that Sam can't perform the relevant action in Dunk for Money that she can't
dunk in order to win $10 million.

Of course, I don't think Dunk for Money is a counterexample to objectivism. Objectivists can
get out of theproblemby invoking someversionof 'ought' implies 'can'. I think adeeper explanation
is that the fact that Mark Cuban will give Sam $10 million if she dunks is not a reason for Sam to
dunk. us, that fact won't be relevant to the objectivist theory that holds that what Sam ought to
do is a function of all of the reasons (for Sam).

Although Dunk for Money is not a counterexample to objectivism, it's helpful build up to my
argument. Consider Day's End again. In Day's End you face the choice between ipping on the
hall light or not. ere are good reasons for you to switch it on and a good reason for you to not
switch it on. Moreover, in Day's End, unlike in Dunk forMoney, it seems like you can perform the
relevant action—i.e., you have the ability to refrain from ipping on the switch. Not ipping the
switch can be an action of yours. So there both is a reason for you not to ip it on and you can
perform that action. us, the objectivist thinks that you ought to refrain from ipping the switch.

e reason why is that it will badly burn your neighbor. at fact is a decisive reason not to ip,
according to the objectivist.

ere's a catch, though. Although you can refrain from ipping the switch, it doesn't seem like
you can do so because ipping the switch will badly burn your neighbor. It doesn't seem like that
couldbe your reason for acting in the right kindofway. Forone thing, youdon't believe that ipping
the switch will harm your neighbor. You've never even considered that, and rationally so. Given
this, there is no way that you could refrain from ipping the switch because ipping it will harm
your neighbor.

I think something even stronger is true. I think that even if you did irrationally believe that
ipping the switch would badly burn your neighbor and decided to bumble around in the dark,

you wouldn't have refrained because ipping the switch would badly burn your neighbor. You'd
be acting like an idiot if you did that. We might be able to give some psychological explanation of
what you did that cited your belief that ipping the switch would badly burn your neighbor, but we
couldn't say you did it because ipping the switch would badly burn your neighbor. is is because
you have no idea that ipping the switch will burn your neighbor.

To make this more plausible, compare Delusional Andy to Surprised Andy:

139



Ignorance and Obligation What You're Rationally Required to Do and What You Ought to Do

Delusional Andy

Andy knows that his wife has always been an extremely loyal person. He also knows
that he has no reason to think that she is cheating on him. Despite this knowledge, he
does believe that she is cheating on him. He thus moves out and les for divorce. In
fact, his wife is cheating on him.

Surprised Andy

Andy knows that his wife has always been an extremely loyal person. However, much
to his surprise, he learns that she is cheating on him—her best friend tells him, he nds
some love le ers, and he catches his wife with her lover. He thus moves out and les
for divorce.

InbothDelusionalAndyandSurprisedAndy,Andy reasons fromabelief that hiswife is cheatingon
him toan intention (and subsequent action) tomoveout and le for divorce. Despite this similarity,
it's plausible that only Surprised Andy moves out and les for divorce because his wife is cheating
on him. Delusional Andy is, well, delusional. He has no reason to think that she is cheating on
him. He gets completely lucky. Because of this, it doesn't seem like he les for divorce because
she's cheating on him.40

Notice that you are a lot like Delusional Andy when you more or less arbitrarily believe that
ipping the switch will badly burn your neighbor. It turns out that you are right, but you are just

lucky. It's not like that reason is guiding you. You have about as li le contact with that reason as one
can have while believing the proposition that constitutes it. (We'll return to Delusional Andy and
Surprised Andy momentarily.)

I think the fact that you can't refrain from ipping the switch because it will badly burn your
neighbor explainswhy it's not the case that you ought to refrain. In other words, I think that Acting
On is plausible:

Acting On: If the reasons in some set S make it the case you ought to ϕ, then you can ϕ
because of the members of S .

It's important to point out that if you knew that ipping the switchwould burn your neighbor, then
you could refrain for that reason. It's just that given how you are when you walk in the door, you
aren't in a position to refrain for that reason. us, I think we should understand the relevant sense
of 'can' as relativized to one's epistemic position. A stab at the relevant necessary condition: One
can ϕ because of r only if one's epistemic position doesn't bar one from ϕ-ing because of r.41 It's
plausible that a sufficient condition for one's epistemic position barring one fromϕ-ing because of r
is one's epistemic position barring one fromknowing r. ismight be necessary, too. It all depends
on the correct analysis of ϕ-ing because of r. I don't need to give such an analysis, though.42 All I
need here is this sufficient condition.

40For similar arguments for a similar conclusion, see Hyman (2006), Hornsby (2008), Gibbons (2001), Marcus
(2012). e most visible detractor is Jonathan Dancy (see, e.g., Dancy (2000)). I think that Dancy is really talking
about what it is to act for reasons, not what it is to act for normative reasons. We are interested in the la er here.
He's right about acting for reasons, but not about acting for normative reasons. See chapter 4 for more on this.

41 ere are obviously other necessary conditions—e.g., one has to have certain physiological abilities.
42See chapter 4 for an analysis.
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What's the difference between the cases where you can ϕ because of some reason r and cases
where you can't? My answer is that the cases where you can ϕ because of r are always cases where
you possess r. You don't possess r when you are (non-culpably) ignorant of r, and thus can't ϕ
because of r when you are (non-culpably) ignorant of r.43 When you combine this withActingOn,
you get an argument for the claim that possessing the members of a set of reasons S is a necessary
condition for those reasons making it the case that you ought to ϕ.

(1) If the reasons in some set S make it the case you ought to ϕ, then you can ϕ because of the
members of S (Acting On).

(2) If you can ϕ because of the members of S , then you possess the members of S .

(C) If the reasons in some set S make it the case you ought to ϕ, then you possess the members
of S .

If this argument is sound, then objectivism is false—Day's End is a counterexample. So objec-
tivists need to deny one of the premises. In fact, objectivists need to resist what I said about (1).
Objectivists have two choices when faced with (1). ey can either deny it or they can argue, pace
what I argued above, that you can act for the reasons that require you to ϕwhen you're ignorant of
those reasons. I think both options are implausible. In order to see this, it's important to consider
the connection between ϕ-ing because of the reasons that require you to ϕ and your action being
creditworthy.

Suppose I amrequired tobuyAnneahat for herbirthdaybecause itwouldmakeherhappy. And
suppose I do buy her a hat. ese conditions are not sufficient for my action to be creditworthy.
In order for my action to be creditworthy, there must be the right kind of connection between the
reasons that obligate the action and my performance of the action. To illustrate, my act would be
creditworthy if I were to buy her a hat because it would make her happy. On the other hand, if I
bought her the hat only because it would make me happy (it would cover her up her hair, which I
nd distasteful), it doesn't seem like my act would be creditworthy. It would only be an accident

that the following conjunction is true: I bought the hat and the hatmakesAnne happy. If it'smerely
an accident that the act I actually perform is the particular act I ought to perform, then it doesn't
seem like I deserve credit for it.

is fact is partly explained, I think, by the fact that when it's an accident that the act one per-
forms is the act one ought to perform, one doesn't act for the right reasons—i.e., the reasons that
make it the case you ought to do that thing.44 It's plausible that there is some tight connection
between acting for the right reasons and being creditworthy. One way to esh this is out is Link:

43Not all ignorance is created equal. If we hold that A is ignorant about p just in case A fails to believe p, then
I think it's implausible that you always fail to possess the reasons you are ignorant of. is is why, in chapter 3, I
argue for a non-holding account of possessing reasons. Non-holding accounts claim that you can possess reasons
you don't believe. However, I think you are culpable for the reasons you possess that you are ignorant of. Hence the
quali cation in the text.

44 is type of view is developed in the case of actions in Wedgwood (2006, 2007), Schossler (2007). I further
develop this thought in chapter 4.
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Link: When A is required to ϕ by the members of some set of reasons S , A is creditworthy
for ϕ-ing just in case A ϕs because of the members of some subset of S that are sufficiently
strong to require A to ϕ.45,46

When you combine Link with the claim that I don't act for the right reasons when I buy Anne
the hat because it will make me happy, you get a principled explanation of the fact that I'm not
creditworthy.

With Link in hand, let's return to the objectivist. To repeat, the rst premise isn't a problem for
the objectivist if it is either false or if, my arguments before notwithstanding, it's possible to act for
the right reasons when you are ignorant of them. Let's examine each possibility in turn, starting
with the la er.

One typeof objectivistwill insist thatwhenyou are required toϕbecause of some set of reasons
S , you can always ϕ because of the members of S . ere are two different kinds of cases that are
relevant. Day's End is an instance of the rst type of case. In that type of case, you not only are
not in a position to know the relevant fact, you don't even believe it. I take it that it's extremely
plausible that, in this type of case, you can't ϕ because of the reason. You can't refrain from ipping
the switch because it will badly burn your neighbor if you don't even believe that your neighbor
will be badly burned if you ip the switch. For reasons that will become clear, I don't think this yet
decisively tells against this rst strategy.

e second kind of case is like Delusional Andy (and the extension of Day's End where you
irrationally believe ipping the switch will burn your neighbor). In that case, you do believe the
relevant things, though irrationally. is rst objectivist reply has serious hope of sticking if it's
possible todo the right thing for the right reason in these cases. is is because it's alwayspossible in
the relevant sense of possibility to go from the rst typeof case to the second. Recall that something
is possible in the relevant sense only if nothing about your epistemic position bars you from doing
that thing. Although one's epistemic position does bar one from knowing the relevant fact in both
kinds of case, nothing about one's epistemic position in either type of case bars one from believing
the relevant proposition.

Unfortunately for the objectivist, it's simply not plausible that you can do the right thing for the
right reason in the second type of case. We can see this by re ecting on Link. It's very plausible that
Delusional Andy is not creditworthy for his moving out and ling for divorce, whereas Surprised
Andy is. Similarly, it seems like you are not creditworthy in the extension of Day's End where you
refrain from ipping the switch because you irrationally believe that ipping the switch will badly
burn your neighbor. It might be that you end up doing what's best. But you just got lucky, and
hence are not creditworthy. It follows from Link that Delusional Andy doesn't move out for the
right reason, nor do you refrain from ipping the switch for the right reason. If this is right, then
believing the relevant fact (and acting in light of that belief) is not sufficient for acting for the right
reason. us this rst strategy fails.

e second route the objectivist can take is to deny (1). I think Link sheds light on the plausi-
bility of this, as well. If you deny (1), then you are commi ed to thinking that there are cases where

45Markovits (2010, FC) defends a very similar view to this aboutmoral worth. If you replace 'credit worthy' with
'moral worth', then you get something very close to Markovits's view. It also resembles, of course, an old Kantian
idea.

46 e bit about subsets of S is necessary because some obligations are overdetermined. at is to say, in some
cases there are multiple proper subsets of the set of all the reasons to ϕ that require one to ϕ. At least in some of
these cases, it seems one can be creditworthy in ϕ-ing just so long as they act for the reasons in one of those subsets.
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(i) the members of some set of reasons S make it the case that you ought to ϕ and (ii) it's impossi-
ble to ϕ because of themembers of S . It follows from Link that there are cases where themembers
of S make it the case that you ought to ϕ and it's impossible for you to ϕ and be creditworthy for
ϕ-ing. I think this is deeply implausible.

It's implausible because it robs our full stop obligations of a certain kind of action guidingness.
If we cannot perform the actions we are obligated to perform in a way that deserves credit, then
those obligations are not action guiding. Toput it anotherway, if our full stop obligations are action
guiding, then our actions can be guided by the facts that determine our full stop obligations. e
paradigm of being guided by some fact is acting because of that fact. But we've just seen that in
denying (1), the objectivist is denying that we can always act because of the right-makers of the
acts that we are obligated to perform. us, there is an obvious way in which the objectivist has to
deny that our obligations are always action guiding. is seems very implausible.

e point can be put less abstractly. Consider Day's End again. If objectivism is true and (1) is
false, then there is simply no way you can do what you ought for the right reason. In other words,
the only way you can do what you ought to do is by doing something idiotic. ere's no way for
the right-makers of your act to get any legitimate grip on you. But, we're supposed to believe, they
require you stumble around in the dark all the same. is is dubious.

us, it looks like (1) is enough to topple the objectivist. is isn't enough for me, however.
is is because I not only want to defeat the objectivist, I want to establish Possessed Reasons. So

we need to consider (2), as well. (2) holds that possessing r is a necessary condition for ϕ-ing
because of r.

I think themost plausible route for denying (2) is to hold that in order to possess r, you have to
stand in somepositive epistemic relationship to r—e.g., youhave toknow r—butoneneedn't stand
in this relation to r to ϕ because of r. e most natural version of this view holds that you merely
have to believe r in order to ϕ because of r.47 Fortunately for us, we needn't dwell toomuch on this
proposal, for we have already seen that it is implausible. It's implausible because it's implausible
that merely believing r (and acting in light of this belief) is sufficient for ϕ-ing because of r. If this
were true, then it would follow from Link that Delusional Andy is creditworthy for moving out.
But he's not.48 us, it seems like you have to stand in some positive justi catory relationship to r
in order to ϕ because of r. If you also have to stand in some positive justi catory relationship to r
to possess r, it's plausible that in order to ϕ because of r, you must possess r.

Even if this is right, I've only established that a necessary condition for a set of reasons S to
make it the case that you ought to ϕ is that you possess the members of S . is is signi cant in the
dialectic with the objectivist, for it entails that objectivism is false. But it's not a full vindication
of Possessed Reasons. In the rest of the section I'll argue for two claims that get us closer to a
vindication of Possessed Reasons.

e rst claim is a strengthening of the necessity condition. It has to be not only that you
possess the members of S , it has to be that the members of S are decisive reasons to ϕ. If they are
decisive, then they (i) aren't defeated by other reasons you possess—i.e., the members of S will be
weightier than the reasons you possess not toϕ—and (ii) they aremuchweightier than the reasons

47It's possible to hold that in order to possess r you have to know r, but in order to ϕ because of r you just have
to justi ably believe r. I can't see anymotivation for this, though. It's more plausible to think that there is a high bar
on possession but a low one on acting for a reason.

48 is argument works just as well against views that accept (2) but hold that there is a low bar on having (e.g.,
Schroeder (2008, 2011)). us, this argument supplements my arguments against those views in chapter 3.
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you possess for any alternative action. us, I think we should replace the conclusion of the above
argument with Necessary:

Necessary: If the members of some set of reasons S make it the case that you ought to ϕ,
then the members of S are decisive reasons to ϕ that you possess.

I don't think this strengthened necessity condition needs much more defense. It's very plausible
that a set of reasons needs to decisively support ϕ-ing in order to make it the case you ought to ϕ.
If themembers of S are defeated or are notmuchweightier than the alternatives, then it's indepen-
dently plausible that they don't make it the case that you ought to ϕ.49

We'd be much closer to a vindication of Possessed Reasons if we were to show that Sufficient
is true:

Sufficient: If themembers ofS are decisive reasons toϕ that you possess, then themembers
of S make it the case that you ought to ϕ.

If Necessary is true and Sufficient is false, then there is some condition over and above possessing
decisive reasons to ϕ that must be met in order for it to be the case that you ought to ϕ. Obviously
there are a lot of possible conditions that one could propose. I don't have a good enough imagina-
tion to think of all of them (nor do I have the space to consider them all). But it's worth considering
two of them.

e rst might be some kind of ability condition. It might be that 'ought' implies 'can' but that
'possessing decisive reasons' doesn't imply 'can.' I agree (obviously!) that there is some ability
condition. Not only do I think that you must be able to ϕ in order to be required to ϕ, I think you
must be able to ϕ because of the right-makers in order to be required to ϕ. But whatever plausibil-
ity these claims have when it comes to what you ought to do seems to apply equally well to what
you possess decisive reasons to do. We can see this by considering examples. Take the basketball
example discussed earlier. It's true that it's not the case that Sam ought to dunk the basketball, but
it's equally plausible that she doesn't possess reasons to do that. A plausible generic claim in the
vicinity is something like: If r is a reason for A to ϕ, then it's (metaphysically) possible for A to ϕ
because of r.

A second proposal is some type of hypological condition. For example, perhaps it's true that
if you ought to ϕ, then you are blameworthy for not ϕ-ing, but it's not the case that you are always
blameworthy for not doing what you possess decisive reasons to do. If this were true, then there
would be cases where you possess decisive reasons to ϕ but wouldn't be blameworthy if you didn't
ϕ and thus it wouldn't be the case that you ought to ϕ. One problem with this proposal is that the
hypological condition on 'ought' is false. It's just not true that you are always blameworthy for not

49 ings are complicated when the reasons you possess in favor of one option are slightly weightier than the
reasons you possess for the other options. In some cases, it will seem like you ought to take the option that is
most supported. For example, if you have the choice between taking a $1000 prize or a $1002 prize and everything
else is equal, you ought to take the $1002 prize. However, it doesn't seem like you are obliged to take the option
most supported in every case. For example, in some cases of mere permissibility—cases where one has sufficient
reasons to perform several actions and is not required to perform any particular action—it seems like adding some
lightweight reasons doesn't oblige you to take the option that you add the reasons to. So, if it's merely permissible
for me to take job A and merely permissible to take job B, I won't come to be obliged to take job A simply becuase
job A offers me an extra $50 per year. But surely the $50 provides a reason to take job A.
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doing what you ought. ere are simple recipes for counterexamples. One is to take a case where
your pet theory of obligation says you ought to ϕ at time t. At t1, bombard your a ention with
useless data. You can set the case up so that it is very hard to do what you ought (and thus most
of the time you won't), but nevertheless the conditions that obligate you to ϕ are still in place. In
this type of case, you will seem blameless for not ϕ-ing because of how hard ϕ-ing becomes, even
though you will still be obligated to ϕ.

Furthermore, even if you think that you are always blameworthy for not doing what you ought,
it's hard to see why you would want to deny that you are always blameworthy for not doing what
you possess decisive reasons to do. e most plausible reason I can think of is that what you ought
to do is transparent in some way but what you possess decisive reason to do isn't (perhaps because
being decisive isn't transparent). You could think this, but I'm not sure why youwould. If what you
ought to do is transparent, then it seems like it will always be transparentwhat the facts support, but
this is just another way of saying that it will be transparent what the reasons you possess decisively
support.

It doesn't seem like these two proposals are plausible, and thus it seems like having decisive rea-
sons to ϕ is sufficient for it being the case that you ought to ϕ. is gives usNecessary & Sufficient:

Necessary& Sufficient: emembers of S are decisive reasons to ϕ that you possess iff the
members of S make it the case you ought to ϕ.

Necessary & Sufficient is, I think, just a precisi cation of Possessed Reasons. It tells you how your
obligations are a function of the reasons you possess.

7.5 Summary of Results (Or: Why YouOught to Be Rational)
It was established in §7.3.3 that if the Reasons Responsiveness view is true, then rationality is
weakly deontically signi cant. is is because there is always reason to dowhat you possess reason
to do. So if you always possess reasons to do what rationality requires, then there will always be
reasons to do what rationality requires. is only goes so far, though. It would still be a consider-
able win for skeptics about the deontic signi cance of rationality if rationality turns out to only be
weakly signi cant. In order to fully vindicate the deontic signi cance of rationality, one needs to
show that it's strongly signi cant—i.e., that you ought to be rational.

e last section aimed to show this indirectly. e main result of the last section was that what
you ought to do is determined by the reasons that you possess. e plausibility of this claim is
independent of any considerations having to do with rationality—this is why it was indirect.

When you combine §7.3 with the results of §7.4, you see that Reasons Responsiveness can
vindicate the strong deontic signi cance of rationality. If what you are rationally required to do
is what you possess decisive reasons to do and what you ought to do is what you possess decisive
reasons to do, then the requirements of rationality just are the requirements you ought to comply
with. It is a serious virtue of my view that it can give such a plausible account of why rationality is
strongly deontically signi cant. is is especiallyweighty since it's completelymysterious how rival
views can even account for the weak deontic signi cance of rationality, let alone the strong deontic
signi cance. Given that it is a truism that we should be rational, the fact that only my view can
vindicate the strong deontic signi cance of rationality is a strong reason to accept my view—one
which you now possess.
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Dancy, J. (2000). Practical Reality. Oxford University Press. [cited on pg. ]

Dancy, J. (2004a). Ethics without Principles. Oxford University Press. [cited on pg. ]

Dancy, J. (2004b). Two ways of explaining actions. Royal Institute of Philosophy Supplement. [cited
on pg. ]

Dancy, J. (2009). Reasons and rationality. In S. Robertson (Ed.), Spheres of Reason. Oxford Uni-
versity Press. [cited on pg. ]

Darwall, S. (1983). Impartial Reason. Cornell University Press. [cited on pg. ]

Davidson, D. (1980). Essays on Actions and Events. Oxford University Press. [cited on pg. ]

Dorsch, F. (FC). e phenomenal presence of reasons. In F. D. FionaMacpherson,Martine Nida-
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Kearns, S. & Star, D. (2009). Reasons as evidence. In R. Shafer-Landau (Ed.), Oxford Studies in
Metaethics, v. 4. Oxford University Press. [cited on pg. ]

Kelly, T. (2002). e rationality of belief and other propositional a itudes. Philosophical Studies,
110(2), 163--196. [cited on pg. ]

Kelly, T. (2010). Peer disagreement and higher-order evidence. In R. Feldman & T. War eld
(Eds.), Disagreement. Oxford University Press. [cited on pg. ]

Kiesewe er, B. (2011). "Ought" and the perspective of the agent. Journal of Ethics & Social Philos-
ophy. [cited on pg. ]

Klein, P. (1998). Foundationalism and the in nite regress of reasons. Philosophy and Phenomeno-
logical Research, 58(4), 919--925. [cited on pg. ]

Kolodny, N. (2005). Why be rational? Mind, 114(455), 509--563. [cited on pg. ]

Kolodny, N. (2007a). How does coherence ma er? Proceedings of the Aristotelian Society, 107,
229--263. [cited on pg. ]

Kolodny, N. (2007b). State or process requirements? Mind, 116(462), 371--385. [cited on pg. ]

Kolodny, N. (2008a). e myth of practical consistency. European Journal of Philosophy, 16(3),
366--402. [cited on pg. ]

Kolodny, N. (2008b). Why be disposed to be coherent? Ethics, 118(3), 437--463. [cited on pg. ]

Kolodny, N. (MS). Instrumental transmission. Manuscript, University of California. [cited on pg.
]

151



BIBLIOG PHY BIBLIOG PHY

Kolodny, N. & MacFarlane, J. (2010). Ifs and oughts. e Journal of Philosophy, 107(3), 115--143.
[cited on pg. ]

Korsgaard, C. (1996). e Sources of Normativity. Harvard University Press. [cited on pg. ]

Lavin, D. (FC). Must there be basic action? Noûs. [cited on pg. ]
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Ross, A. (1944). Imperatives and logic. Philosophy of Science, 11(1), 30--46. [cited on pg. ]

Ross, J. (2006). Acceptance and Practical Reason. PhD thesis, Rutgers University. [cited on pg. ]

Ross, J. (2012). Rationality, normativity, and commitment. In R. Shafer-Landau (Ed.), Oxford
Studies in Metaethics, volume 7. Oxford University Press. [cited on pg. ]

Ross, J. & Schroeder, M. (FC). Reversibility or disagreement. Mind. [cited on pg. ]

Scanlon, T. (1998). What We Owe to Each Other. Harvard University Press. [cited on pg. ]

Scanlon, T. (2001). omson on self-defense. In A. Byrne, R. Stalnaker, & R. Wedgwood (Eds.),
Fact and Value: Essays on Ethics and Metaphysics for Judith Jarvis omson. MIT Press. [cited on
pg. ]

Scanlon, T. (2004). Reasons: A puzzling duality? In Reason and Value: emes om the Moral
Philosophy of Joseph Raz. Oxford University Press. [cited on pg. ]

Scanlon, T. (2007). Structural irrationality. InCommonMinds: emes om thePhilosophy of Phillip
Pe it. Oxford University Press. [cited on pg. ]

Scanlon, T. (2008). Moral Dimensions: Permissibility, Meaning, Blame. Harvard University Press.
[cited on pg. ]

Scanlon, T. (MS). Being Realistic about Reasons. Manuscript, Harvard University. [cited on pg. ]

Schnee, I. (MS). Duplicate reasons. Unpublished Manuscript, University of Western Kentucky.
[cited on pg. ]

Schossler, M. (2007). Basic deviance reconsidered. Analysis, 67(295), 186--194. [cited on pg. ]

Schossler, M. (2012). Taking something as a reason for action. Philosophical Perspectives, 41(2),
267--304. [cited on pg. ]

154



BIBLIOG PHY BIBLIOG PHY

Schroeder, M. (2004). e scope of instrumental reason. Philosophical Perspectives, 18, 337--364.
[cited on pg. ]

Schroeder, M. (2005a). e hypothetical imperative? Australasian Journal of Philosophy, 83(3),
357--372. [cited on pg. ]

Schroeder,M. (2005b). Instrumental mythology. Journal of Ethics & Social Philosophy, 1. [cited on
pg. ]

Schroeder, M. (2007). Slaves of the Passions. Oxford University Press. [cited on pg. ]

Schroeder, M. (2008). Having reasons. Philosophical Studies, 139(1), 57--71. [cited on pg. ]

Schroeder, M. (2009a). Buck passers' negative thesis. Philosophical Explorations. [cited on pg. ]

Schroeder, M. (2009b). Means-end coherence, stringency, and subjective reasons. Philosophical
Studies, 143(2), 223--248. [cited on pg. ]

Schroeder, M. (2011). What does it take to 'have' a reason? In A. Reisner & A. Steglich-Petersen
(Eds.), Reasons for Belief. Cambridge University Press. [cited on pg. ]

Schroeder, M. (FC). Stakes, withholding, and pragmatic encroachment on knowledge. Philosoph-
ical Studies. [cited on pg. ]

Schroeder, M. (MSa). Hypothetical imperatives: Scope and jurisdiction. Manuscript, University
of Southern California. [cited on pg. ]

Schroeder, M. (MSb). Knowledge is belief for sufficient (objective and subjective) reason.
Manuscript, University of Southern California. [cited on pg. ]

Setiya, K. (2007a). Cognitivism about instrumental reason. Ethics, 117(4), 649--673. [cited on
pg. ]

Setiya, K. (2007b). Reasons Without Rationalism. Princeton University Press. [cited on pg. ]

Silins, N. (2005). Deception and evidence. Philosophical Perspectives, 19(1), 375--404. [cited on
pg. ]

Skorupski, J. (2011). e Domain of Reasons. Oxford University Press. [cited on pg. ]

Smith, M. (1994). e Moral Problem. Blackwell Publishing. [cited on pg. ]

Smith, M. (2008). Consequentialism and the nearest-dearest objection. In I. Ravenscro (Ed.),
Minds, Ethics, and Conditionals: emes om the Philosophy of Frank Jackson. Clarendon Press.
[cited on pg. ]

Smithies, D. (2006). Rationality and the Subject's Point of View. PhD thesis, NYU. [cited on pg. ]

Sosa, E. (2009). Re ective Knowledge: Apt Belief and Re ective Knowledge, vol. II. OxfordUniversity
Press. [cited on pg. ]

155



BIBLIOG PHY BIBLIOG PHY

Southwood, N. (2008). Vindicating the normativity of rationality. Ethics, 118(1), 9--30. [cited on
pg. ]

Su on, J. (2007). Without Justi cation. MIT Press. [cited on pg. ]

Swain, M. (1981). Reasons and Knowledge. Cornell University Press. [cited on pg. ]

Swain,M. (1988). Alston's internalistic externalism. Philosophical Perspectives, (2), 461--473. [cited
on pg. ]

Sylvan, K. (2014). On the Normativity of Epistemic Rationality. PhD thesis, Rutgers University.
[cited on pg. ]

Sylvan, K. (MSa). Doing epistemology with reasons. Manuscript, Rutgers University. [cited on
pg. ]

Sylvan, K. (MSb). Reasons and the metaphysics of justi cation. Manuscript, Rutgers University.
[cited on pg. ]

Sylvan, K. (MSc). Subtle reasons, coarse motivations, and epistemologists' blindspots.
Manuscript, Rutgers University. [cited on pg. ]

omson, J. J. (1986). Imposing risks. In Rights, Restitution, and Risk. Harvard University Press.
[cited on pg. ]

omson, J. J. (1990). e Realm of Rights. Harvard University Press. [cited on pg. ]

omson, J. J. (2008). Normativity. Open Court Press. [cited on pg. ]

Turri, J. (2009). e ontology of epistemic reasons. Noûs, 43(3), 490--512. [cited on pg. ]
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