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The Importance of Industry Links in Merger
Waves

KENNETH R. AHERN and JARRAD HARFORD∗

ABSTRACT

We represent the economy as a network of industries connected through customer
and supplier trade flows. Using this network topology, we find that stronger product
market connections lead to a greater incidence of cross-industry mergers. Further-
more, mergers propagate in waves across the network through customer-supplier
links. Merger activity transmits to close industries quickly and to distant industries
with a delay. Finally, economy-wide merger waves are driven by merger activity in in-
dustries that are centrally located in the product market network. Overall, we show
that the network of real economic transactions helps to explain the formation and
propagation of merger waves.

A GROWING BODY OF evidence shows that industry characteristics affect many
firm decisions, including financial policy (MacKay and Phillips (2005)), inter-
nal capital markets (Lamont (1997)), and corporate governance (Giroud and
Mueller (2010)). This line of research emphasizes that strategic interactions
between firms and their industry rivals have important implications for funda-
mental questions in financial economics. We broaden this analysis by making
a simple, though consequential, observation: industries do not exist in isola-
tion, but rather are connected through a complex network of customer-supplier
relationships. This implies that whole industries may be affected by shocks
that are transmitted through the customer-supplier network. In this paper, we
investigate how interindustry relations affect the timing and incidence of one
of the most important phenomena in corporate finance: merger waves.
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The industry network model of an economy has at least three new im-
plications for merger waves. First, industry-level economic shocks could
lead to cross-industry vertical merger waves. Though it is well documented
that merger waves occur within industries (Mitchell and Mulherin (1996),
Maksimovic and Phillips (2001), Rhodes-Kropf, Robinson, and Viswanathan
(2005)), vertical merger waves may be just as common. Second, merger waves
could propagate through customer and supplier links without direct vertical in-
tegration. For instance, the reorganization of a supplier industry could cause a
customer industry to reorganize in response. Third, the structure of the indus-
try network could determine how industry-level M&A activity aggregates into
an economy-wide merger wave. These implications are important for under-
standing how economic fundamentals at the industry level influence economy-
wide outcomes.

To test these three implications, we empirically model the product market
network using input-output (IO) data from the Bureau of Economic Analysis
(BEA). These data provide trade flows between 471 industries accounting for
all sectors in the economy. Using these industry definitions, we create a net-
work representing cross-industry mergers over the period 1986 to 2010, where
the strength of the connection between two industries is proportional to the
level of their cross-industry merger activity. Thus, for a comprehensive set of
industries, we define two different types of interindustry connections: IO trade
flows and cross-industry mergers.

We first characterize the product market and merger networks. We find that
both networks are sparse, but highly interconnected through a relatively small
set of centralized “hub” industries. To illustrate, more than 95% of industry
pairs in the product market network have almost no customer-supplier rela-
tions. Similarly, all cross-industry mergers in our sample occur in just 6% of
all possible industry pairs. This means that the average industry engages in
mergers with a small set of local industries that are closely related through
customer-supplier links. We also find that the product market and merger
networks both exhibit small-world properties, where the average industry is
separated from most other industries by only two or three direct connections,
even across 471 different industries. In addition, we find that an industry’s cen-
trality in the product market network is correlated with its centrality in the
merger network, as are other network characteristics, such as clustering and
average distance. Thus, the structure of the merger network is highly similar
to the structure of the product market network.

This characterization of the product market and merger networks supports
our first finding that vertical mergers are common and highly clustered in a
relatively small set of directly linked industry pairs. Of the 51,002 mergers
in the sample, 61% are interindustry mergers. Prior research identifies many
reasons for vertical mergers.1 Neoclassical theory proposes that vertical merg-
ers may eliminate an existing inefficiency, such as double price markups in

1 Comprehensive surveys of the motives for vertical integration can be found in Tirole (1988)
and Perry (1989).
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successive monopolies (Spengler (1950), Perry (1978b)) or input substitution
(Vernon and Graham (1971), Schmalensee (1973), Warren-Boulton (1974)). An-
other neoclassical motive for vertical mergers is to prevent resale of an input in
downstream industries in order to allow price discrimination across different
price elasticities of demand (Perry (1978a), Katz (1987)). As an alternative to
the neoclassical theory, transaction costs may lead to vertical integration if the
net benefits of internal transactions are larger than those of transacting in a
market (Coase (1937), Williamson (1979)). The costs of market transactions
and the corresponding holdup problems increase with both uncertainty and
relationship-specific investments (Klein, Crawford, and Alchian (1978)). Thus,
firms with complementary assets may merge with each other to overcome in-
complete contracts (Rhodes-Kropf and Robinson (2008)).

We find evidence consistent with transaction cost theories, while showing
that IO trade flows predict cross-industry mergers. We estimate exponential
random graph models (ERGMs), which are multivariate maximum likelihood
regressions developed to allow for simultaneous dependence relations between
all nodes in a network. The results show that there are more interindustry
mergers between two industries when they have stronger customer-supplier
relations, controlling for industry valuation, scope, size, returns, concentra-
tion, and macroeconomic shocks. We also find that cross-industry mergers are
more likely when industries have greater R&D expenditures and that R&D
magnifies the effects of product market links. To the degree that R&D proxies
for incomplete contracts, these results are consistent with holdup problems. In
addition, we find evidence that cross-industry mergers are positively related to
asset complementarity, following Hoberg and Phillips (2010b). We are careful
to note that we do not claim to separately identify each motivation for vertical
mergers. Instead, we provide evidence that shows that product market trade
flows have a first-order effect on the incidence of cross-industry mergers.

The relations between product market links and mergers are economically
significant. Industry pairs without a meaningful economic connection have, on
average, 0.11 mergers over the sample period. Those with a strong connection
have an average of 12.5 mergers. This effect is present in every year from 1986
to 2010 and is stronger during market booms and aggregate merger waves.
These results imply that economic fundamentals are more, not less, important
during merger waves.

The second implication of the industry network model is that merger waves
could propagate through customer and supplier links without direct vertical
integration. Galbraith (1952) predicts that industry consolidation in an up-
stream industry leads to consolidation in a downstream industry to counteract
the monopoly power created through the initial consolidation. More recent
theoretical industrial organization models predict that changes in the substi-
tutability of products or changes to the cost structure of one industry affect
the incentives to merge for firms in vertically related industries (Horn and
Wolinsky (1988), Inderst and Wey (2003)). Thus, merger activity could be trans-
mitted through economic links between industries, even without vertical inte-
gration.
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Consistent with this view, we find evidence that mergers propagate across the
industry network following a wave-like pattern. We measure each industry’s
exposure to merger activity in related industries, not including mergers with
the industry itself. We use graph theory techniques to identify which industries
are close and which are distant in the product market network. Accounting for
a number of controls, including industry fixed effects and an industry’s own
lagged merger activity, we find that mergers in close industries have a strong
positive effect on an industry’s own merger activity after a one-year delay, while
merger activity in distant industries has a positive impact after a delay of two
or three years. Thus, merger waves travel across customer-supplier links, even
without direct vertical integration. We also find that the impact of mergers in
supplier industries is larger and travels faster across the network than the
impact of mergers in customer industries. This likely reflects the fact that the
supplier network is more densely connected.

In the last section of the paper, we investigate the third implication of the net-
work perspective: the structure of the industry network could determine how
industry-level M&A activity aggregates into an economy-wide merger wave.
In vector autoregressions (VARs), we find that the industries that experience
merger waves during the height of overall economy-wide merger activity are
the most central industries in the product market network. This is a direct
consequence of the highly skewed distribution of interindustry connections.
As merger activity transmits across the network toward more central indus-
tries, many overlapping industry waves occur, which produces an aggregate
merger wave. This evidence contradicts the idea that industry merger activity
caused by random shocks does not cluster in time and therefore cannot explain
economy-wide aggregate merger waves (Shleifer and Vishny (2003)). Our evi-
dence suggests that, even if the initial industry shocks are random, aggregate
merger waves occur, in part, because of the structure of the industry network.

This paper makes two primary contributions to the literature. First, this
paper is related to recent research that investigates the role of industry re-
lations in corporate finance. Bhattacharyya and Nain (2011) study the price
effects on suppliers and customers following horizontal mergers. Becker and
Thomas (2010) examine how changes in concentration in downstream indus-
tries affect concentration in upstream industries. Fee and Thomas (2004) and
Shahrur (2005) use vertical relations to test the effects of horizontal mergers
on market power, building upon Eckbo (1983) and Stillman (1983). Hertzel
et al. (2008) find that suppliers to firms that file for bankruptcy suffer negative
and significant wealth effects. Our paper is the first to focus on the role of
IO connections for cross-industry mergers. Although it is generally accepted
that some mergers are motivated by vertical integration, very little about ver-
tical mergers has actually been documented. Fan and Goyal (2006) report that,
prior to their paper, even basic facts such as the proportion of mergers that are
vertical were unknown. Our paper is unique in that we study the determinants
of the incidence and timing of interindustry mergers across all industries,
rather than the value implications of the mergers that occur. Our paper is also
related to a strain of recent research on merger waves, including Maksimovic,
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Phillips, and Yang (2013), Duchin and Schmidt (2013), Garfinkel and Hankins
(2011), and Ovtchinnikov (2013).

The second contribution of this paper is to model the economy as a net-
work of customer and supplier relations. This approach is related to Hoberg
and Phillips (2010a, 2010b) (HP), who use network techniques to group firms
based on textual product market descriptions. In our paper, we exploit the IO
trade flows to model network ties based on exogenous real economic trade flows
between industries. The network approach provides key benefits over analy-
sis of single connections between suppliers and customers. In particular, by
considering all industries, we alleviate selection bias caused by only consider-
ing industry pairs directly involved in mergers. Second, the network approach
explicitly accounts for dependencies between all industries, including higher
order connections, and allows for tests of the propagation of industry-level
shocks from one industry to another across the entire economy. We believe that
this approach will have far-reaching applications for understanding the inter-
action of corporate finance and industrial organization. For the sake of brevity,
we present only a fraction of the description of the product market network in
the paper, but we provide a comprehensive report in the Internet Appendix,
which may be useful for future research.2

The rest of the paper is organized as follows. Section I presents the industry
and merger data and describes the construction of the networks we analyze in
the paper. Section II presents tests that compare the industry IO network to
the merger network in a static setting. In Section III, we present tests of the
propagation of merger waves across the industry network over time. Section
IV presents tests of aggregate merger waves and network centrality. Section V
concludes.

I. Data Sources and Methods

A. Customer-Supplier Trade Network Data

Since 1947, the BEA has provided IO accounts of dollar flows between all
producers and purchasers in the U.S. economy. Producers include all indus-
trial and service sectors as well as household production. Purchasers include
industrial sectors, households, and government entities. These data therefore
cover the entire economy, not just manufacturing industries. The IO tables
are based primarily on data from the Economic Census and are updated every
five years with a five-year lag. Since our merger data (described below) cover
the period 1986 to 2010, we use the IO tables from 1982, 1987, 1992, 1997, and
2002, the most recent report as of July 2012.

The BEA defines industries at two levels of aggregation, detailed and sum-
mary. The number of detailed industries, excluding households and government
sectors, ranges between 411 and 478 in the different reports. This is slightly

2 The Internet Appendix is available in the online version of this article on the Journal of
Finance website.
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more narrow than the 416 three-digit 1987 SIC codes, but substantially more
coarse than the 1,005 four-digit SIC codes. The detailed IO industries are also
closer to the number of four-digit 1997 NAICS codes (313) than to the number
of five-digit NAICS codes (721) or six-digit NAICS codes (1,179). The number
of summary-level IO industries ranges between 77 and 126, which is similar to
two-digit SIC codes (83) and three-digit NAICS codes (96).3 Thus, the coarse-
ness of the IO industry definitions is roughly equivalent to those of two- and
three-digit SIC codes, which are used extensively in prior research.

In each report, the BEA updates the classifications used in the IO tables
to reflect changes in the economy. The classifications are designed to group
firms into industries that best measure customer and supplier relations, using
the most recent standardized industry classifications. Prior to 1997, the IO
industries were defined based on 1977 and 1987 SIC codes. In 1997 and 2002,
the BEA based the IO industries on 1997 and 2002 NAICS codes, following the
policy of most U.S. government agencies to switch from SIC to NAICS codes.
Concordance tables between NAICS and SIC codes and IO industry codes are
provided by the BEA.

Since our unit of observation is an industry pair, to maintain consistency over
the years in our sample we cannot combine data from different BEA reports in
the same analysis. Therefore, in the main analysis we present results using the
1997 detail-level IO definitions. We choose the 1997 report because 1997 splits
our merger data into two approximately equal time periods. The 1997 report
is also concurrent with the largest aggregate merger activity in our sample
period. We choose to focus on the detail-level industries in the main analysis
because doing so allows for a more granular representation of the economy.
Therefore, unless otherwise noted, the results presented in the paper refer to
the detail-level industries in 1997. However, for robustness, in the Internet
Appendix we run our tests using both detailed and summary-level IO relations
from the 1982, 1987, 1992, and 2002 reports.

Each IO report defines “commodity” outputs and producing “industries.” A
commodity, as defined by the BEA, is any good or service that is produced. An
industry may produce more than one commodity, which means that more than
one industry may produce the same good or service. However, the output of an
industry is typically dominated by one commodity. The “Make” table of the IO
report records the dollar value of each commodity produced by the producing
industry. In the 1997 report, there are 480 commodities and 491 industries in
the Make table. The “Use” table defines the dollar value of each commodity
that is purchased by each industry or final user. There are 486 commodities in
the Use table purchased by 504 industries or final users.4 Costs are reported
in both purchaser and producer costs (the differences are due to retail and

3 Internet Appendix Table IA.I reports the number of industries across SIC, NAICS, and BEA
IO definitions for various years.

4 The six additional commodities that are in the Use table but not in the Make table are noncom-
parable imports, used and secondhand goods, rest-of-world adjustment to final uses, compensation
of employees, indirect business tax and nontax liability, and other value added. The 13 indus-
tries or final users in the Use table that are not in the Make table include personal consumption
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wholesale markups, taxes, and other transaction costs). Throughout the paper
we use producers’ prices, but using purchasers’ prices makes little difference.

From the Use and Make tables, we create matrices that record flows of
inputs and outputs between industries. Following Becker and Thomas (2010)
we calculate SHARE, an I × C matrix (Industry × Commodity) that records the
percentage of commodity c produced by industry i. The USE matrix is a C × I
matrix that records the dollar value of industry i’s purchases of commodity c as
an input. The REVSHARE matrix is SHARE × USE, and is the I × I matrix
of dollar flows from the customer industry in column j to the supplier industry
in row i. Finally, the CUST matrix is REVSHARE divided by the sum of all
sales for an industry, and the SUPP matrix is REVSHARE divided by the
sum of all purchases by industry. The CUST matrix records the percentage of
industry i’s sales that are purchased by industry j. The SUPP matrix records
the percentage of industry j’s inputs that are purchased from industry i. These
two matrices describe the relative trade flows between all industries in the
economy.

The IO tables treat employee compensation as a commodity input in produc-
tion. However, there is no corresponding industry that produces compensation.
Because of this, employee compensation gets dropped from the industry ma-
trices. Therefore, we create an artificial labor industry to make sure that we
account for labor as an input in the industry matrices. If we do not include
labor costs, other inputs in labor-intensive industries will appear to be a larger
component of total inputs than they actually are, relative to capital-intensive
industries. The additional labor industry is used only to account for inputs;
we do not include labor as an industry or commodity in our final sample. Af-
ter excluding household and government industries, as well as exports and
imports, and making a few minor adjustments, we are left with 471 indus-
tries. A detailed description of the data is reported in Section I of the Internet
Appendix.

One of the important features of the IO matrix is that it is largely exogenous
to merger activity. This is because the basic input requirements in the pro-
duction of any good are determined mainly by the good’s production function,
not by the ownership structure of the firms that produce the inputs.5 The ex-
ogeneity of the product market network, with respect to ownership, mitigates
concerns about reverse causality, where merger waves cause product market
relations to change. In addition, by using the 1982 IO reports in robustness
tests, we ensure that the IO relations are exogenous to merger activity from
1986 to 2010.

expenditures, private fixed investment, change in private inventories, exports and imports, and
federal and state government expenditures.

5 It is possible that vertically integrated firms use substitute inputs based on their ownership
of certain supplier segments. However, if input substitution leads to inefficient production, these
firms are unlikely to survive, or, alternatively, the input substitution is not important. For this to
affect our results, the input substitution would need to occur at an industry level, rather than at
the firm level.
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B. Merger Network Data

Merger data are from the SDC Thomson Platinum database. We collect data
for all mergers that meet the following criteria: (1) announcement dates are
between January 1, 1986 and December 31, 2010; (2) both the target and the
acquirer are U.S. firms; (3) the acquirer buys 20% or more of the target’s shares;
(4) the acquirer owns 51% or more of the target’s shares after the deal; (5) the
merger is completed; and (6) transaction value is at least $1 million. Since
the focus of this study is merger activity, rather than wealth effects, we do
not restrict the legal form of organization of the target or acquirer. The above
criteria produce a sample of 51,002 observations. By not restricting our sample
to public firms, we have a much more complete sample than is typically used
in existing merger research.

For each observation, we record the value of the deal, the date, and the
NAICS codes of the acquirer and the target. Because SDC records 2007 NAICS
codes, we convert all NAICS codes from SDC to 1997 NAICS codes to match to
the IO data. Then, for each deal, we map the 1997 NAICS to the appropriate
1997 IO industry. In the robustness tests that use IO reports from years other
than 1997, we match SIC codes from SDC. This means, for example, that in
the tests that use the 1982 IO reports, we first convert 1987 SIC codes reported
in SDC to 1977 SIC codes to match to the IO definitions. Section I of the
Internet Appendix provides more details on the mapping between industry
classifications.

Next, we record merger activity both yearly and cross-sectionally for each
directed IO industry-pair of acquirer and target industries, where directed
industry pairs differentiate between acquirer and target industries. This pro-
duces 4712 = 221, 841 unique pairs. For each time window (yearly and cross-
sectionally), we record the number and dollar value of mergers in which the
acquirer is in industry i and the target is in industry j. Therefore, we have
separate observations for deals involving acquirers in industry i that are buy-
ing targets in industry j and deals involving acquirers in industry j that are
buying targets in industry i. Since in interindustry mergers it is likely that the
acquirer could be in either industry, we also record the data in a nondirected
way between two industries. This yields 1

2 × 471 × (471 − 1) = 110, 685 unique
industry pairs per window of observation.

In the main analysis, we match firms to IO industries using their primary
NAICS code. However, this does not account for diversified firms. As mentioned
previously, IO industries are roughly as coarse as three-digit SIC codes. Firms
with multiple, but related, segments will tend to be assigned to the same IO
industry, regardless of which segment’s six-digit NAICS code is used. However,
this does not account for firms with multiple unrelated segments that would
be assigned to different IO industries, depending upon which industry is listed
as its primary segment. Therefore, we use three alternative methods to assign
firms to IO industries.

In the first alternative method, we use all industry codes reported in SDC
to identify a full set of IO industries per firm. We then assign equal weight
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to merger counts and dollar volumes for each of these IO industry codes. For
instance, if an acquirer is in industries 1 and 2 and a target is in industry 3, we
assign 0.5 merger counts to the industry pair (1,3) and 0.5 counts to industry
pair (2,3). In the second and third alternatives, we give greater priority to hori-
zontal mergers, followed by vertical mergers, and then unrelated mergers. For
each pair of merging firms, we first identify horizontal mergers as any overlaps
in all possible IO industry codes. If there are any horizontal matches, we assign
an equal fraction of the merger count or dollar volume to the overlapping IO
industry codes. If there are no horizontal matches but there is a vertical rela-
tion between any of the firms’ IO codes, we assign the deal activity equally to
those IO industry codes. Vertical relations are defined at two threshold levels.
First, we record a vertical relation if two industries exceed a threshold of 1%
across any of the following four vertical relations: (1) acquirer industry pur-
chases from target, (2) target industry purchases from acquirer, (3) acquirer
industry sells to target, and (4) target industry sells to acquirer. Second, we
create a mapping using a 5% threshold of vertical relations. If there are neither
horizontal nor vertical industry relations, we assign the deal equally across all
of the unrelated industry pairs. This assignment approach ensures that we
do not count horizontal mergers as vertical mergers for integrated firms. We
describe the industry assignments in more detail in Section I of the Internet
Appendix.6

C. Other Industry Characteristics

Our aim in this paper is to understand how mergers transmit across indus-
tries from a macroeconomic perspective. Therefore, we do not claim to sepa-
rately identify the various theories of vertical integration empirically. To do so
convincingly would require industry case studies. For instance, in a famous
paper, Masten (1984) tests for holdup problems using measures of the speci-
ficity of design and location for 1,887 aerospace components. Similar papers
provide evidence for other industries, such as coal (Joskow (1985, 1987)), alu-
minum (Stuckey (1983)), chemicals (Lieberman (1991)), and paper industries
(Ohanian (1994)), each with unique data. However, we include standardized
measures to provide high-level evidence of the importance of possible motives
for vertical mergers.

First, as discussed previously, holdup problems associated with incom-
plete contracts could lead to vertical mergers. To measure the likelihood of
holdup problems between two industries, we record the maximum indus-
try R&D/assets for each industry pair. Industry R&D/assets is the median
R&D/assets for all firms in the IO industry, using data from Compustat. Though
not perfect, investment in R&D proxies for contracting problems because it is a

6 Though a 1% threshold may seem unimportant, accounting for labor input makes intermediate
goods relatively small. In particular, we show later in Table I that over 95% of the inputs in an
average industry individually account for less than 1% of total inputs. Of those few industries that
supply more than 1%, 46% supply less than 2% of total inputs.
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measure of intangible firm-specific knowledge. Larger R&D investments mean
that more assets are prone to frictions from incomplete contracts. Following
this interpretation, R&D is used in many papers in finance and economics
to proxy for difficulty in contracting. These include Denis, Denis, and Atulya
(1997), Allen and Phillips (2000), and Fee, Hadlock, and Thomas (2006).7 We
use the maximum of an industry pair’s R&D because the presence of contract-
ing problems in one industry is sufficient to create a holdup problem.

Second, cross-industry mergers are more likely when there are asset comple-
mentarities between merging firms. Rhodes-Kropf and Robinson (2008) present
a search model of mergers based on the property rights theory of the firm
(Hart (1995)), in which asset complementarities increase the synergy gains of
a merger. Hoberg and Phillips (2010b) provide empirical evidence that firms
that are more similar to each other, and also less similar to industry competi-
tors, have greater increases in cash flows and more new product introductions
after merging. Furthermore, using a measure of pairwise similarity of prod-
uct descriptions, Hoberg and Phillips show that SIC and NAICS codes do not
adequately capture firm similarity.

To test these theories, we create a measure of interindustry asset complemen-
tarity, HP Similarity, based on the text-based similarity measure developed by
HP, and provided on Jerry Hoberg’s website. Hoberg and Phillips’s text-based
measure identifies firm pairs that have similar product descriptions in their
10-K filings for all firms on Compustat from 1996 to 2008. To aggregate the HP
firm-level data to IO industry levels, we record the total number of firms in the
HP database that are in a given IO industry pair. Thus, our measure of asset
complementarity between two industries is the total number of firm pairs in a
given IO industry pair-year that HP identify as similar in a given year. Because
these data are only available for roughly half of our sample period, we do not
include these measures in the main results, but present them in robustness
tests described below.

We also account for the size and scope of industries since both are likely
related to merger activity. To measure industry size, we would prefer to have
the total number of firms operating in each industry on a yearly basis. However,
the available data do not cover our time period, do not have detailed industry
classifications, or only cover a limited subset of firms (e.g., public firms in CRSP
and Compustat). Instead, we use precise data on the number of establishments
from the U.S. Census Bureau’s County Business Patterns (CBP) database.
Establishments are defined as single physical locations. Thus, larger firms have
more establishments. These data are based on the Census Bureau’s Business
Register, the most complete account of business activities available, and cover
the vast majority of industries, including manufacturing and service industries.

7 One concern with using R&D as a proxy for holdup problems is that R&D could lead to
an innovation, or it could fail. Only the ex ante R&D that occurs before an innovation has been
discovered should lead to holdup problems (Allen and Phillips (2000), Phillips and Zhdanov (2013)).
Given the economy-wide breadth of our study, it is infeasible for us to identify ex ante and ex post
R&D.



The Importance of Industry Links in Merger Waves 537

The data are reported at four-digit SIC and six-digit NAICS code levels. An
advantage of establishment-level data is that industry classifications are more
precise than firm-level data since establishments are more likely to engage in
activities that fall primarily in one industry classification. We aggregate these
data to IO industries following the mapping discussed above.

To account for the scope of industries, we record the percent of all NAICS
or SIC codes (depending on IO report year) that map to a particular IO in-
dustry. Since SIC and NAICS codes are defined to be relatively equal in scope
(Economic Classification Policy Committee (1993), Gollop (1994)), this variable
provides a measure of the variation in business activities for each IO indus-
try. See Section I of the Internet Appendix for more details. We also control
for industry concentration using the eight-firm concentration ratio from the
Economic Census of the U.S. Census Bureau. Like the IO data, the Economic
Census is conducted every five years, in years ending in two and seven. With
the exception of agriculture and public administration, concentration measures
are reported for all industries. Since these data cover firms of all sizes and the
vast majority of industries, they provide the most comprehensive concentration
ratios available. In contrast, concentration ratios calculated using Compustat
sales are subject to both a severe size bias and a public listing bias. We map SIC
and NAICS codes to IO industries yearly, using the most recent concentration
ratios.

To account for valuation-driven mergers, we include various variables, in-
cluding industry median market-to-book, returns, and standard deviation of
returns. We also calculate the difference in these variables between two indus-
tries in each industry pair. Finally, we calculate an Industry Economic Shock
Index as in Harford (2005). For each industry, we compute the first principal
component of the medians of the absolute value of changes in cash flow, asset
turnover, R&D, capital expenditures, employee growth, return on assets, and
sales growth for each firm in the industry. We rank this principal component
across industries and time and choose industry-years in the top quartile as
“shock” years. This variable measures shocks to economic fundamentals at the
industry level. All variables are described in detail in Section I of the Internet
Appendix.

D. Networks

The primary goal of this paper is to identify the relationship between the
IO network and the merger network. To provide a framework for the following
analysis, we discuss how networks are defined and measured.

Any network can be described by an N × N adjacency matrix, A, consisting
of N unique “nodes,” which are connected through “edges.” Emphasizing the
importance of edges in a network, nodes are most generally defined as an
endpoint of an edge. Each entry in the adjacency matrix A, denoted aij , for row
i and column j, records the strength of the connection between nodes i and
j. A binary matrix simply records one if there is a connection and zero if no
connection, but different values may also be assigned in a weighted adjacency
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matrix to indicate the strength of the connection. In addition, A is not restricted
to be symmetric so that connections may be directional.

A primary innovation of this paper is to treat the industry IO data and
merger data as networks. Specifically, each of the networks has the same set
of nodes (i.e., the 471 industries from the 1997 IO tables), but the connections
between the nodes are either product market relationships in the IO network
or interindustry mergers in the merger network. This is easily accomplished
by simply treating the IO matrices and the cross-industry merger matrix as
adjacency matrices. Thus, for the same set of industries we record multiple con-
nections, based either on product market relations or merger activity. Though
there is a natural fit between IO tables and network analysis, to the best of our
knowledge this is the first paper to make this connection.

To illustrate the network concepts, Figure 1 presents representations of two
simple IO networks of six industries in the timber sector. These networks are
a subset of the entire IO industry network we use in later tests. Each network
consists of six nodes that are connected through directed weighted edges. Panel
A presents the network of customers as an adjacency matrix (from the CUST
matrix) and Panel B presents the network of suppliers as an adjacency matrix
(from the SUPP matrix). Panel C presents both the customer and the supplier
network in a graphical representation.

Though IO relations are often modeled as a linear chain, Figure 1 reveals
that the path from raw materials to finished goods is much more complex, even
in this highly reduced subset of the network. The forestry support industry
provides inputs into the nurseries and logging industries. Of all nonlabor inputs
in the forest nurseries industry, 64% are purchased from the forestry support
industry (a21 in Panel B), though of all sales by the forestry support industry,
only 14% are purchased by the forest nurseries industry (a21 in Panel A).
Weighted asymmetric network ties are evident throughout this sector. For
example, the forest nurseries industry also supplies to the logging and sawmill
industries, though the connection to logging is stronger than to sawmills. Pulp
mills receive inputs from both the logging and the sawmill industries. Finally,
the sawmill industry supplies to the wood doors industry.

The complexity of networks is obvious even in such a simple subset of the
data. Increasing the number of nodes to 471 and increasing the number of
connections exponentially provides an extremely complex network of industry
relations. Therefore, as stated previously, to analyze both the IO and the merger
networks, we use techniques from graph theory and social networks. We briefly
discuss these techniques next, including the concepts of centrality, clustering,
and average shortest paths. Each of these is discussed in greater detail in
Section II of the Internet Appendix.

Network centrality refers to how important one node in a network is relative
to other nodes. Importance is based on how many connections a node has
and to which other nodes these connections are made. For our purposes, this
means how important an industry is in the flow of inputs and outputs between
all industries, or in the number of cross-industry mergers. We employ two
measures of network centrality: degree centrality and eigenvector centrality.
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Figure 1. A portion of the timber industry network. This figure presents the adjacency
matrices of subsets of the customer and supplier networks from the 1997 U.S. BEA IO tables.
The column labels of the adjacency matrices are the transpose of the row labels, and are omitted
for brevity. Each entry of the adjacency matrix in Panel A is the percentage of total sales of the
column industry that is purchased by the row industry. Each entry in the adjacency matrix in
Panel B is the percentage of total nonlabor input costs of the row industry that are purchased
by the column industry. Panel C presents both adjacency matrices in graphical representation.
For each industry pair, the arrows point from suppliers to customers. The number of the top of
the arrow gives the total inputs purchased by the customer from the seller, as a percentage of
total inputs purchased from all sources, as reported in Panel B. The number on the bottom of the
arrow gives the total sales purchased by the customer industry, as a percetange of the supplier’s
total sales to all customer industries, as reported in the adjacency matrix in Panel A. The opposite
customer-supplier relations exist (e.g., sawmills supply to logging), but they are not reported in
this figure.
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The degree centrality of a given node in a network is simply the number of links
that come from it. Formally, node i’s degree centrality is the sum of its row in
the network’s adjacency matrix where connections are binary. If connections
are weighted values, then the degree is referred to as strength. The other
centrality measure we consider is eigenvector centrality, formally defined by
Bonacich (1972) as the principal eigenvector of the network’s adjacency matrix.
Intuitively, a node is considered more central if it is connected to other nodes
that are themselves central.8

There are other measures of centrality, but we choose to focus on degree cen-
trality and eigenvector centrality because they best reflect how shocks prop-
agate through an economy. Borgatti (2005) shows that these two measures
capture a flow process across a network that is not restricted by prior history
(like a viral infection such as chicken pox would be, since a node is immune
after receiving the virus) and that allows a shock to spread in two different
directions at the same time (as opposed to a package that moves along a net-
work, which can only be in one place at one time). Therefore, these measures
of centrality allow an economic shock that flows to the same industry from two
different sources to have a larger impact than a single shock, and allows the
shock to spread in parallel to multiple industries simultaneously.

The second type of network measure that we examine is clustering. Clus-
tering refers to how embedded a node is in the network, or, in our case, how
embedded an industry is in the economy. More formally, we calculate the clus-
tering coefficient of Watts and Strogatz (1998). Defining a node’s neighborhood
as the set of nodes to which a particular node is connected, the clustering
coefficient is the proportion of observed connections between the nodes in its
neighborhood to the total possible connections. Intuitively, the greater is the
clustering coefficient of an industry in the customer-supplier network, the more
its customers and/or suppliers also trade with each other. In contrast, the trad-
ing partners of industries with low clustering coefficients trade little with each
other. This measure helps us to understand how merger activity is likely to
transmit across the IO network.

Finally, we measure each industry’s average path length. For a given indus-
try, we calculate the shortest path through the network to every other industry
in the network using Dijkstra’s (1959) algorithm. We then take the average of
the path lengths for each industry. This measure presents another indication
of how connected an industry is. This again is important for understanding
network dynamics since it indicates the closeness of an industry to all others,
on average, and at the network level it also indicates how densely connected is
the network, or, in our case, the entire economy. For more details, see Albert
and Barabási (2002).

8 If we define the eigenvector centrality of node i as ci , then ci is proportional to the sum of the
c j ’s for all other nodes j �= i: ci = 1

λ

∑
j∈M(i) c j = 1

λ

∑N
j=1 Aijc j , where M(i) is the set of nodes that

are connected to node i and λ is a constant. In matrix notation, this is Ac = λc. Thus, c is the
principal eigenvector of the adjacency matrix.
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Table I
Input-Output Summary Statistics

This table presents summary statistics of the IO relationships of industries (IO industries) as
defined by the 1997 BEA Input-Output Detail-Level Industry classification. Interindustry pairs
include all combinations of the IO industries (excluding own-industry pairs). Interindustry pairs
>1% are those observations where either Customer % or Supplier % is greater than 1%. Intrain-
dustry observations include relations of firms that are in the same IO industry. Customer % is the
percentage of industry i’s sales that are purchased by industry j. Supplier % is the percentage of
industry i’s inputs that are purchased from industry j. All numbers, except observations, are in
percentages.

Customer % Supplier %

Interindustry Interindustry Interindustry Interindustry
Pairs Pairs> 1% Intraindustry Pairs Pairs >1% Intraindustry

Mean 0.220 5.060 3.310 0.270 3.860 4.110
Median 0.010 2.190 1.140 0.010 2.200 1.400
5th per-

centile
0.000 1.060 0.000 0.000 1.050 0.000

95th per-
centile

0.620 18.270 12.470 0.980 10.870 16.010

Frequency Percentage
0% to 1% 96.568 — 47.346 95.131 — 42.675
1% to 2% 1.567 45.644 12.527 2.231 45.816 14.437
2% to 3% 0.615 17.926 6.582 0.810 16.627 5.945
3% to 4% 0.329 9.582 4.246 0.456 9.371 4.246
4% to 5% 0.190 5.528 5.945 0.339 6.959 4.459
>5% 0.732 21.321 23.355 1.034 21.228 28.238

II. The Relation between Product Market and Merger Networks

In this section of the paper, we test whether the IO network of customers
and suppliers can explain the merger network of cross-industry mergers in a
cross-sectional setting.

A. Summary Statistics

Table I presents summary statistics for the 1997 IO relationships. We divide
the sample into interindustry pairs, intraindustry pairs, and interindustry
pairs that have substantial trade relations. To identify industry pairs with a
substantial relationship, we follow Fan and Goyal (2006) and Ahern (2012) and
require that either (1) a customer industry buys at least 1% of a supplier indus-
try’s total output (Customer %), or (2) a supplying industry supplies at least
1% of the total inputs of a customer industry (Supplier %). This is necessary
since most industry pairs have almost zero trade relationships. As mentioned
above, accounting for labor input reduces the share of intermediate inputs con-
siderably. Across all 110,685 interindustry pairs, the mean percentage of sales
purchased by a customer is only 0.22%. Likewise, the percentage of inputs that
one industry supplies to another in an average industry pair is only 0.27%.
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More than 95% of industry pairs have customer and supplier relationships of
less than 1%. Considering the breadth of the U.S. economy, it is expected that
industries do not have customer-supplier relations with most other industries.
For example, we would not expect that firms in the forestry support industry
have substantial trade relations with firms in the financial services industry.
However, these results indicate that customer-supplier relations are highly
clustered in a very small set of industry pairs.

In the interindustry pairs with substantial trade flows, the average per-
centage of total sales purchased is 5% and the median is 2.2%. The average
percentage of total inputs supplied is 3.9% and the median is 2.2%. Intraindus-
try pairs also exhibit trade flows. In this case, the industry uses a portion of its
output as an input. For example, a firm that produces energy must also use en-
ergy in its production process. The median supply and customer relationships
are 1.1% and 1.4%, and close to 50% of industries have supplier and customer
relationships of less than 1%.

In Internet Appendix Table IA.II, we provide the same statistics for each
IO report year for both detail and summary-level industry definitions. The
statistics show that customer-supplier relations remain stable over the 1982 to
2002 period. This likely reflects the fact that vertical relations are persistent
and also the fact that the BEA updates its industry definitions to maintain
a consistent measurement of IO relations. The statistics for the IO relations
at the summary industry level are surprisingly similar to the detail industry
level, given that there are only 124 summary-level industries compared to
471 detail-level industries. In particular, across all industry pairs, the average
percentage of inputs supplied is roughly 0.80%, but the median is about 0.20%,
compared to 0.01% in the detail-level relations. These results are consistent
with a product market network composed of few key industries and many less
important ones.

Turning to the merger data, Figure 2 summarizes the time series of aggregate
merger activity in our sample. This figure primarily establishes that our merger
sample is similar to those used in other studies of mergers and of merger
clustering in time. As is typical, the 1980s merger wave is small in comparison
to the activity in the mid to late 1990s. The most recent wave that began in
2003 to 2004 ends in 2009 due to the financial crisis.

Table II describes the merger data at the industry pair and industry levels.
Industry-level observations are aggregates of industry pair observations. For
the entire sample across all years, 51,002 mergers and acquisitions represent
deal value of $16.7 trillion in 2010 dollars. Of these, 19,962 are intraindustry,
horizontal mergers, representing $6.6 trillion in deals. The remaining 31,040
deals are interindustry deals, accounting for $10.1 trillion.

Across all possible pairwise interindustry combinations, the average industry
pair has 0.28 mergers over the 25-year sample period and 94% have no mergers
at all. This means that, though interindustry mergers are more common than
intraindustry mergers in our sample, they are not uniformly distributed across
industry pairs, but rather are highly clustered. Only 6% of the 110,685 industry
pairs account for all 31,040 interindustry deals. If economic fundamentals drive
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Figure 2. Dollar value and number of mergers, 1986 to 2010. This figure presents aggregate
merger volume in 2010-adjusted U.S. dollars and the number of mergers by year. Merger data are
from SDC.

merger waves, it is not surprising that they will cluster in a small set of industry
pairs given the clustering in the product market network. Looking across all
possible interindustry pairings for any given industry, the mean number of
cross-industry mergers for a detail-level industry during our 25-year sample
period is 65.9 and the median is 15. This compares with an average of 42.4 and
median of 4.0 for intraindustry mergers. Eighteen percent of industries have
no intraindustry mergers during the sample period, compared with roughly 1%
for interindustry mergers.

Summary statistics of merger activity for each of the alternative IO report
years (1982, 1987, 1992, and 2002), for both levels of industry aggregation
(detail and summary levels), and for each of the alternative industry assign-
ment methods are presented in Internet Appendix Table IA.III. First, the basic
patterns of industry clustering and differences between inter- and intraindus-
try merger activity are relatively stable over the different IO report years. Sec-
ond, in the 124 summary-level industries, we continue to find that interindustry
mergers are highly clustered in a few industry pairs: roughly 60% of industry
pairs have no mergers during the 25-year sample period and there are still more
interindustry mergers (28,672) than intraindustry mergers (22,330). When we
assign firms to industries using all reported SIC or NAICS codes on SDC, the
fraction of mergers that are cross-industry mergers increases, and when we
give greater priority to horizontal mergers, the opposite holds. However, we
still observe highly concentrated interindustry mergers in all of the industry
assignment procedures. In particular, even when giving priority to horizontal
mergers and in the broad summary-level industries, we still find that roughly
a third of all mergers occur across industries.
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Table II
Merger Summary Statistics

This table presents summary statistics of the sample of mergers over the period 1986 to 2010 by
industry pairs. Merger data are from SDC. Industries are defined by the 1997 BEA Input-Output
Detail-Level Industry classifications (IO industries). Interindustry pairs include all combinations
of the IO industries (excluding own-industry pairs). Industry-level observations aggregate the
industry pair data to a single IO industry. Intraindustry observations include mergers of firms
that are in the same IO industry. Interindustry observations at the industry level include all
interindustry mergers across all other industries for each of the IO industries divided by two, since
each interindustry merger is double-counted at the industry level. Reported in brackets are 2010
millions of U.S. dollars.

Industry Level

Interindustry Pairs Interindustry Intraindustry

Observations 110,685 471 471
Total Mergers 31,040 31,040 19,962

[$10,135,331] [$10,135,331] [$6,636,782]
Mean 0.28 65.90 42.38

[$92] [$21,519] [$14,091]
Median 0.00 15.00 4.00

[$0] [$2,867] [$244]
5th Percentile 0.00 1.50 0.00

[$0] [$87] [$0]
95th Percentile 1.00 287.50 200.00

[$8] [$75,990] [$53,046]
Maximum 1,008 3,320 3,118

[$410,643] [$1,749,955] [$1,153,641]
Frequency Percentage
None 94.16 0.85 18.47

1 3.35 4.46 11.68
2 to 5 1.70 15.29 26.54
6 to 20 0.59 39.28 23.35
21 to 50 0.13 20.38 7.86
>50 0.07 19.75 12.10

B. Comparing Merger and IO Networks: Univariate Evidence

We compare the merger and IO networks to each other in two ways. First,
we compare the entire structure of each network. Second, we compare the
networks industry by industry.

In Figure 3, we present the degree distributions of the product market and
merger networks. Recall that an industry’s degree is the number of connec-
tions between industries. The degree distribution, p(k), is the proportion of
industries with k direct connections. Since the merger and IO networks appear
highly clustered in the summary statistics, their degree distributions are
likely to be skewed. Gabaix (2009) shows that many phenomena in economics
and other fields are similarly clustered and many approximate a power law
distribution, p(k) = ck−α. If the distribution follows a power law, then the
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Figure 3. Degree distribution of merger and IO networks. This figure represents the dis-
tribution of degree centrality in log-log scale. Circles represent the degree centrality of industries,
indicating how many direct connections an industry has to other industries. Dashed lines are from
the estimate of the alpha term in the power distribution P(k) = ck−α . There are 471 detail-level
industries using the 1997 IO tables produced by the U.S. BEA. Supplier network connections occur
if an industry supplies more than 1% of the total inputs of a customer industry. Merger network
connections occur if there exist any cross-industry mergers. The merger data cover the 1986 to
2010 period and are from SDC.

relation between the number of connections and the probability of connections
would follow a linear pattern in logarithmic scale. For reference, we plot the
estimated power law line using the maximum likelihood method of Clauset,
Shalizi, and Newman (2009), though it is not important for our purposes that
the distribution is statistically a power law or not.

Figure 3 reveals that both interindustry mergers and IO connections are
characterized by many industries with few connections and few industries with
many connections. The circles in the lower right corners of the graphs represent
the few rare industries with a very large number of direct connections to other
industries. For instance, in the supplier industries, only 0.5% of industries
have over 200 connections. In comparison, the fraction of industries with at
least 20 connections is about 20%. The degree distributions of the customer-
supplier and merger networks are similar. The estimate of α in p(k) = ck−α

in the merger network is 3.3. In the supplier network, it is 3.1. Using the
more coarse summary-level definitions produces a similar pattern, as shown in
Internet Appendix Figure IA.6.

These patterns are important for a number of reasons. First, as mentioned
above, if economic fundamentals drive merger waves, it is expected that merg-
ers will cluster in the relatively small set of industries that are connected
through IO relations. Second, if merger activity follows the industry network
over time, we should not expect to see random unrelated merger waves, but
rather we would expect many merger waves to occur simultaneously. We dis-
cuss this point in more detail in Section IV.

Next, in Table III we present averages and medians of industry-level net-
work statistics for the supplier, customer, and merger networks. The average
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Table III
Mean and Median Network Statistics by Network

Degree centrality is an industry’s number of interindustry connections. IO degree centrality is
measured using the binary connections in the 1997 U.S. BEA Input-Output Networks (Customer
or Supplier) at the detail level. A binary connection is defined as a connection where one industry
either supplies at least 1% of the connected industry’s inputs or buys at least 1% of the connected
industry’s output. Merger degree centrality is measured using the binary network of interindustry
mergers, where a binary connection is defined as any interindustry mergers between two indus-
tries over 1986 to 2010. See the text for definitions of eigenvector centrality, average shortest
path, clustering coefficient, and max(shortest distance). Top cells are means and bottom cells are
medians, in brackets.

Network

Supplier Customer Merger

Degree Centrality 22.883 16.132 27.444
[16.000] [13.000] [18.000]

Eigenvector Centrality 0.037 0.033 0.046
[0.033] [0.025] [0.045]

Average Shortest Path 1.966 2.537 2.075
[1.971] [2.467] [2.032]

Clustering Coefficient 0.461 0.275 0.422
[0.462] [0.250] [0.400]

Max(Shortest Distance) 3.000 6.000 5.000

(median) industry has about 22 (16) connections to suppliers and 16 (13) con-
nections to customers, where connections are substantial relations, as defined
previously. The average industry has cross-industry mergers with 27 different
industries in our sample period and the median is 18. The average shortest path
across industries is about two for all networks, which reveals the “small-world”
nature of these networks: across 471 industries, a typical industry is only 2 to
2.5 connections away from any other industry. In fact, the maximum shortest
path length between any two industries, known as the diameter of the network,
is three in the supplier network, six in the customer network, and five in the
merger network. These results indicate that, though the networks are sparse,
they are still highly connected through central hub industries. Overall, we find
that, at an aggregate network level, the industries exhibit similar features. The
most notable difference is that the average industry in the merger network is
more clustered and more central than it is in the IO networks. Internet Ap-
pendix Table IA.IV presents these statistics for each IO report year, for each
of the algorithms for assigning firms to IO industries, and for summary-level
industry definitions.

Next, we examine industry-by-industry relationships between the IO and
merger networks. In Table IV, we present the 10 most central industries in
the supplier, customer, and merger networks according to degree centrality.
Many of the most central industries in the IO network are also among the most
central in the merger network, including wholesale and retail trade industries,



The Importance of Industry Links in Merger Waves 547

Table IV
The Most Central Industries in the IO and Merger Networks

Degree centrality is an industry’s number of interindustry connections. IO degree centrality is
measured using the binary connections in the 1997 U.S. BEA Input-Output Networks at the detail
level. A binary connection is defined as a connection where one industry either supplies at least 1%
of the connected industry’s inputs or buys at least 1% of the connected industry’s output. Merger
degree centrality is measured using the binary network of interindustry mergers, where a binary
connection is defined as any interindustry merger between two industries over 1986 to 2010.
∗ indicates a merger industry also in the top 10 IO industries

Rank Supplier Network Customer Network Merger Network

1 Wholesale trade Construction Securities, commodity
contracts, & investments

2 Mgmt. of companies &
enterprises

Wholesale trade Wholesale trade∗

3 Truck transp. Retail trade Retail trade∗
4 Power generation & supply Motor vehicle parts manuf. Construction∗
5 Real estate Real estate Funds, trusts, & other

financial vehicles
6 Iron & steel mills Food srvcs. & drinking

places
Software reproducing

7 Paperboard container
manuf.

Hospitals Motor vehicle parts manuf.∗

8 Plastics plumbing fixtures & Telecommunications Information srvcs.
all other plastics products

9 Monetary auth. & depository Iron & steel mills All other electronic
credit intermed. component manufacturing

10 Lessors of nonfinancial Power generation & supply Mgmt. consulting srvcs.
intangible assets

construction, motor vehicle parts, and administrative support services. These
industries have interindustry mergers with the largest number of industries,
not necessarily the most mergers overall, as well as many connections in the
product market. The substantial overlap indicates that industries that are
economically central as customers or suppliers are also central in the merger
network.9 Internet Appendix Table IA.V provides these same results for each
IO report year and for data at the summary level.

In Table V, we present correlations of the industry-by-industry network char-
acteristics. First, the centrality measures are correlated across networks, so
that central industries in the IO networks are likely to be central industries
in the merger network. The correlation between the centrality of the customer
and merger industries is a significant 53.3%. Similarly, the correlation of an
industry’s average path length in the merger network with its average path
length in the customer network is a significant 24.1%. We find that the corre-
lations are equivalent or stronger in the summary-level networks (see Internet
Appendix Tables IA.VI and IA.VII).

9 As discussed below, we drop retail and wholesale industries in robustness tests.



548 The Journal of Finance R©

T
ab

le
V

C
or

re
la

ti
on

s
b

et
w

ee
n

In
d

u
st

ry
C

h
ar

ac
te

ri
st

ic
s

ac
ro

ss
N

et
w

or
k

s

C
en

tr
al

it
y

is
an

in
du

st
ry

’s
n

u
m

be
r

of
in

te
ri

n
du

st
ry

co
n

n
ec

ti
on

s.
IO

de
gr

ee
ce

n
tr

al
it

y
is

m
ea

su
re

d
u

si
n

g
th

e
bi

n
ar

y
co

n
n

ec
ti

on
s

in
th

e
19

97
U

.S
.B

E
A

In
pu

t-
O

u
tp

u
t

N
et

w
or

ks
(C

u
st

om
er

or
S

u
pp

li
er

)
at

th
e

de
ta

il
le

ve
l.

A
bi

n
ar

y
co

n
n

ec
ti

on
is

de
fi

n
ed

as
a

co
n

n
ec

ti
on

w
h

er
e

on
e

in
du

st
ry

ei
th

er
su

pp
li

es
at

le
as

t
1%

of
th

e
co

n
n

ec
te

d
in

du
st

ry
’s

in
pu

ts
or

bu
ys

at
le

as
t

1%
of

th
e

co
n

n
ec

te
d

in
du

st
ry

’s
ou

tp
u

t.
M

er
ge

r
ce

n
tr

al
it

y
is

m
ea

su
re

d
u

si
n

g
th

e
bi

n
ar

y
n

et
w

or
k

of
in

te
ri

n
du

st
ry

m
er

ge
rs

,w
h

er
e

a
bi

n
ar

y
co

n
n

ec
ti

on
is

de
fi

n
ed

as
an

y
in

te
ri

n
du

st
ry

m
er

ge
rs

be
tw

ee
n

tw
o

in
du

st
ri

es
ov

er
19

86
to

20
10

.S
ee

th
e

te
xt

fo
r

de
fi

n
it

io
n

s
of

av
er

ag
e

sh
or

te
st

pa
th

an
d

cl
u

st
er

in
g

co
ef

fi
ci

en
t.

p-
va

lu
es

ar
e

re
po

rt
ed

in
pa

re
n

th
es

es
.S

ta
ti

st
ic

al
si

gn
ifi

ca
n

ce
is

in
di

ca
te

d
by

∗∗
∗ ,

∗∗
,a

n
d

∗
fo

r
th

e
0.

01
,0

.0
5,

an
d

0.
10

le
ve

ls
.

C
u

st
om

er
S

u
pp

li
er

M
er

ge
r

C
u

st
om

er
S

u
pp

li
er

M
er

ge
r

C
u

st
om

er
S

u
pp

li
er

C
en

tr
al

it
y

C
en

tr
al

it
y

C
en

tr
al

it
y

A
vg

.P
at

h
A

vg
.P

at
h

A
vg

.P
at

h
C

lu
st

er
in

g
C

lu
st

er
in

g

S
u

pp
li

er
C

en
tr

al
it

y
0.

55
6∗

∗∗
(<

0.
00

1)
M

er
ge

r
C

en
tr

al
it

y
0.

53
3∗

∗∗
0.

39
3∗

∗∗
(<

0.
00

1)
(<

0.
00

1)
C

u
st

om
er

A
vg

.P
at

h
−0

.5
68

∗∗
∗

−0
.3

16
∗∗

∗
−0

.2
71

∗∗
∗

(<
0.

00
1)

(<
0.

00
1)

(<
0.

00
1)

S
u

pp
li

er
A

vg
.P

at
h

−0
.4

47
∗∗

∗
−0

.7
90

∗∗
∗

−0
.1

63
∗∗

∗
0.

26
0∗

∗∗
(<

0.
00

1)
(<

0.
00

1)
(<

0.
00

1)
(<

0.
00

1)
M

er
ge

r
A

vg
.P

at
h

−0
.3

02
∗∗

∗
−0

.2
25

∗∗
∗

−0
.5

78
∗∗

∗
0.

24
1∗

∗∗
0.

10
8∗

∗
(<

0.
00

1)
(<

0.
00

1)
(<

0.
00

1)
(<

0.
00

1)
(0

.0
20

)
C

u
st

om
er

C
lu

st
er

in
g

−0
.2

25
∗∗

∗
−0

.1
35

∗∗
∗

−0
.1

29
∗∗

∗
−0

.1
23

∗∗
∗

0.
10

4∗
∗

0.
07

7∗
(<

0.
00

1)
(0

.0
04

)
(0

.0
05

)
(0

.0
08

)
(0

.0
26

)
(0

.0
97

)
S

u
pp

li
er

C
lu

st
er

in
g

−0
.4

49
∗∗

∗
−0

.5
28

∗∗
∗

−0
.3

30
∗∗

∗
0.

34
2∗

∗∗
0.

44
4∗

∗∗
0.

23
4∗

∗∗
0.

23
0∗

∗∗
(<

0.
00

1)
(<

0.
00

1)
(<

0.
00

1)
(<

0.
00

1)
(<

0.
00

1)
(<

0.
00

1)
(<

0.
00

1)
M

er
ge

r
C

lu
st

er
in

g
−0

.2
07

∗∗
∗

−0
.1

52
∗∗

∗
−0

.2
93

∗∗
∗

0.
18

0∗
∗∗

0.
13

7∗
∗∗

−0
.1

55
∗∗

∗
0.

00
8

0.
16

4∗
∗∗

(<
0.

00
1)

(0
.0

01
)

(<
0.

00
1)

(<
0.

00
1)

(0
.0

03
)

(<
0.

00
1)

(0
.8

63
)

(<
0.

00
1)



The Importance of Industry Links in Merger Waves 549

The univariate results in this section provide strong evidence that the indus-
tries that are important in the IO network in terms of centrality, path lengths,
and clustering are also important in the merger network. In the next section,
we control for additional factors that could be related to industry structure,
such as market valuations, industry concentration, or industry size.

C. Comparing Merger and IO Networks: Multivariate Evidence

Our final cross-sectional analysis of the relation between the IO and merger
networks uses a network analysis technique called ERGM. Just as a logit re-
gression produces maximum likelihood estimates (MLEs) of a single dependent
variable, ERGM produces MLE estimates of the entire network, including node
characteristics and the strength of connections between nodes. Importantly,
like a multivariate regression, ERGM allows multiple variables to jointly ex-
plain the observed network. The key difference between ERGM and logit or
ordinary least squares (OLS) regressions is that ERGM explicitly accounts for
higher order dependence between industries by modeling the entire network
outcome, rather than single industry or industry pair outcomes. Since the core
of our argument is that industry connections affect the incidence of mergers,
ERGM is a necessary tool to account for dependence between industry nodes.
In Section III of the Internet Appendix, we provide a detailed description of the
theory and implementation of ERGM, as well as citations to the papers that
originally developed ERGM.

The results of the ERGM analysis are presented in Table VI. The coefficient
values are the estimates of the marginal effect of the explanatory variable on
the conditional log-odds that two industries will have an additional interindus-
try merger. Explanatory variables describe both intraindustry characteristics,
such as an industry’s concentration ratio, and interindustry relations, such as
customer-supplier relations. For example, Target Buys from Acquirer is the in-
terindustry percentage of the target’s industry’s purchases from the acquirer’s
industry. The coefficient estimate of the variable Number of Connections is
unique to ERGM and measures the marginal change on the M&A network
from adding a random connection.

The results in Table VI show that the IO networks significantly help to
explain the merger network. Each of the four IO network connections has a
positive and significant effect on the likelihood of merger connections, both
separately in columns (1) through (4) and jointly in column (5), each incre-
mentally contributing to an understanding of the occurrence and intensity
of merger activity between industries. This result implies that cross-industry
merger activity is related to the strength of the customer-supplier relationship
between industries.

In column (6) of Table VI, we add industry characteristics as additional ex-
planatory variables to account for possible holdup problems, overvaluation, and
economic characteristics of the industries. These additional control variables
are defined at both the industry pair level, including the absolute differences in
returns, volatility, market-to-book, and concentration, and the industry level,
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including industry median market-to-book, median R&D, and others described
previously. The industry-level variables describe characteristics of one industry
node in the network, whereas the industry pair variables describe connections
between industries.

We find that adding the additional controls does not affect the strong pre-
dictive power of the IO connections. In fact, three of four coefficient estimates
of the IO connections increase after adding the controls. This result is par-
ticularly strong since the data limitations of the control variables reduce the
size of the network in the analysis, and hence the expected predictive power
of the industry connection variables. These results show that a first-order
determinant of cross-industry mergers is the economic trade flows between
industries.

We also find that greater differences in market-to-book and average re-
turns between industries lead to a lower likelihood of a cross-industry merger,
consistent with Rhodes-Kropf and Robinson (2008). However, we find that in-
dustries with greater median market-to-book and smaller variance in returns
are less likely to be involved in a merger. We also do not find any strong evidence
of overvaluation-driven mergers, based on our control variables.

The results in Table VI also show that greater R&D expenditures is related
to increased merger likelihood, consistent with holdup problems. In column
(7), we include interactions of the maximum R&D variable with the four IO
relation variables to test whether stronger customer-supplier relations magnify
holdup problems. The results indicate that, when an acquirer is an important
customer or supplier to the target, greater holdup problems as proxied by R&D,
are associated with more mergers on the margin. In contrast, when a target
is an important customer or supplier to the acquirer, greater holdup problems
are associated with fewer mergers. An alternative way to characterize these
results is that, when holdup problems are larger, the firm that has stronger
IO connections becomes the acquirer, rather than the target. This result is
consistent with one of the predictions of the property rights theory of the firm
(Grossman and Hart (1986), Hart and Moore (1990), Hart (1995)). The theory
predicts that, of two merging firms, the one that would have greater investment
distortions if the merger did not happen will be the acquirer (Grossman and
Hart (1986)). We find that, in industry pairs where holdup problems are larger,
the acquiring firm tends to be the firm that is a large customer or supplier and
the firm that is the target has weaker IO relations. Assuming that potential
distortions in investments are related to the strength of the IO connections,
these results provide further evidence that holdup problems help to explain
not only the occurrence of cross-industry mergers, but also which firm is the
ultimate owner of the combined assets.

The impact of stronger IO connections on the likelihood of cross-industry
mergers is economically important. Using the coefficient estimates from the
specification with the most controls, we find that for a one standard devia-
tion increase in IO relations, the odds of an additional merger between two
industries increases by 6% to 20%. However, this calculation understates the
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effect because it estimates the effect of changing one customer-supplier con-
nection strength while holding the others constant. In reality, the strengths of
the connections are correlated so that, when one is higher, the other measures
are higher as well. To estimate the economic significance of customer-supplier
relations on merger incidence, we compare the average incidence of mergers
in industry pairs where all IO measures are below 1% to those where there
is a strong IO connection. We consider a strong connection as occurring when
industry i buys 5% or more of industry j’s output and industry j supplies at
least 5% of industry i’s total inputs. The average merger incidence for industry
pairs with IO measures below 1% is 0.11. The average for an industry pair with
a strong connection is 12.5. These results imply not only that vertical mergers
occur, but, more interestingly, that stronger IO connections are associated with
more vertical mergers.

In Internet Appendix Table IA.VIII, we present ERGM tests using the
summary-level industry definitions and the different IO report years. We find a
similar pattern for each of the IO report years from 1982 to 2002. In all specifi-
cations, the IO variables are positive and significant. In addition, the coefficient
on the interaction between maximum R&D and the intensity of the acquirer as
a customer or supplier is positive and significant in the large majority of specifi-
cations. The summary-level results are largely consistent with the detail-level
tests, where stronger customer-supplier connections lead to a greater likelihood
of cross-industry mergers. The results for the control variables are less robust.

These results are robust to other controls. In tests reported in Internet Ap-
pendix Table IA.IX, we first control for asset complementarities using the HP
Similarity variable described above. Our main results are unchanged, with
strong positive associations between the customer-supplier relations and cross-
industry merger volume. Consistent with Hoberg and Phillips (2010b), we
find that greater asset complementarities are associated with greater cross-
industry merger flows. Next, in Internet Appendix Table IA.X we calculate
ERGM tests as in our main tests, but match firms to industries using the three
alternative methods discussed previously: (1) using all industry codes, (2) giv-
ing priority to horizontal mergers then vertical mergers at the 1% relations
level, and (3) giving priority to horizontal mergers then vertical mergers at
the 5% level. Using these alternative assignment procedures, we find results
that are consistent with our main tests, showing a positive relation between
IO connections and merger activity.

To further ensure that our results are not driven by overvaluation-driven
mergers, in Internet Appendix Table IA.XI we present correlations between
the strength of customer-supplier relations and average three-day abnormal
announcement returns for the acquirer and for the size-weighted combined
returns of the acquirer and target. On average, we find positive but small
correlations for both the acquirer and the combined returns. In addition, we
do not find any strong relations between the average fraction of cash used in
mergers and the IO relations. These results show that the IO variables do not
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Figure 4. t-statistics from yearly ERGM tests. This figure represents the t-statistic on each
of the four IO networks (Target Buys from Acquirer, Acquirer Buys from Target, Acquirer Sells to
Target, and Target Sells to Acquirer) from yearly ERGM tests from 1986 to 2010. See Table VI for
variable definitions and data sources.

proxy for misvaluation, and, if anything, stronger IO connections are associated
with greater acquirer gains and total synergies.10

Though these tests account for an average effect of the control variables, in-
terpretation of their effect on merger activity is unclear since they may change
over time. Therefore, we separately estimate ERGMs for each year in the sam-
ple period. Figure 4 presents the t-statistics from each of the four explanatory
IO networks in ERGM tests that are run using yearly M&A network data. The
edge covariance coefficients are highly significant in each year, as in the overall
sample.

Although ERGM analysis is the best way to analyze our research question,
it is new to the literature. As a check, we repeat our analysis with OLS re-
gressions. Regressing the value and count of mergers between industries on
the four measures of their IO connectedness produces the same inferences: IO
connections are highly significant in explaining merger activity. In addition,
for robustness, we drop the wholesale and retail trade industries from our
analysis, following Acemoglu, Johnson, and Mitton (2009), and find that our
results are unchanged.

10 Tests of announcement returns are complicated by truncated distributions since we only ob-
serve returns where mergers actually occurred. Our focus in this paper is the pattern of merger
incidence across industries. Therefore, we leave a more in-depth investigation of the value impli-
cations of mergers across the IO network for future research.
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D. Summary of Cross-Sectional Tests

In this section, we present a number of related results. First, we show that
the structures of the IO and merger networks are highly similar. Second, we
show that industry-level network characteristics are highly correlated between
the IO and merger networks. Finally, we show in multivariate tests controlling
for a host of variables that IO relations predict cross-industry merger activity
and that these relations are more important when holdup problems are more
likely. In contrast, we could have found that many mergers were in unrelated
industries, or that they only occurred in high valuation industries or industries
with more complementary assets, independent of the strength of the IO con-
nection. Taken together, our results provide consistent evidence that merger
activity follows fundamental economic relations on multiple dimensions.

III. Propagation of Mergers across the Industry Network

In this section, we consider the dynamic aspects of mergers across indus-
tries over time. In particular, we predict that the likelihood that an industry
experiences a merger wave is greater if its customer and/or supplier industries
recently experienced merger waves. Thus, under this hypothesis, merger waves
beget merger waves across the IO network. The alternative hypothesis is that
merger activity in an industry is unrelated to its customer and supplier indus-
tries’ merger activity, or is driven by some other forces, such as misvaluation
or asset complementarity.

To illustrate how the diffusion of merger activity across related industries
occurs, we present an example from the forest industry we discussed above.

A. Diffusion of Mergers across the Forest Industry

The forest industry is an ideal setting to illustrate merger diffusion because
it experienced a large external shock that led to an industry reorganization.
In 1990, the Northern Spotted Owl was listed as “threatened” under the En-
dangered Species Act. Further injunctions in 1991 and the enactment of the
Northwest Forest Plan in 1994 led to the protection of 24.4 million acres of
federal land in Washington, Oregon, and California, the historic home of the
timber industry (Ferris (2009)). At the time, much of the timber supply came
from logging on federal land. Smaller sawmills and logging companies that
relied on the federal lands were squeezed out by larger suppliers that owned
private nurseries. In addition, the industry moved away from the Northwest
and toward the South where timber tracts were privately owned. However,
protection of the old-growth timber led to a severe and long-lasting supply
shock.

Panel A of Figure 5 presents the time series of the volume and price of
timber in Oregon from 1986 to 2008. The volume of timber harvested dropped
precipitously from about 8.5 billion board feet in 1989 to about 4 billion board
feet in 1997. This supply shock caused the price index of timber to rise from
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Figure 5. Diffusion of merger activity in timber-related industries. Panel A presents the
volume (in billions of board feet) and log price index for Oregon timber. Data are from the Oregon
Department of Forestry, Annual Timber Harvest Reports. Panel B presents industry merger ac-
tivity in BEA IO industry classifications: (1) Sawmills, (2) Forest nurseries, forest products, and
timber tracts, (3) Logging, and (4) Pulp Mills. For each industry-year, figures present the two-year
moving-average of the percentile of the number of mergers involving firms in each industry over
the period 1986 to 2008. Panel C uses one-year leading data for Forest nurseries, and three-year
leading data for Logging and Pulp Mill mergers.
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6,155 in 1989 to 11,047 in 1993, after which it declined to 7,913 in 1997. Though
these data are from Oregon, they are indicative of the effect at the national
level, since the forest industry was concentrated in the Pacific Northwest.

The timber supply and price shock led to a large-scale consolidation in timber-
related industries. Recall from Figure 1, that the timber sector comprises a
number of industries that are interrelated through trade. Panel B of Figure 5
presents the merger activity from 1990 to 2005 in the following industries: (1)
Sawmills, (2) Forest nurseries, forest products, and timber tracts, (3) Logging,
and (4) Pulp Mills. To compare merger activity across industries, for each
industry-year we calculate the time-series percentile of the number of mergers
involving firms in each industry over the period 1986 to 2008. We then take
the two-year moving average of the percentile time series.

First, the sawmill industry (indicated by the solid line in Panel B of Figure
5) experienced a large merger wave starting in 1994 and ending in 1999, its
greatest merger activity over the 23-year sample period. Next, the forest nurs-
eries industry (dashed line) experienced its largest merger wave in our sample
period from roughly 1996 to 2001. Following this, both logging (dotted line) and
pulp mills (circled line) experienced large merger waves, with merger activity
peaking in 1999 and 2000, respectively. Overall, Panel B shows a clear time
sequence of industry waves in related industries.

Panel C of Figure 5 presents the same industry time series of merger activity
where the leading industries have been shifted back in time to match the
timing of the sawmills industry merger wave. Matching the one-period-leading
merger activity in the forest nurseries industry and the three-period-leading
activity in logging and pulp mills industries to the sawmill industry merger
wave presents a striking picture. The duration, intensity, and general shape of
all four industry merger waves are highly comparable. In fact, though the figure
shows only the 1990s, the merger activity between the time-shifted industry
series over the entire 1986 to 2008 sample period is significantly correlated. For
instance, the correlation between the current merger activity in the sawmill
industry with the one-period-leading merger activity in the forest nurseries
industry is 72.8% (p-value < 0.001). The correlation between current activity
in the sawmill industry and the three-period-leading activity in the pulp mills
industry is 61.1% (p-value = 0.007).

The evidence presented on the timber-related industries lends support to the
importance of industry links in merger waves. A distinctive economic shock
changed the fundamental economic environment in the sawmill and logging
industries. Each responded through mergers. This in turn had an affect on
forest nurseries and pulp mills, which also responded to the new environment
through an industry merger wave. We next test whether these results general-
ize to other industries.

B. Closeness-Weighted M&A Activity in Connected Industries

In this section, we present results from tests of the diffusion of merger activity
across the industry network. We first create a measure of an industry’s exposure
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to merger activity that does not include the industry itself. For each industry,
we calculate a weighted exposure to high levels of M&As in all other industries,
where the weights are the inverse of the shortest distance from the subject
industry to each other industry. Specifically, for each industry-year we calculate

Closeness-Weighted M&A Activityit =
∑

j �=i

1
distij

∑

k�=i

v jkt, (1)

where distij is the shortest path between industries i and j, and v jkt is a measure
of M&As between industries j and k in year t. We compute the shortest path
in two ways: the first uses the network defined by customer links greater than
1%, and the second uses supplier links. This allows us to differentiate the
importance of exposure to mergers in upstream versus downstream industries.

To account for cross-sectional differences in average merger activity across
industry pairs, we measure v jkt as an indicator variable for industry pair-years
with high merger activity. The indicator takes the value of one if the log of
the inflation-adjusted dollar volume between industries j and k in year t is
greater than or equal to the 75th percentile of the industry pair’s time series
of dollar volumes from 1986 to 2010. This measure controls for the fact that
the volume of mergers between two related industries is normally higher than
between two unrelated industries. Thus,

∑
k�=i v jkt records for each industry j

the total number of industry pairs that experience high merger activity with
industry j in year t, including intraindustry mergers in industry j itself, but
excluding merger activity between i and j directly. This sum for industry j is
then weighted by the inverse of the discrete number of customer or supplier
connections between industries i and j. An industry that is a direct customer or
supplier to industry i is one step away. Intuitively, this measure captures an in-
dustry’s exposure to high merger activity in more closely connected industries,
not counting merger activity involving the industry itself.

Alternatively, an industry’s merger activity may be part of aggregate merger
activity driven by macroeconomic shocks or widespread technological changes.
In addition, an industry’s position in the network will affect its distance from
other industries, and hence its likelihood of exposure to industries that are
experiencing merger waves. Compared to an industry on the periphery of the
network, a central industry will naturally be exposed to more industries that
are experiencing merger waves, simply because it is more connected. Thus, if
we observe that the central industry also experiences more mergers, it could be
caused by its centrality, rather than its exposure to mergers in other industries.

To control for both time-varying economy-wide factors and industry-specific
fixed factors, we estimate

log(1 + vi,t) = α + ρ log(1 + vi,t−1) + β Closeness-Weighted M&A Activityi,t−1

+ γi + τt + εi,t, (2)
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where vi,t = ∑
j vi jt is the number of industry pairs involving industry i that

experience high merger activity in year t, as above. The industry fixed effects,
γi, control for all time-invariant industry characteristics, such as centrality and
scope. They also account for much of the cross-sectional differences in industry
size, valuation, and returns, which are persistent over time, though we explic-
itly control for these variables in later tests. The year fixed effects, τt, capture
any macroeconomic shocks, such as the market return and the economy-wide
availability of financing, among other possible factors. To account for persis-
tence in mergers, equation (2) also includes lagged merger activity in industry
i. Thus, this empirical model isolates the impact of within-industry time-series
variation in exposure to mergers while controlling for macroeconomic time-
series changes and persistence in merger activity.

To estimate equation (2), we follow Arellano and Bond (1991) to account for
the endogeneity created by using lagged dependent variables in a fixed effects
model. Table VII presents the coefficient estimates. The first three columns
define distance using customer relations. The last three columns use supplier
relations. In column (1), we find a positive and significant effect of customer-
based closeness-weighted M&A activity in time t − 1 on industry merger activ-
ity at time t. This implies that, when the customers of an industry are engaged
in more mergers, the industry’s own merger activity increases the following
year. In column (4), we find a similar positive and significant effect for supplier
connections. However, the magnitude of the effect is doubled, indicating that
exposure to mergers from supplier industries has a bigger impact on future
merger activity.

In columns (2) and (5), we include three additional lags of the closeness
measure and the subject industry’s own merger activity to control for delayed
responses. The coefficient on the one-year lag is unchanged for both customers
and suppliers. The two-year lag is negative and significant and the three- and
four-year lags have small negative effects. This time-series pattern is consistent
with a large shock in year t − 1 leading to future merger activity in connected
industries.

The prior results present predictive regressions, using only information
available in prior years to predict merger activity in the current year. A concern
with this approach is that the one-year lagged exposure to M&As may simply
proxy for current activity because of persistence in M&A activity. If current
activity in connected industries has a positive impact, we could not distinguish
whether the diffusion of mergers happens within one year or whether there
was simply an omitted variable driving both subject and connected industries’
mergers. To address this concern, in columns (3) and (6) we include concurrent
exposure to merger activity. For customers, the coefficient is insignificant. For
suppliers, it is negative and significant. In both cases, the effect of one-year
lagged exposure remains positive and significant. These results provide further
evidence that a wave-like peak of M&As in connected industries occurs one year
before the subject industries’ increased merger activity. In Internet Appendix
Table IA.XII, we present the same analysis using the summary-level industry
definitions. We find a similar pattern as in the detailed-level industries.
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One-year lagged closeness-weighted M&A activity is positive and significant
in all cases. This result is robust to the inclusion of longer time lags and to
concurrent M&A activity in connected industries, as in the detail-level results.

While these tests show a positive effect on merger activity related to one-year
lagged merger activity in connected industries, they also show negative effects
in the concurrent year and in year t − 2. This means that, controlling for the
large positive effect in year t − 1, merger activity in related industries leads to
fewer mergers in the subject industry. This may be caused by multicollinearity
from persistence in the Closeness-Weighted M&A Activity variable. To inves-
tigate this possibility, in Internet Appendix Table IA.XIII we include each of
the closeness-weighted activity variables from t to t − 3 separately. We find the
strongest effects at t − 1, and smaller positive or no effects at t, t − 2, and t − 3.
We only find small negative effects at t − 3 in a few specifications, when we
control for four lags of own-industry M&A activity. These tests provide further
evidence in support of the idea that merger waves travel across industries, with
the peak of M&As in connected industries occurring one year in advance of the
subject industry’s M&A wave.

The impact of M&A activity in close industries is economically meaningful.
A one standard deviation change in lagged customer closeness-weighted M&A
activity implies an increase of 0.380 in the number of industry pairs that
experience high merger activity. This is a substantial increase compared to the
average of 0.323. This means that the number of cross-industry merger waves
doubles following high merger activity in customer and supplier industries.
Moreover, the marginal effect for supplier links is even stronger, with double
the impact of the customer links.

While the industry fixed effects account for time-invariant determinants
of M&A activity, there may be time-varying factors that are correlated with
the closeness-weighted M&A activity variables, such as misvaluation, holdup
problems, and asset complementarity. Therefore, in Internet Appendix Table
IA.XIV, we run additional tests that include the industry economic shock index,
an indicator for a deregulatory shock, industry median market-to-book, median
R&D, and the yearly average stock return and standard deviation of returns
for firms in the industry.11 Though the sample size is reduced, we still find posi-
tive and significant coefficients on the lagged closeness-weighted M&A activity
variable, and negative coefficients for longer lags. Industry R&D is positively
related to M&A activity, though the other variables are insignificant. The in-
significance likely occurs because the time-series variation in market-to-book
and returns is small relative to the cross-sectional variation, which is captured
by industry fixed effects. In other unreported tests, we find positive though
insignificant interactions between close merger activity and industry R&D ex-
penditures. We also verify that these results are robust to assigning firms to

11 In these panel tests, we include industry fixed effects, which subsume all time-invariant
industry-level variables, including concentration, size, and scope (which are calculated at the IO-
year and hence are fixed). However, we include the time-varying rate spread and deregulatory
shock variables because they are meaningful in the panel setting.
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IO industries using all listed NAICS and SIC codes in Internet Appendix Table
IA.XV.

Next, in Internet Appendix Table IA.XVI, we study the effect of closeness-
weighted M&A activity on a subject industry’s horizontal mergers, excluding
cross-industry mergers. This test examines whether exposure to other indus-
tries experiencing heightened M&A activity causes internal reallocation of as-
sets within an industry, as opposed to vertical mergers. We find a positive
and significant effect on lagged closeness-weighted M&A activity in all speci-
fications, consistent with our main results. The economic significance relative
to the average is the same or stronger than that in the main results. These
results indicate that the diffusion of M&As can happen indirectly as indus-
tries move assets internally to more efficient ownership arrangements, rather
than directly through cross-industry mergers with other vertically integrating
industries.

In a series of robustness checks, we control for the influence of mergers that
flow across industries through asset complementarities, rather than customer-
supplier links. Similar to our definition of Closeness-Weighted M&A Activity,
for each industry we calculate the exposure to high levels of M&As in industries
that share asset complementarities, based on the measure of HP. In particular,
we calculate

HP-Weighted M&A Activityit =
∑

j �=i

H Pijt

∑

k�=i

v jkt,

where HPijt is an indicator variable that equals one if two IO industries have
any firms that Hoberg and Phillips identify as similar in a given year, using
their text-based similarity scores.12 High merger activity, v jkt, is recorded as
above. Thus, this variable measures the amount of merger activity in close
industries, where closeness is based on asset complementarity rather than di-
rect product market relations. In Internet Appendix Tables IA.XVII, IA.XVIII,
and IA.XIX, we run robustness tests that include the HP-based measure as an
explanatory variable for both detail and summary-level industry definitions,
controlling for additional variables such as R&D. We find that merger activity
in close industries, based on asset complementarity, has a positive though not
always significant effect on a subject industry’s merger activity. This means that
merger activity transmits across industries connected through similar product
offerings. At the same time, we find that the transmission of merger activity
across the customer-supplier network remains strongly significant and posi-
tive, as in our main tests. These results show that mergers propagate through
multiple economic links between industries.

To provide more evidence on the effect of misvaluation-driven mergers, we
follow the same methodology as in the previous tests to calculate closeness-
weighted acquirer returns and lags of own-industry returns. In Internet Ap-
pendix Table IA.XX, we find that one-year lagged closeness-weighted returns

12 Similar results are obtained if we use a continuous variable to measure the number or fraction
of firms that are similar according to HP.
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are positively and significantly related to an industry’s own acquirer returns.
This means that acquirers are more likely to have high returns (above the 75th

percentile of the industry pair time series) if acquirers in closely connected
industries had unusually high returns in the prior year. Though we view this
evidence as supportive of an efficiency motivation for mergers that flow through
the customer-supplier network, as we note before our focus is on the incidence
of mergers, not their value implications, which are beyond the scope of this
paper.

C. The Effect of Close versus Distant M&As

In this section, we investigate how the distance between two industries across
the IO network affects the diffusion of merger activity at different time lags.
In contrast to the prior section, we separately identify the timing of the impact
of mergers in close versus distant industries. If merger activity is diffusing
across an economy, we would expect the merger activity in closely connected
industries to have a greater impact on an industry’s merger activity in the near
future than the merger activity in distantly connected industries. In addition, if
merger activity diffuses in a wave-like pattern, we expect to observe a positive
relationship between time and distance, such that M&A activity in more dis-
tantly connected industries has a delayed positive effect on a subject industry’s
future merger activity. The following equation captures these effects:

log(1 + vi,t) = α +
4∑

s=1

ρs log(1 + vi,t−s) +
4∑

s=1

θsvClose,t−s +
4∑

s=1

φsvDistant,t−s

+ γi + τt + εi,t, (3)

where vi,t is as defined above, and vClose,t and vDistant,t−s are the aggregate
merger activity in close and distant industries, not including mergers with
firms in industry i. Close industries are defined as industries that are directly
connected to the subject industry through a customer or supplier link above the
1% threshold. Distant industries are those that have the maximum shortest
path from the subject industry. In the supplier network, this is three connec-
tions away. In the customer network, it is four connections.13

One concern with the empirical model is the potential for multicollinearity in
the variables. Internet Appendix Table IA.XXI shows that there is persistence
in merger activity in terms of both time and network distance. We therefore
use only the closest and most distant industries, as opposed to the full set of
discrete distances from one to the maximum, to avoid multicollinearity. Thus,
in contrast to the weighted measure of closeness used previously, this model

13 The maximum shortest distance is six in the customer network, but the number of mergers in
industries more than four steps away is orders of magnitude less than in the closer industries. This
reflects the fact that industries in the periphery do not make many mergers. Thus, to make sure
our results are not driven by outliers, we use industries that are four steps away as our Distant
industries. If anything, this will make our results biased toward zero.
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separately identifies the impact of mergers in the closest industries compared
to the most distant industries.

Table VIII presents the coefficient estimates of equation (4). First, in columns
(1) and (5), we include only the merger activity in close industries to avoid
multicollinearity in the explanatory variables. Similar to the results in Table
VII, we find a strong positive relation between lagged merger activity in close
industries and current merger activity in the subject industry.

In columns (2) and (6), we include only distant industry variables. When dis-
tance is measured through customer relations in column (2), we find a positive
effect for distant M&As that occurred two years prior. For the supplier network,
we find positive relations in distant industries at a lag of three and four years.
Columns (3) and (7) include close and distant industries in the same model,
with little change in results. These results are consistent with a wave-like
diffusion process, where merger activity in distant industries spills over into
industries connected through the customer-supplier network. These results
could also shed light on the channel through which shocks spread through
customer-supplier relations. Though we imagine that the strongest effect of
the supply chain follows from reorganizations in the close industry, this is not
the only way that reorganization in the supply chain can matter. For example,
mergers in distant industries could lead to changes in trade relations of close
industries, without industry restructuring, which could then lead to industry
restructuring in the subject industry. Alternatively, following merger waves in
more distant industries, a subject industry may anticipate changes to close
industries and preemptively reorganize, without close industries experiencing
a merger wave. The degree to which distant M&A activity matters, after con-
trolling for close M&A activity, provides evidence that shocks travel through
the IO network, but not necessarily in the form of direct reorganization in the
close industries.

Finally, as before, we include concurrent merger activity to account for any
spurious correlation caused by an omitted variable that drives current and
lagged activity. For customer links, one-year lagged close merger activity re-
mains positive and significant, though distant merger activity becomes insignif-
icant. For supplier links, both one-year lagged close merger activity and the
three-year lag of distant activity remain positive and significant. In addition,
we find that distant activity at the one-year lag is also positive and significant.
Because of concerns of multicollinearity, we view the positive effect of distant
mergers with a three-year lag as the most robust result for suppliers.

In Internet Appendix Table IA.XXII, we present robustness tests using the
summary-level industry definitions. We find consistent results though with
weaker significance levels. In Internet Appendix Table IA.XXIII, we control
for time-varying industry characteristics and find similar or stronger results,
including a positive and significant effect of one-year lagged close M&A activity
and positive and significant effects for three- and four-year lagged distant M&A
activity. R&D expenditures are positively related to merger activity. Next, in
Internet Appendix Table IA.XXIV, we find a positive and significant effect for
lagged close M&A activity on horizontal mergers, but the impact of distant
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M&As becomes insignificant. This suggests that the indirect effect of M&As
in related industries on internal industry reorganization is driven by mergers
in close industries, not distant industries. Finally, Internet Appendix Table
IA.XXV presents tests based on acquirer returns and finds patterns similar
to the patterns of merger incidence, where returns in close industries have a
positive effect after one year and returns in distant industries have a positive
effect after two years.

The results in this section provide evidence that mergers follow a wave-
like pattern across the IO network topology. Similar to the illustration of the
timber industry, high merger activity in close industries affects the subject
industry’s merger activity with a one-year delay, whereas merger activity in
distant industries takes a longer time to impact the subject industry.

It is also interesting to note that the effects of related industry mergers
differ between customer and supplier links. First, exposure to M&As through
supplier links has a stronger effect than that through customer links. Sec-
ond, the diffusion of mergers through supplier links occurs more rapidly than
through customer links. Consistent with prior research that indicates that eco-
nomic shocks are more likely to travel upward through a supply chain than
downward (Hertzel et al. (2008), Bhattacharyya and Nain (2011)), we find that
merger shocks travel faster upward through suppliers than they travel down-
ward through customers. Our network approach identifies one possible reason
for this phenomenon. As we show in Table I, the supplier network is denser and
more interconnected than the customer network. Given this structural differ-
ence, it is not surprising that shocks travel faster through the denser supplier
network.

IV. Network Centrality and Aggregate Merger Waves

In this section, we investigate how industry-level diffusion of merger activity
relates to the time series of economy-wide aggregate merger waves. One possi-
bility is that aggregate merger waves occur as merger activity transmits toward
central industries. Recall that industries in both the IO and merger networks
have highly skewed distributions of connections, which approximate power
law distributions. A few hub industries have many direct connections, while
many industries have relatively few direct connections. Shocks that follow
the IO network will move toward the center of the network, branching out in
parallel to other industries.

An alternative possibility is that aggregate merger waves consist of indus-
tries on the periphery of the network. While central industries have more prod-
uct market connections to other industries than do peripheral industries, their
diversity of connections could reduce the impact of any one shock in a connected
industry. In addition, firms in central industries could have merger options
across a greater diversity of connected industries, raising the threshold for se-
lecting a merger partner. Under this scenario, the limited but relatively impor-
tant local connections of peripheral industries could lead to their participation
in aggregate merger waves. Ultimately, whether having more connections or
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Figure 6. Network centrality and industry merger waves. Vertical bars represent the per-
centage of all 471 industries in year t that experience a merger wave. A merger wave is when
an industry has more mergers than the 75th percentile of mergers, relative to the industry’s time
series of mergers from 1986 to 2010. The black line represents the average degree centrality of the
industries that are experiencing a merger wave, where centrality is computed from the weighted
and directed network of supplier links between industries in the 1997 detailed-level IO network.
Merger firms are classified into industries based on their primary NAICS code as reported in SDC.

stronger connections determines whether an industry will experience merger
waves during economy-wide aggregate merger waves is an empirical question.

Figure 6 compares the time series of the percentage of total industries that
are experiencing a merger wave in a given year to the time series of the average
IO centrality of those industries experiencing a merger wave. Merger waves are
defined as above, as industry-years in which the number of mergers of firms in
an industry is greater than the 75th percentile of the number of yearly mergers
over 1986 to 2010. Thus, the greater the fraction of industries merging in a
given year, the greater is the aggregate merger wave. During the peak in 1998,
65% of the 471 industries in our main sample experience a merger wave.

The figure shows a strong correlation between the two time series, indicat-
ing that firms in central industries are more likely to merge during aggregate
merger waves. In Table IX, we test this relationship statistically. First, in
Panel A, we run time-series regressions of the current and lagged percentages
of industries in a merger wave on the average centrality of the wave indus-
tries. Standard errors are corrected for heteroskedasticity and autocorrelation
following the procedure of Newey and West (1987) and using the automatic
lag selection model of Newey and West (1994). We find a strong statistically
significant relation between current aggregate merger activity and centrality
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Table IX
Aggregate Merger Activity and Centrality

This table presents coefficients for time-series regressions from 1988 to 2010. The dependent
variable in Panel A is Centralityt, the average degree centrality of the industries experiencing a
merger wave, where centrality is computed from the weighted and directed network of supplier
links between industries in the IO network. Industry Merger Waves (%)t is the percent of all
industries in year t experiencing a merger wave. A merger wave is when an industry has more
mergers than the 75th percentile of mergers in a given year, relative to the industry’s time series
of mergers from 1986 to 2010. Supplier networks are based on the 1997 BEA IO Report, using
the detailed level of industries. Merger firms are classified into industries based on their primary
SIC or NAICS code, or using all industry codes reported in SDC, as indicated in the column
heading. Panel B presents vector autoregressions with two endogenous variables: Centralityt and
Industry Merger Wavest. p-values are reported in parentheses from standard errors corrected for
heteroskedasticity and autocorrelation using the procedure of Newey and West (1987) and the
automatic lag selection of Newey and West (1994). Granger causality tests are reported of the null
hypothesis that centrality does not Granger cause market merger waves and that merger waves
do not Granger cause average centrality. We report the χ2 and p-value for each test. Statistical
significance is indicated by ∗∗∗, ∗∗, and ∗ for the 0.01, 0.05, and 0.10 levels.

Firm-Level Industry Classification: Primary All

Panel A: Concurrent and Lagged Time-Series Regressions

Dependent Variable: Average Degree Centrality
of Wave Industryt

Industry Merger Waves (%)t 1.288∗∗∗ 1.160∗∗∗
(<0.001) (<0.001)

Industry Merger Waves (%)t−1 −0.256 −0.757∗∗∗
(0.262) (<0.001)

Industry Merger Waves (%)t−2 0.205 0.429∗∗∗
(0.313) (<0.001)

Constant 0.353∗∗∗ 0.699∗∗∗
(<0.001) (<0.001)

Adjusted R2 0.709 0.513
Observations 23 23

Panel B: Predictive Vector Autoregressions and Granger Causality

Dependent Variable: Centralityt Wavest

Average Centralityt−1 0.244 0.262∗∗∗
(0.391) (0.009)

Average Centralityt−2 0.077 −0.033
(0.783) (0.767)

Industry Merger Waves (%)t−1 1.231∗∗∗ 1.111∗∗∗
(0.009) (<0.001)

Industry Merger Waves (%)t−2 −0.693 −0.627∗∗∗
(0.154) (<0.001)

Constant 0.364∗∗ 0.015
(0.031) (0.828)

Adjusted R2 0.544 0.851

(Continued)
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Table IX—Continued

Firm-Level Industry Classification: Primary All

Dependent Variable: Centralityt Wavest

Observations 23 23

Granger Causality
H0: Centrality � Waves
χ2 6.316∗∗
p-value (0.043)
H0: Waves � Centrality
χ2 7.958∗∗
p-value (0.019)

regardless of whether we assign firms to industries based on their primary
NAICS codes or based on all of their NAICS codes. These results show that
more central industries experience merger waves concurrently with aggregate
merger waves.

In Panel B, we run predictive VARs of the percentage of industries in merger
waves and their centrality. Standard errors are again corrected using the
Newey-West procedures. We find that lagged aggregate merger activity is posi-
tively related to current centrality. The results in Panel B also show that an in-
crease in aggregate merger activity Granger causes an increase in the average
centrality of the industries in merger waves. There is weak evidence of reverse
Granger causation as well. In Internet Appendix Tables IA.XXVI, IA.XXVII,
and IA.XXVIII, we show that these results are robust to using the 1982 IO
industry relations, the summary-level industry definitions, and merger waves
defined using a 50th percentile threshold, and to excluding the tech bubble
years 1997 through 2002. These results confirm that there is a strong positive
time-series relation between aggregate merger waves and the centrality of the
firms in the waves.

The distinction between the tests in Panels A and B is that Panel A includes
concurrent effects whereas Panel B is a forward-looking predictive regression
and also includes two equations that are simultaneously estimated. In Panel
A, we find that, in years when more industries have a merger wave, those
industries are more central, relative to the average year. In Panel B, we find
that, when more industries are experiencing a merger wave in a given year,
the centrality of the industries experiencing a merger wave next year is higher,
relative to the average year. However, this does not imply that the centrality of
industries this year is also not high compared to an average year, as in Panel
A. This is simply not tested in Panel B. More generally, the tests in Panel A
of Table IX show that aggregate merger waves comprise central industries.
The predictive tests in Panel B show that waves propagate toward the center,
rather than away from the center, over time. In addition, evidence from these
tests supports the idea that the number of connections is more important than
the strength of connections for the transmission of merger shocks.



572 The Journal of Finance R©

These results provide a new explanation for why aggregate merger waves
occur. A criticism of prior research that argues that economic industry shocks
produce merger waves is that random industry shocks cannot explain why
overall merger activity in an economy is also not randomly distributed over
time. We argue that the initial economic industry shocks may be random,
but the subsequent “after-shocks” follow IO links, which are not random. The
pattern of aggregate merger waves is thus likely driven by the fat-tailed nature
of product market connections. A similar argument is made by Gabaix (2011)
regarding productivity shocks. He argues that, since the distribution of firm
size is also approximately a power law distribution, idiosyncratic shocks to
small firms do not average out idiosyncratic shocks to large firms.

If aggregate merger waves are a result of the structure of the IO network,
then we can draw direct relationships between network and merger wave
characteristics. For instance, the speed with which the central industries are
affected depends on how highly connected the central industries are to the rest
of the network. In a dense network, the central industries are highly connected
to most of the other industries and will be affected quickly when any industry
undergoes a merger wave. In a sparser network, merger activity will propa-
gate to the center more slowly. When the shock spreads to a central industry,
it will quickly spread to other central industries, creating the observed jump
pattern in average centrality. In addition, we show in Tables I and VIII that
the supplier network is denser than the customer network and that merg-
ers tend to diffuse faster through supplier networks than through customer
networks. These results imply that aggregate merger waves are more likely
to be caused by the transmission of shocks through suppliers toward central
industries.

V. Conclusion

Using detailed data from the BEA, this paper models the U.S. economy
as a network of industries connected through customer-supplier trade flows.
Larger trade flows represent stronger interindustry connections. We hypothe-
size that economic shocks travel across the economy through this network in
a predictable way. We investigate one type of economic shock: merger waves.
Neoclassical theory argues that mergers represent efficient reallocations of
resources. This argument suggests that the timing and incidence of cross-
industry merger waves is influenced by the real economic linkages in the in-
dustry network. We test three hypotheses: (1) interindustry mergers cluster in
industry pairs with strong trade flows (2) merger waves propagate across in-
dustries through customer-supplier links and (3) the structure of the customer-
supplier network influences which industries are involved in economy-wide
merger waves.

First, we find that cross-industry mergers are highly clustered in a small
number of industry pairs. Of all possible industry pairs, 94% experience no
mergers at all during 1986 to 2010. This means that every cross-industry
merger in our sample occurs in just 6% of industry pairs. This pattern is
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almost identical for cross-industry trade flows, where 95% of industry pairs
have almost zero or no trade flows at all. Using network techniques from
graph theory, we find that the pattern of cross-industry mergers and the
customer-supplier network are similar in other ways. Both exhibit small-world
properties, where an average industry is just two or three links away from
every other industry. Industries that are more central and clustered in the
customer-supplier network are also more central and clustered in the network
of interindustry mergers.

Second, we find that industry merger activity travels in a wave-like pattern
through customer-supplier links. We measure the distance between all indus-
tries in the customer-supplier network, where distance is calculated based on
the strength of trade flows. For each industry, we measure the intensity of
merger activity in all other industries, excluding mergers with the industry
itself. We find that an industry that is exposed to mergers in close industries
experiences increased merger activity in the following year. Merger activity
in distant industries leads to increased merger activity in two or three years.
Thus, mergers propagate through the customer-supplier network in a pre-
dictable, wave-like pattern. We also find that these effects are stronger and
the delay is smaller when shocks travel through supplier links, compared to
customer links. This likely reflects the fact that the network of suppliers is
more densely connected than the network of customers.

Third, we show that the industries that experience merger waves in concert
with an aggregate merger wave are more central in the product market net-
work. Our evidence suggests that merger waves travel through the customer-
supplier links toward central industries, which then diffuse merger activity
outward across many different industries. These results show that, even if
industry-level merger waves are motivated by random industry shocks, the
structure of the customer-supplier network leads to aggregate economy-wide
merger waves.

The results in this paper show that merger waves are driven, in part, by
economic fundamentals of product market relations. Our results are robust to
proxies for overvaluation-driven mergers. Even if merger waves are caused by
the spread of misvaluation across product market relations, our results imply
that it still must be the case that the underlying exogenous product market
relations explain a large portion of merger activity across an economy over
time. Finally, though we do not claim to conduct rigorous tests of competing
theories of vertical integration, we find evidence consistent with an incomplete
contracts model, where asset complementarity and holdup problems motivate
vertical mergers.

One of the primary innovations of this paper is to model merger waves in
a network setting where networks are defined by actual trade flows across
industries. Using well-developed techniques from network and graph theory,
we are able to analyze a much more complex dynamic process of merger waves
than has been studied in prior research. To our knowledge, this is the first
paper to model interindustry trade flows as a network. We believe that this



574 The Journal of Finance R©

approach will prove to have a multitude of applications in economics, beyond
merger waves.
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