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ABSTRACT

The scientific return from an extreme-ultraviolet spectrometer depends on the accuracy and precision of its radiometric calibration. For
the Coronal Diagnostic Spectrometer on SOHO, radiometric calibration started pre-launch in the laboratory and continued after launch
by making comparison measurements of the same area of the Sun with calibrated sounding rocket payloads and also by intercalibration
with the SUMER instrument on SOHO. The present work uses the measurement of line ratios to monitor and validate the calibration
over the first six years of observation. As well as using branching ratios and line ratios independent of the electron temperature
and density, line ratios dependent on electron temperature or density have also been used successfully to validate and monitor the
calibration. The results indicate that, within the uncertainties, the radiometric calibration has been validated and maintained over the
first six years of observations apart from three specific wavelengths, 338.98 Å, 315.0 Å, and 311.8 Å. Problems with lines at 608.4 Å,
303.4 Å (seen in second order), 335.4 Å, and 360.7 Å are attributed to difficulties with the burn-in correction.
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1. Introduction

The radiometric calibration of the SOHO Coronal Diagnostic
Spectrometer (CDS) Normal Incidence Spectrometer (NIS) is
fundamental to the optimum exploitation of the observations.
A well calibrated instrument with well understood and quantified
uncertainties is necessary to derive plasma parameters such as
the electron temperature and density, by the line ratios method,
with the best accuracy and precision. CDS was calibrated in the
laboratory before launch and since launch much effort has been
expended in refining the calibration. In-flight studies have in-
cluded inter-comparisons with the other instruments on SOHO
and sounding rocket flights as well as studies based solely on
NIS observations. The radiometric calibration of SOHO has
been reported by Pauluhn et al. (2002a). The development and
present status of the radiometric calibration of CDS is given by
Lang et al. (2002).

There have been two studies devoted explicitly to inves-
tigating the calibration of the CDS NIS. Landi et al. (1997)
used a spectroscopic method to determine discrepancies in the
NIS calibration from observations taken in the first two months
of operations. This work, together with preliminary results from
the laboratory calibration, was the basis of version 1 of the
NIS calibration. Del Zanna et al. (2001) used both CDS NIS
and Grazing Incidence Spectrometer (GIS) observations to eval-
uate a relative radiometric calibration of both the NIS and
GIS. Their observations were taken on ten occasions before the
loss-of-attitude of SOHO and one following recovery of the
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spacecraft. As pointed out in Lang et al. (2002) the calibration
has been revised since either analysis was done and the detector
burn-in corrections (see Sect. 4), particularly that for the wide
slit, are now improved. Thus, in making comparisons with re-
sults from either paper, care must be exercised and indeed us-
ing their calibrations will give anomalous results. More recently,
Lanzafame et al. (2005) made a study of the differential emis-
sion measure (DEM) of the quiet Sun using observations taken
on 1996 December 5 and were able to place limits on the uncer-
tainty of the NIS calibration.

This paper describes the in-flight monitoring and validation
of the NIS radiometric calibration using NIS observations taken
over a number of years. Any possible changes to the calibra-
tion arising during the four month period in 1998 when attitude
control of SOHO was lost and had to be recovered are also in-
vestigated. During the loss and much of the recovery CDS was
at a temperature of around 100 ◦C, well above the 0 ◦C to 40 ◦C
over which it had been tested prior to launch. This baking caused
an irreversible distortion in the NIS, causing the line profiles to
alter and the location of the spectra on the detector to change. In
the next section a brief overview of CDS is given, then comes
a section on the methods used. The following sections describe
the observations and the data analysis. Subsequent sections deal
with the calibration analysis and the last section contains a dis-
cussion of the results and the conclusions.

2. Overview of CDS

CDS has been fully described by Harrison et al. (1995)
and only the details pertinent to this work are given.
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A Wolter-Schwarzschild grazing incidence telescope is used to
focus the solar image, via a plane scan mirror, at the common en-
trance slit of a twin spectrometer. Two apertures before the tele-
scope, and light stops after, define the areas of the telescope used
and the illumination of the spectrometers through the slit assem-
bly. In the NIS, light from the slit is incident on a pair of toroidal
gratings at near normal incidence. The gratings are slightly tilted
with respect to each other so that the two stigmatic diffracted
images of the slit can be detected simultaneously on a single
two-dimensional detector. The detector is a micro-channel plate
intensified CCD and has been described by Thompson et al.
(1992). The wavelength ranges of the two bands are 308 Å to
381 Å (hereafter referred to as NIS-1) and 513 Å to 633 Å
(hereafter referred to as NIS-2). The spectrometer entrance slit is
aligned in the solar N–S direction. Two dimensional images are
obtained by moving the scan mirror in the W–E direction. The
field of view of the instrument is 4′ by 4′ and can cover anywhere
on the Sun by moving the instrument’s articulated legs.

3. Method

Various spectroscopic analyses can be applied to obtain a rela-
tive radiometric calibration of CDS NIS. The best direct method,
in terms of the precision achievable, is known as the branching
ratios method (Griffin & McWhirter 1962). This method allows
an intensity calibration to be transferred from one spectral range
where it is known to another where it is needed, by making mea-
surements of suitable spectral line pairs. These line pairs must
satisfy several criteria, namely, they must arise from common
upper levels, have well calculated or measured branching ratios
of spontaneous radiative transition probabilities (A values) and
must lie one in each of the relevant spectral ranges. Neupert &
Kastner (1983) extended this to include line ratios which were
insensitive to the plasma conditions, i.e., electron temperature
and density. From the standpoint of minimising uncertainties,
the branching ratios method is to be preferred since only A val-
ues from a common upper level are needed for any line pair and
these are known to high precision. To derive the insensitive ra-
tios, a model ion is required and thus a combination of electron
excitation rate coefficients is needed as well as the A values. The
uncertainty of the resulting ratio then includes uncertainties in
both the collision rates and the A values and those for the for-
mer are larger than those for the latter. In the present application
of the methods, since the calibration is already established, it is
checked by comparing the measured line intensity ratios with
their predictions.

Suitable line ratios are limited in number, so we also investi-
gate the use of line ratios sensitive to the plasma electron density
or electron temperature, or both.

The work of Landi et al. (1997) involved determining the
DEM distribution and by comparing the intensities from NIS-1
and NIS-2 they were able to determine that the NIS-1 calibration
gave persistently low intensities and needed updating. This ap-
proach is not used. Instead the results of Lanzafame et al. (2005)
are used. They studied the DEM of quiet Sun regions, obtaining
the DEMs from well observed lines with reliable atomic data,
and forward predicted the intensities of other lines. The com-
parison was then made with not only predicted and observed in-
tensities but also predicted and observed line ratios. Their work
allowed limits to be placed on the NIS-1/NIS-2 cross calibra-
tion, and suggested that the uncertainty in the cross calibration
is at most 10%. Our quiet Sun line ratio results are compared
to theirs.

4. Observations and data analysis

Data from the observing sequence NISAT_S (ID17 variation 2)
were used for the present analysis. This sequence builds up
a raster using the 2′′ by 240′′ slit by moving it to 10 adjacent
locations to give an area on the Sun of 20′′ by 240′′ (ignoring
contributions from solar rotation). The exposure time at each
raster step was 50 s and, allowing for the time taken to trans-
mit the data to the ground, the whole sequence took 60 min to
complete. The full spectral ranges of both channels were ob-
served and the use of the narrowest slit optimised the spectral
resolution. The sequence is run at least every week on the quiet
Sun and at least every month on both active regions and coronal
holes. All observations from March 1996, the start of CDS op-
erations, till May 2002 are included in our dataset. The area of
the Sun observed was checked by over-plotting the raster area
on images of the Sun obtained by the EUV Imaging Telescope
(EIT) (Delaboudinière et al. 1995). Mostly the EIT Fexii 195 Å
band was used. Full-Sun and magnified images were used and
each of four equal sections along the length of the slit classified
as quiet Sun, active region, coronal hole or above limb. The di-
vision was done to aid unique assessment since in many of the
observations raster areas included, e.g., both coronal hole and
quiet Sun regions.

The NIS data in each observation require debias correction,
spectral rotation and line tilt correction, cosmic ray cleaning, flat
fielding to allow for the pixel-to-pixel variation in detector re-
sponsivity (a few percent) and, in a few instances, corrections for
non-linearity in detector response. As the detector micro-channel
plate suffers from degradation when exposed to radiation, its re-
sponsivity declines with photons detected, i.e., effectively time.
The NIS optical elements are fixed so the emission lines lie in
more or less the same area and the degradation, i.e., burn-in,
is greatest for the strongest lines. The widths of some lines are
also affected and for this a correction (tied to the burn-in correc-
tion) is available. The change of location of the spectra on the
micro-channel plate because of the elevated temperatures during
the loss of SOHO’s attitude control also meant that a new post-
recovery burn-in correction had to be derived. The radiometric
calibration as detailed in Lang et al. (2002) was also applied.

For each observation, the corrected and calibrated data were
averaged over the 10 mirror positions in the raster. To avoid any
possible edge effects the lowest 15 and highest 9 pixels were ig-
nored and the remaining 120 divided to give four equal segments
each of 50.4′′ along the length of the slit. The data were stored
in four arrays to allow discrimination between NIS-1 and NIS-2
and before and after the SOHO loss-of-attitude. The spectral line
fitting was done using the program ADAS602 in the Atomic
Data and Analysis Structure (ADAS) (Summers 1994, 2001).
In the program (Lang et al. 1990; Brooks et al. 1999) the rele-
vant portions of the observed spectrum can be fitted with a back-
ground and up to ten lines. For observations taken before the
loss-of-attitude the profiles are Gaussian while for observations
after the loss-of-attitude, the profiles are modified Gaussians ap-
propriate for NIS-1 or NIS-2. The parameters of the fit, including
estimates of their standard errors, are obtained by the maximum
likelihood method.

Since only line intensity ratios are used for the NIS, the un-
certainty budget for each line is the burn-in uncertainty of 10%
with an additional 10% for observations taken after SOHO’s
loss-of-attitude control as well as the uncertainty from the line
fitting program. Also needed are the uncertainties for the wave-
length dependent count/photon conversion as given by Lang
et al. (2002). For NIS-1 these relative uncertainties are 15%
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below 368 Å and 25% above 368 Å. For NIS-2 they are 18%
at 584 Å and 29% at the ends of the bands. Linear interpolation
was used between 584 Å and the ends of the band. For NIS-2 in
second order the uncertainties are 12% at 303 Å to 304 Å. These
suffice for ratios within each band but for ratios between NIS-1
and NIS-2 lines, the uncertainties in the NIS-1 and NIS-2 aper-
ture measurements must also be added. These are each 8% as
given in Lang et al. (2000).

5. Monitoring the calibration of NIS-2

5.1. O III

The O iii lines at 525.8 Å (2s22p2 1D2−2s2p3 1P1) and 597.8 Å
(2s22p2 1S0−2s2p3 1P1) form a branching ratio and have a good
wavelength span, covering 72 Å of the NIS-2 wavelength range
of 120 Å. Landi et al. (1997) and Del Zanna et al. (2001) used the
525.8 Å line with the 599.6 Å line (the 2s22p2 1D2−2s2p3 1D2

transition) although the latter noted that the weak 597.8 Å line
was “always in good agreement with the other two lines”. For the
theoretical ratios the A values are taken from the critical compi-
lation by Weise et al. (1996) who rate the uncertainties of the
recommended values as A and A-. In this compilation AA, A
and B represent uncertainties within 1%, 3% and 10% respec-
tively. A- is interpreted as 5%, yielding 6% for the uncertainty
in the ratio. This could be a conservative estimate as the tran-
sitions emanate from a common upper level and problems with
any calculations should tend to cancel.

One small problem with the ratio is that the 597.8 Å tran-
sition is blended with the weak 3/2–3/2 component of the
3s23p 2PJ−3s3p2 2DJ multiplet of Caviii at 597.85 Å. The
1/2–3/2 component of the Ca viii multiplet at 582.84 Å forms
a branching ratio with the blended component but lies in the
wings of the strong He ii line at 584.3 Å and the calibra-
tion changes over the wavelength range between the lines. The
3/2–5/2 component of the Caviii multiplet is at 596.94 Å and
the calibration changes by about 0.4% between this line and the
Caviii/O iii blend. Landi et al. (2004) give the correction re-
quired. However, it is not consistent with the branching ratio
as given in their table of A values. This discrepancy is prob-
ably because the intensity of the blended line was recovered
from the DEM rather than the unblended branching line using
the A value ratio. The correction factor, that is the factor by
which the intensity of the 3/2–5/2 component should be divided
to give the Caviii contribution to its blend with the O iii line,
was evaluated as a function of density for three temperatures
using the ADAS codes ADAS205 and ADAS207. The temper-
atures used were the temperature of maximum ion population
in ionisation equilibrium for Ca viii (as given by Arnaud &
Rothenflug (1985)), the temperature two times larger and the
temperature two times smaller. The correction factor at the max-
imum ion population in ionisation equilibrium (5.6 × 105 K) is
14.0 for densities greater than 1 × 109 cm−3, i.e., for active re-
gions. However, at lower densities, i.e., for the quiet Sun, the
correction factor is density sensitive, decreasing with decreas-
ing density. It is 12.5, 7.2 and 5.5 at densities of 1 × 108 cm−3,
1 × 107 cm−3 and 5 × 106 cm−3 respectively. There is very little
temperature sensitivity of the correction factor above densities
of 1 × 109 cm−3, a factor two change in temperature from the
ionisation balance temperature giving a 4% change. If the upper
levels of the multiplet were statistically populated and followed
the tabulations of Allen (1976), based on the assumptions of

Fig. 1. The O iii line intensity ratio I(525.8 Å)/I(597.8 Å). In each
graph, the solid line parallel to the abscissa is the theoretical branch-
ing ratio while the dashed lines represent the upper and lower ranges
as determined by the addition in quadrature of the uncertainties in the
branching ratio and for each line the burn-in correction and the radio-
metric calibration. The uncertainties in the measured ratios are obtained
from the uncertainties as determined by the fitting routine, including
those of the correction line and the correction factor in the blend cor-
rected ratio.

Russell-Saunders coupling, the correction factor would be nine.
This is the value adopted here.

Figure 1 shows the ratio and the blend corrected ratio over
the first six years of observation. The gap in 1998 when the
spacecraft’s attitude control was lost can easily be identified. As
can be seen from Fig. 1, the blend correction is small, the cor-
rected and uncorrected averages being 3% different. Taking the
correction factor to have an uncertainty of 50% makes a percent
or two difference to the uncertainties of the measured ratios.

The line intensity ratio I(525.8 Å)/I(597.8 Å) was also mea-
sured for active regions, i.e., where the correction factor is inde-
pendent of electron density. However, the weighted averages of
the corrected active region ratios are 10% greater than those for
the quiet Sun. This indicates a possible blending of the 525.8 Å
line in active regions. The blend may also be present for some of
the quiet Sun ratios causing the ratio to be high, as is observed.
This blend would also affect the 525.8 Å to 599.6 Å intensity
ratio, as used by Landi et al. (1997) and Del Zanna et al. (2001),
which is a density insensitive ratio in active regions. This ratio
also has higher theoretical uncertainties than the branching ratio
used here. If a simple atomic model is used whereby the upper
levels of the transitions are only excited from the 2s22p2 1D2
metastable level, with uncertainties of around 15% for the ex-
citation rate coefficients with no contributions from the ground
term, the ratio has uncertainties of about 20% cf. 6% for the
branching ratio used here. This is thus much less sensitive to the
calibration.

Our uncorrected results agree with those of Lanzafame et al.
(2005). The agreement between the measured ratios and the
theory is reasonable, especially noting the possible blend of
the 525.8 Å line. Moreover, this agreement is maintained for
six years and is only slightly changed before and after the loss-
of-attitude of the spacecraft in 1998.
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Fig. 2. The O ii line intensity ratio I(539.1 Å)/I(616.3 Å) as a function
of electron temperature for an electron density of 1 × 108 cm−3.

5.2. O II

The ratio of the intensity of the 3/2–5/2 or the
blend of the 3/2–3/2 and 3/2–1/2 components of the
O ii 2s22p3 4S−2s22p23s 4P multiplet at 539.1 Å or 539.6 Å to
the intensity of the blend of the 5/2–3/2 and 3/2–3/2 components
of the O ii 2s22p3 2D−2s22p23s 2P multiplet at 616.3 Å gives
a good wavelength spread, 77 Å. This ratio has not been
considered before for calibration purposes as it is temperature
sensitive. The theoretical line ratio I(539.1 Å)/I(616.3 Å) is
shown in Fig. 2 as a function of temperature for a density of
1 × 108 cm−3. The temperature of maximum O ii population in
the ionisation equilibrium calculations of Arnaud & Rothenflug
(1985) is 3.2 × 104 K. This distribution falls to zero by 1.0 ×
104 K and 1.6 × 105 K. In the atomic model used in ADAS to
obtain the line ratios, the majority of the A values were taken
from Bell et al. (1994). The effective collision strengths involv-
ing transitions within the 2p3 configuration were taken from
McLaughlin & Bell (1998) and the others from McLaughlin &
Bell (1994). The calculations were done in LS coupling and the
line intensities derived from the multiplet values assuming the
upper levels of the transitions were statistically populated.

Figure 3 shows O ii line intensity ratios. The ratio
I(539.1 Å)/I(539.6 Å) is one. The uncertainty in the ratio is
taken as 20%, including an allowance for the assumption that the
upper levels of the transitions are statistically populated. Only
the burn-in correction uncertainties are added to these as the
lines are very close in wavelength and the radiometric calibra-
tion is effectively the same for each line. The ratios before and
after the loss of spacecraft attitude are constant but different, the
before-loss ratios agreeing better with theory. Comparison with
the other two ratios indicates that the change can be ascribed to
an increase in intensity of the 539.1 Å line by around 15%.

The measured temperature sensitive ratio I(539.6 Å)/
I(616.3 Å) shows little scatter. In this case the A values and
effective collision strengths used were considered to have un-
certainties of 10% and 30% respectively. The difference be-
tween the measured ratios and that expected at a density of 1 ×
108 cm−3 and a temperature of 3.2 × 104 K, the temperature of
maximum ion population in ionisation equilibrium, is attributed
to the atomic data and most likely due to the ∆n = 1 effective
collision strengths and the assumption that the upper levels of
the transitions are statistically populated. There is a slight fall in

Fig. 3. Line intensity ratios for O ii. For the ratio I(539.1 Å)/I(539.6 Å),
the solid line parallel to the abscissa is the theoretical line ratio. The
other two ratios are density sensitive and the dotted line represents the
theory at an electron temperature of 3.2 × 104 K and an electron density
of 1 × 108 cm−3. The pairs of dashed lines in each of the three ratios
represent the upper and lower ranges of the theory as determined by the
addition in quadrature of the uncertainties in the theoretical line ratio
and for each line the radiometric calibration and the burn-in correction.
For the ratio I(539.1 Å)/I(539.6 Å) the uncertainty in the radiometric
calibration is taken as zero as the lines are very close in wavelength. The
uncertainties in the measured ratios are obtained from the uncertainties
as determined by the fitting routine.

the ratio during the first year of operations. However, the ratio
remains the same after the attitude-loss of the spacecraft, albeit
with a larger scatter. This indicates that the calibration has been
maintained over the six years of observations.

5.3. O IV

Ratios involving members of the O iv 2s22p 2P−2s2p2 2P mul-
tiplet at 554 Å and the 2s22p 2P1/2−2s2p2 2S1/2 transition at
608.4 Å were used by both Landi et al. (1997) and Del Zanna
et al. (2001). However, line ratios such as I(554.5 Å)/I(608.4 Å),
where the 554.5 Å line is the strongest component (3/2–3/2) of
the 2P−2P multiplet, are sensitive to electron temperature. At
1.6 × 105 K, the temperature of maximum ion population in ion-
isation equilibrium for O iv as given by Arnaud & Rothenflug
(1985), this line ratio is 5.9. It is 6.4 and 4.7 at 4.0 × 105 K and
6.0 × 104 K respectively, the temperatures at which the ion pop-
ulations have reached zero. The atomic model used for the calcu-
lation employed A values from Froese Fischer (1983), Dankwort
& Treffetz (1978) and Merkelis et al. (1995) and the effective
collision strengths of Zhang et al. (1994). The measured line
intensity ratio I(554.5 Å)/I(608.4 Å) is shown in Fig. 4.

The weighted average of the data taken before the loss-of-
attitude of SOHO is 7% higher than the ratio for the temper-
ature of maximum ionisation population in ionisation equilib-
rium and agrees with theory well within the uncertainties. The
present results also agree with those of Lanzafame et al. (2005).
The data taken after the loss-of-attitude have lower uncertain-
ties, their weighted average is 17% lower than theory and they
also agree with theory within the uncertainties. However, the
two sets of data do not overlap. Active region ratios show the
same behaviour. Noting that the more intense member of the
2P−2S doublet is blended with the strong Mgx 609.79 Å line
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Fig. 4. The O iv line intensity ratios I(554.5 Å)/I(608.4 Å) and
I(554.5 Å)/I(617.0 Å) corrected for the O ii blend for the quiet Sun.
In each graph the dotted line parallel to the abscissa is the theoretical
line ratio at an electron temperature of 1.6 × 105 K while the dashed
lines represent the upper and lower ranges as determined by the addi-
tion in quadrature of the uncertainties in the theoretical line ratio and
for each line the burn-in correction and the radiometric calibration. The
uncertainties in the measured ratios are obtained from the uncertainties
as determined by the fitting routine.

(Brooks et al. 1999), the line intensity ratio I(554.5 Å)/
I(617.0 Å) was investigated. This ratio is more temperature de-
pendent than the I(554.5 Å)/I(608.4 Å) ratio. The 617 Å line is
a blend of the members of the O iv 2s2p2 2D−2p3 2P multiplet
and the O ii 2s22p3 2D3/2−2s22p23s 2P1/2 line. This blend can
be corrected using the intensity of the other two members of the
O ii multiplet at 616.3 Å and theory as just described for O ii.
The resulting ratio is given in Fig. 4.

The correction for the blend increases the uncertainty in
the measured ratio. Note that the correction factor was as ex-
pected for the upper levels of the O ii multiplet being in statis-
tical equilibrium and thus the uncertainty in the factor was ig-
nored. The ratio agrees with theory within the uncertainties. The
step present in the previous ratio at the break in observations
caused by the loss-of-attitude of SOHO is not present. Thus, it
can be concluded there is a problem with the 608.4 Å line after
the loss-of-attitude. This line is in the wings of a very strong line
and the problem is probably the burn-in correction compounded
by the non-Gaussian shape of the post-recovery lines. The spec-
tra moved on the detector as a result of the loss-of-attitude of
SOHO and the movement put this line in the place where the
strong Mgx 609.79 Å line caused detector burn-in before the
loss-of-attitude. The post-recovery changes in both the location
of the spectral lines on the detector, and in the widths of the
much stronger lines around it, combine to make the burn-in of
the 608.4 Å line one of the most difficult to determine in the
whole NIS-2 spectrum. However, as the measured ratios still
agree with theory within the uncertainty, it is not thought prudent
to change the radiometric calibration at 608.4 Å as the problem
is almost certainly the burn-in correction.

5.4. Ca x

The Cax 3s 2S−3p 2P doublet at 557.76 Å and 574.01 Å is ob-
served in NIS-2 spectra. Landi et al. (1997) report the latter line
as blended in active region spectra and Del Zanna et al. (2001)

find that it is blended in on-disc observations. Our quiet Sun
measurements before the loss-of-attitude of SOHO agree with
those of Lanzafame et al. (2005). The measurements of the ra-
tio I(557.8 Å)/I(574.0 Å) lie mostly below the lower uncertain-
ties for the ratio, consistent with the 574.0 Å line being blended.
Using the average of the pre-loss measurements and the theory
ratio, it is estimated that the blending line is about 40% of the
intensity of the 574.01 Å line itself. For about a year after the re-
covery of SOHO, the ratio compares well with the pre-loss mea-
surements but subsequently falls off in intensity. It is difficult to
disentangle the effect of a change in the intensity of the impurity
line and any possible change in the calibration. However, this ra-
tio supports the interpretation of the O iv I(554.5 Å)/I(617.0 Å)
ratio that there is no change in the NIS-2 radiometric calibration
around the loss-of-attitude of SOHO.

6. Monitoring the calibration of NIS-2
in second order

In NIS-2 the Sixi 2s2p 1P−2p2 1D line at 604.1 Å is observed
in first order close to the 2s2 1S−2s2p 1P resonance line at
303.4 Å which is seen in second order in the wings of the sec-
ond order He ii 303.8 Å line. The 604.1 Å line is difficult to
observe with CDS in the quiet Sun (Brooks et al. 1999; Lang
et al. 2001; Lanzafame et al. 2005). Active region observations
of the line were used by Landi et al. (1997) in their calibra-
tion study. Lang et al. (2001) also studied this ion. The atomic
data which determine the population structure of the ion were
reappraised. Calculations of line intensity ratios were done for
a set of temperatures centered on 1.6 × 106 K which is the tem-
perature of maximum ion population in the ionisation equilib-
rium calculations of Arnaud & Rothenflug (1985). The line ra-
tio I(604.1 Å)/I(303.4 Å) is insensitive to electron density and
temperature for solar conditions, the ratio depending on the ra-
tio of electron excitation rates from the ground 2s2 1S level to
the 2p2 1D and 2s2p 1P levels and the ratio of the A values
for the transitions. With increasing density stepwise excitation
to the 2p2 1D level from the 2s2p 1P level increases and results
in a density sensitivity of the ratio above a density of around
5 × 1013 cm−3. A laboratory measurement of the line intensity
ratio was made by König et al. (1996) using a theta-pinch dis-
charge at a density of 3 × 1016 cm−3 where the excitation of the
2p2 1D level is predominately from the 2s2p 1P level. This mea-
surement confirms the theoretical calculations within the exper-
imental uncertainties. Following the uncertainties for the atomic
data as estimated by Lang et al. (2001), namely 10% for the-
oretical intensities for lines excited from the ground level, the
theoretical line ratio for solar conditions can be assigned an un-
certainty of 14%.

The line intensity ratio I(604.1 Å)/I(303.4 Å) is shown in
Fig. 5. The measured ratios agree with theory within the un-
certainties. Most of the data points lie below the theoretical ra-
tio. The loss-of-attitude of the spacecraft made no discernable
change to the ratio, i.e., to the relative calibration of first and
second order in NIS-2 at these wavelengths. There is some vari-
ation with time in the data taken well after the loss-of-attitude of
SOHO. This may be a burn-in effect, as the 303.4 Å line moved
to where the red wing of the strong second order He ii 303.8 Å
line was prior to the loss-of-attitude.

Other Sixi lines could also be used in conjunction with the
303.4 Å line to cross calibrate NIS-2 in second order. However,
such ratios have greater theoretical uncertainty than the one
adopted and were not utilized.
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Fig. 5. The Sixi line intensity ratio I(604.1 Å)/I(303.4 Å). The solid
line parallel to the abscissa is the theoretical line ratio while the dashed
lines represent the upper and lower ranges as determined by the addition
in quadrature of the uncertainties in the theoretical line ratio and for
each line the burn-in correction and the radiometric calibration. The
uncertainties in the measured ratios are obtained from the uncertainties
as determined by the fitting routine.

There is disagreement in the published identifications of sec-
ond order NIS-2 lines. Brooks et al. (1999) only identified the
Sixi 303.4 Å and the He ii 303.8 Å lines. However, Del Zanna
et al. (2001) in addition identified lines in second order which
were given as unidentified by Brooks et al. (1999). Del Zanna
et al. (2001) state that the Brooks et al. (1999) identifications
“were based mostly on line position arguments” while their own
“DEM analysis of each spectrum has enabled an accurate es-
timate of blending in each of the lines”. They do not give de-
tails of their wavelength calibration so it is difficult to compare
their wavelengths with those of Brooks et al. (1999). It should
also be noted that Brooks et al. (1999) had four criteria for ac-
cepting the identification of a line, namely, adequate wavelength
co-incidence, all members of a multiplet should be present at
the expected relative separations and relative intensities, corre-
sponding lines of isoelectronic sequences should appear at their
appropriate wavelengths and intensities and the identifications
should be consistent with the appearance of the position pat-
terns. A position pattern for a line is a plot of the intensity of
the line divided by the mean intensity of the line over all posi-
tions plotted logarithmically as a function of position index. The
position index is an index used to identify each dataset and thus
does not refer to the line position, rather it is an index of solar
location. Therefore, the identifications were based not only on
“line position arguments”, but also on the consistent appearance
of proposed lines in several datasets at different locations on the
Sun and the consistency of their intensity variation between lo-
cations with that of other lines formed at the same temperature,
as well as the other three criteria. These criteria should still be
met, even with the use of a DEM. Some checks were carried out
to see if the identifications proposed by Del Zanna et al. (2001)
could be validated. The Mgviii 2s22p 2P−2s2p2 2P multiplet
has four components, all seen in NIS-1 in first order. Three of
these lie in the NIS-2 second order wavelength range. In sec-
ond order, the 3/2–3/2 component was rejected by Brooks et al.
(1999) as its wavelength co-incidence was inadequate and by
Del Zanna et al. (2001) as it was masked by the strong Ov line

at 629.7 Å. Del Zanna (1999), the basis for the Del Zanna
et al. (2001) publication, gives the component intensity ra-
tio I(1/2–1/2)/I(1/2–3/2) as 2.0 (1.8) and 0.89 (0.92) in NIS-1
and NIS-2 second order respectively, where the figures in paren-
thesis are those from Brooks et al. (1999). The ratio of the lines
should be the same, not a factor of two different. This was one of
the reasons the identification of these lines in second order was
rejected by Brooks et al. (1999). The Si ix 2s22p2 3P−2s2p3 3P
multiplet lies in one of the CDS GIS wavebands (GIS-2, 256 Å
to 338 Å) and in NIS-2 second order. Again there is a prob-
lem with the line ratios as observed in GIS-2 and NIS-2 sec-
ond order which casts doubt on the Si ix identifications as given
by Del Zanna (1999) and used in Del Zanna et al. (2001). It
is difficult to check the use of single lines by Del Zanna et al.
(2001) but note that the majority had been rejected by Brooks
et al. (1999) mostly on wavelength and or position pattern con-
siderations. Landi et al. (1997) also identify NIS-2 lines in sec-
ond order in active region observations but do not give details
of their wavelength calibration. For the present work, a cautious
approach is adopted and the identifications by Del Zanna et al.
(2001) and Landi et al. (1997) which cannot be checked are re-
jected. Thus we are left only with the Sixi ratio.

7. Monitoring the intercalibration of NIS-2 and NIS-1

7.1. Si XI

The Sixi 2s2p 3P−2p2 3P multiplet lies in the NIS-1 wave-
length range. Using CDS Lang et al. (2001) found that the mul-
tiplet could only be identified in active region spectra. Indeed,
of the six lines of the multiplet, only the 2–1 component at
371.5 Å was unblended. The 2s2 1S−2s2p 3P1 intercombina-
tion line is observed in the NIS-2 spectrum at 580.92 Å. At low,
i.e., quiet Sun densities, the 2p2 3P term is excited both from
the ground 2s2 1S and 2s2p 3P levels giving density sensitiv-
ity to the I(371.5 Å)/I(580.9 Å) ratio. The density dependence
ceases when the excitation to the 2p2 3P term is dominated by
excitation from the metastable 2s2p 3P levels, i.e., just below 1 ×
1010 cm−3 to about 5 × 1013 cm−3. Finally, when the 2s2p 3P lev-
els are depopulated by collisions rather than radiative decay, the
line ratio again becomes density sensitive. In the present analy-
sis, as for the previous Sixi line ratio, the atomic model and its
uncertainties as given by Lang et al. (2001) are adopted. For this
ratio, the laboratory measurement using a theta-pinch at a den-
sity 3 × 1016 cm−3 is lower than theory. The same is true for the
ratio of the 2s2p 3P2−2p2 3P1 line to the 2s2 1S−2s2p 1P res-
onance line. In this case Lang et al. (2001) point out, following
comparisons with laboratory measurements on a tokamak and
theta-pinch discharges for lower-charged isoelectronic ions, that
there could be a problem with the atomic model for triplet lines
at theta-pinch densities. Brooks & Warren (2006) suggest that
the 580.92 Å Sixi line could be affected by blending with the
3/2–3/2 and 1/2–3/2 members of the O ii 2s22p3 2P−2s2p4 2P
multiplet at 580.97 Å. For the data taken before the loss-of-
attitude the measured intensities of the O ii blend at 616.3 Å
were used to estimate the intensities of the suggested blending
lines and the Sixi line ratio corrected. The maximum correction
was 1.3% and the average correction 0.06%, consistent with the
Sixi 580.92 Å line being unblended with O ii. Figure 6 shows
the uncorrected line ratio for active region measurements where
it is independent of density. The measurements lie below the the-
ory, consistent with the 580.92 Å line being blended, with some
ratios agreeing within the uncertainties. There is no trend over
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Fig. 6. The Sixi line intensity ratio I(371.5 Å)/I(580.9 Å). The solid
line parallel to the abscissa is the theoretical line ratio while the dashed
lines represent the upper and lower ranges as determined by the addition
in quadrature of the uncertainties in the theoretical line ratio and for
each line the burn-in correction and the radiometric calibration. The
uncertainties in the measured ratios are obtained from the uncertainties
as determined by the fitting routine.

the six year period and no apparent change before and after the
period of loss-of-attitude of the spacecraft.

Obviously other Sixi lines in NIS-2 could be used with the
NIS-1 375.1 Å Sixi line, but in such cases the theoretical line
ratio uncertainties were higher so the ratios were not used in the
present work.

7.2. O III

The O iii 2s22p2 3P−2s22p3s 3P multiplet was identified in the
quiet Sun spectrum by Brooks et al. (1999). The 1–2 component
was found at 373.804 Å, a blend of the 0–1, 2–2 and 1–1 compo-
nents at 374.097 Å, and a blend of the 1–0 and 2–1 components
at 374.433 Å. The three ratios formed by pairs of these lines
are shown in Fig. 7. The weighted means of the ratios are all
higher than theory. As the ratios with the 1–2 component or the
sum of the 1–0 and 2–1 components in the numerator are much
higher compared to theory than the ratio between the two lines,
i.e., I(1–2)/I(1–0, 2–1), it could be argued that these lines have
unidentified blends. In their studies of the DEM of the quiet Sun
using CDS Lanzafame et al. (2005) found ratios consistent with
the present ratios. However, their DEM reconstruction of the line
intensities was lower than the observations. They ruled out er-
rors in the CDS NIS-1 to NIS-2 cross calibration as a cause of
the discrepancy.

The atomic model used in ADAS to derive the line ratios
used effective collision strengths and A values from Aggarwal &
Keenan (1999) and Weise et al. (1996). As discussed in Sect. 6,
O iii lines are identified in the NIS-2 spectra. The line inten-
sity ratio I(374.1 Å)/I(599.6 Å) is given in Fig. 8 as a function
of electron temperature. The ratio is plotted for three electron
densities and increases slightly with density. The temperature of
maximum ion population in ionisation equilibrium for O iii as
given by Arnaud & Rothenflug (1985) is 1.0 × 105 K.

The line intensity ratio I(374.1 Å)/I(599.6 Å) as measured
using CDS is shown in Fig. 9. Below 3.2 × 104 K and above
3.2 × 105 K the O iii ion populations in ionisation equilibrium
as given by Arnaud & Rothenflug (1985) are zero. Thus it is

Fig. 7. Line intensity ratios between the observed components of the
O iii 2s22p2 3P−2s22p3s 3P multiplet. In each graph, the solid line par-
allel to the abscissa is the theoretical line ratio. The uncertainties in the
measured ratios are obtained from the uncertainties as determined by
the fitting routine.

Fig. 8. The O iii line intensity ratio I(374.1 Å)/I(599.6 Å) as a function
of electron temperature for three electron densities, 1 × 108 cm−3 (solid
line), 1 × 109 cm−3 (dashed line) and 1 × 1011 cm−3 (dotted line).

expected, as can be seen from Fig. 8, that the range of line inten-
sity ratios is from about 0.014 to 0.3. Inspection of Fig. 9 shows
this to be the case within the uncertainties of the measured ra-
tios, apart from one point. The majority of measured ratios lie
within a much narrower range. Indeed the scatter of the mea-
sured ratios is not too much different from ratios where there is
no dependence on plasma conditions and validates the use of this
temperature dependent line ratio. As for the previous ratio (Sixi)
there is no trend over the six year period and no apparent change
before and after the period of loss-of-attitude of the spacecraft.

7.3. Ne V

Members of the Nev 2s22p2 3P−2s2p3 3D multiplet were
identified in the NIS-2 quiet Sun spectrum by Brooks et al.
(1999), the 2–3 and 2–2 components being found blended
at 572.311 Å. They also identified members of the Nev
2s22p2 3P−2s2p3 3S multiplet with the 2–1 component being
found at 359.374 Å in the quiet Sun NIS-1 spectrum. The line
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Fig. 9. The O iii line intensity ratio I(374.1 Å)/I(599.6 Å). The dotted
line parallel to the abscissa is the theoretical line ratio at the tempera-
ture of maximum ion population in ionisation equilibrium for O iii as
given by Arnaud & Rothenflug (1985). The dashed lines represent the
upper and lower ranges as determined by the addition in quadrature of
the uncertainties in the theoretical line ratio and for each line the burn-
in correction and the radiometric calibration. The uncertainties in the
measured ratios are obtained from the uncertainties as determined by
the fitting routine.

intensity ratio I(359.374 Å)/I(572.311 Å) is given in Fig. 10.
The theoretical ratio was calculated using ADAS with the effec-
tive collision strengths and A values from the work of Griffin &
Badnell (2000). The ratio is sensitive to temperature but insensi-
tive to density in the range from 1 × 108 cm−3 to 1 × 1015 cm−3

and then increases with density. The temperature of maximum
ion population in ionisation equilibrium for Nev as given by
Arnaud & Rothenflug (1985) is 3.2 × 105 K. The experimen-
tal point is from the laboratory measurements by Lang (1988)
where the spectral lines were produced using a theta-pinch dis-
charge whose electron density was 6.2 × 1015 cm−3 at the time
of peak Nev emission. The theoretical ratio is 50% higher than
the measurement. If the uncertainty in the theoretical intensity
ratio is taken as 20%, arising mainly from assigning an uncer-
tainty of 15% to the effective collision strengths, experiment and
theory agree within their uncertainties.

The ratio measured using CDS is shown in Fig. 11. Below
1 × 105 K and above 8 × 105 K the Nev ion populations in
ionisation equilibrium as given by Arnaud & Rothenflug (1985)
are zero. Thus it is expected, as can be seen from Fig. 10, that
the range of line intensity ratios is from about 0.12 to 0.50. For
the period before the loss-of-attitude of SOHO most of the mea-
sured line ratios lie above the value expected from theory for
the temperature of maximum ion population in ionisation bal-
ance and some ratios lie above the theoretical ratio at the tem-
perature at which the ion population has fallen to zero. The ob-
servations used by Lanzafame et al. (2005) in their DEM study
were taken before the loss-of-attitude of SOHO. They found that
the intensity of the 572 Å blend was overestimated by their re-
construction. However, their DEM at the temperature of Nev
was constrained by the other line in the present ratio. They as-
cribed the atomic data as a possible cause of the discrepancy as
their study ruled out a possible inaccuracy in the NIS-1 to NIS-2
cross-calibration. The results taken before the loss-of-attitude in-
dicate the usefulness of this temperature sensitive line ratio for
calibration purposes. After the loss-of-attitude the results are

Fig. 10. The Nev line intensity ratio I(359 Å)/I(572 Å), i.e.,
I(2s22p2 3P2−2s2p3 3S1)/I(2s22p2 3P2−2s2p3 3D2,3, as a function of
electron temperature. The laboratory measurement of Lang (1988) ob-
tained at an electron density of 6.2 × 1015 cm−3 is indicated by the cross
with error bars.

Fig. 11. The Nev line intensity ratio I(359 Å)/I(572 Å). The dotted line
parallel to the abscissa is the theoretical line ratio at the temperature of
maximum ion population in ionisation equilibrium for Nev as given by
Arnaud & Rothenflug (1985). The dashed lines represent the upper and
lower ranges as determined by the addition in quadrature of the uncer-
tainties in the theoretical line ratio and for each line the burn-in correc-
tion and the radiometric calibration. The uncertainties in the measured
ratios are obtained from the uncertainties as determined by the fitting
routine.

more sparse and varying. This is a direct result of the loss of
resolution of NIS-1 after the loss-of-attitude. The Fexiii lines
identified at 359.777 Å by Brooks et al. (1999) are difficult to re-
solve from the Nev line. However, the results indicate that there
is no obvious change in the ratio after the loss-of-attitude.

8. Monitoring the calibration of NIS-1

8.1. Fe XI

Brooks et al. (1999) identified all components of the Fexi
3s23p4 3P−3s3p5 3P multiplet with the 2–2 and 1–2 components
at 352.7 Å and 369.2 Å, respectively, being unblended. This
was confirmed by the DEM analysis of Lanzafame et al. (2005).



J. Lang et al.: The in-flight monitoring and validation of the CDS NIS calibration 347

Fig. 12. The Fexi line intensity ratio I(352.7 Å)/I(369.2 Å). The solid
line parallel to the abscissa is the theoretical branching ratio. The dashed
lines represent the upper and lower ranges as determined by the addition
in quadrature of the uncertainties in the theoretical line ratio and for
each line the burn-in correction and the radiometric calibration. The
uncertainties in the measured ratios are obtained from the uncertainties
as determined by the fitting routine.

These lines form a branching ratio. In their critically evaluated
data, Shirai et al. (2000) gave the A value ratio A(2-2)/A(1-2)
as (1.7 × 109)/(5.3 × 108) = 3.21. In papers not included
in the evaluation, Bhatia & Doschek (1996) gave the ratio as
(2.529 × 109)/(8.007 × 108) = 3.16 and Fritzsche et al. (2000)
gave (2.23 × 109)/(6.98 × 108) = 3.20. Although the ratio is 3.2
there are differences between the A values from the critically
evaluated and the two later publications. Shirai et al. (2000) give
the uncertainty in each of the A values as C where C stands for
uncertainties within 25% and B for uncertainties within 10%.
For the branching ratio an uncertainty of 20% is adopted, not-
ing that as a ratio is formed, some of the uncertainties in each
A value will tend to cancel, as shown.

The ratio measured using CDS quiet Sun observations is
shown in Fig. 12. There is no discernable change in the ratio
after the loss-of-attitude or with time over the six years of op-
erations. The weighted means of the ratio are 2.23 ± 0.09 and
2.41 ± 0.14 for observations before and after the loss-of-attitude,
respectively. However, a large range of values has been measured
for this branching ratio, even larger than the spread obtained in
ratios dependent on the plasma conditions. The ratio has been
measured using SERTS. Thomas & Neupert (1994) obtained
3.28 ± 0.58 for active region observations from SERTS-89.
Brosius et al. (1996) obtained 2.46 ± 0.78, 1.53 ± 0.43, and
4.00 ± 1.88 for quiet Sun, active region and off-limb observa-
tions, respectively, from SERTS-91. They also obtained 3.48 ±
0.87 and 2.90 ± 0.72 for quiet Sun and active region observa-
tions from SERTS-93. As for the present observations, there is
a large range of values, some of which do not agree within their
uncertainties. This could be the result of occasional blending of
the lines. If the theoretical ratio is correct, one line would have
to be blended to give the low results while the other would need
to be blended to give the high results.

On the whole the results validate the calibration within the
uncertainties and do not provide any evidence that the calibration
needs to be changed.

Fig. 13. The Fexii I(346.9 Å)/I(364.5 Å) quiet Sun line intensity ratio.
The solid line parallel to the abscissa is the theoretical ratio. The dashed
lines represent the upper and lower ranges as determined by the addition
in quadrature of the uncertainties in the theoretical line ratio and for
each line the burn-in and the radiometric calibration. The uncertainties
in the measured ratios are obtained from the uncertainties as determined
by the fitting routine.

8.2. Fe XII

The intensity ratio I(346.9 Å)/I(364.5 Å) of the 3/2–1/2 and
3/2–5/2 components of the Fexii 3s23p3 4S−3s3p4 4P multi-
plet is shown in Fig. 13 for quiet Sun observations. The line
ratio (0.35), which is insensitive to electron density and tem-
perature for quiet Sun and active regions, was evaluated using
ADAS. The radiative data were from Binello et al. (2001) and
the collision data from Tayal et al. (1987), for transitions within
the ground configuration, and from Flower (1977), for transi-
tions involving higher levels. Binello et al. (2001) obtain 0.31
using different collision strengths while Keenan et al. (1996) ob-
tained 0.35 with slightly different atomic data, namely the data
from Tayal & Henry (1988) for transitions between the 3s23p3

and 3s3p4 levels. The estimated uncertainty in the ratio is 10%,
noting that changing atomic data makes little difference to the
ratio, that as transitions within the same multiplet are being con-
sidered uncertainties will tend to cancel, and that the calculated
ratio is close to that for the relative strength of multiplets (0.33)
as given by Allen (1976) (where it is assumed that the levels of
the upper term in the multiplet are statistically populated).

The data taken before the loss-of-attitude are lower and less
variable than the later data. The 346.9 Å line is weak and difficult
to measure. The post-loss situation with the change in line profile
is worse than the pre-loss case, the post-loss fitting uncertainties
being higher. In active region spectra the Si xi 2s2p 3P−2p2 3P
multiplet is observed (e.g. Lang et al. 2001) and its 1–1 com-
ponent at 364.494 Å will blend with the 364.486 Å Fexii line.
Young et al. (1998) estimate the contribution of the Sixi line
to the blend in the SERTS-89 active region spectra of Thomas &
Neupert (1994) as 7% while Landi et al. (1997) estimate the con-
tribution in their active region spectrum to be less than 5%. The
Sixi line was not reported in the quiet Sun spectra of Brooks
et al. (1999) and Del Zanna et al. (2001) noted the line was
blended in active region but not in quiet Sun spectra. The re-
sults from the various SERTS observations again cover the range
observed by CDS. For the SERTS-89 active region the ratio
is 0.27 ± 0.05 (corrected to 0.30 ± 0.05) (Thomas & Neupert
1994 and Young et al. 1998, respectively). The SERTS-91
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results are 0.56 ± 0.11, 0.53 ± 0.11 and 0.55 ± 0.10 for active
region, quiet Sun and above limb spectra respectively and from
SERTS-93 0.43 ± 0.07 and 0.35 ± 0.06 for active region and
quiet Sun (Brosius et al. 1996, uncorrected for Sixi). These re-
sults cover the range of values of the present quiet Sun CDS ob-
servations. This coupled with the fact that the mean of the post-
recovery results is 36% higher than the pre-loss results but that
many of the post-loss results still agree with theory make it dif-
ficult to conclude that this ratio indicates a calibration change
because of the loss-of-attitude.

8.3. Mg VIII

All the lines of the Mgviii 2s22p 2P−2s2p2 2P multiplet are
observed in NIS-1 both in quiet Sun and active region spectra.

The necessary theoretical ratios were obtained using ADAS.
The A values needed were obtained from Merkelis et al. (1995)
apart from that between the 1/2–3/2 levels of the ground term
which was taken from Froese Fischer (1983). The A values are
estimated each to have uncertainties of 10% based on the work
of Weise et al. (1996). The effective collision strengths needed
for the calculations were from Zhang et al. (1994) and are esti-
mated to have uncertainties of 15%. The temperature of max-
imum ion population in ionisation equilibrium for Mgviii as
given by Arnaud & Rothenflug (1985) is 7.9 × 105 K.

The quiet Sun DEM analysis by Lanzafame et al. (2005) for
data taken before the loss-of-attitude found that the 315.0 Å line
may be affected by a blend which contributes 50% of the line
intensity, i.e., the fitted intensity of the line must be reduced by
a factor 1.5. Although the measured branching ratio involving
this line agreed with theory within the observational uncertain-
ties, allowing for the blend gave much better agreement and also
the electron densities measured using the non-branching line
ratios agreed well. Applying this factor to quiet Sun observa-
tions taken before the loss-of-attitude of the spacecraft, the ra-
tios in Fig. 14 are obtained. At densities above those of the quiet
Sun, the non-branching line ratios become insensitive to density,
reaching upper limits which are indicated in the figure.

The I(313.7 Å)/I(317.0 Å) branching ratio is in good
agreement with theory for observations before and after
the period of the loss-of-attitude of the spacecraft. For the
I(315.0 Å)/I(311.8 Å) branching ratio, the data are sparse
as there are difficulties in fitting the 311.8 Å line in
quiet Sun post-recovery data. For the density sensitive ratio
I(315.0 Å)/I(317.0 Å) the data are lower than the limit value
as expected, since quiet Sun densities are below the high density
limit and the ratio increases with increasing density, while the
ratios taken before and after the spacecraft loss-of-attitude are
in agreement, with larger scatter in the post-loss observations.
Once more, a density sensitive line intensity ratio has been used
to validate the calibration. For the I(311.8 Å)/I(317.0 Å) ratio
again difficulties in the fitting of the 311.8 Å line preclude com-
parison with the earlier data.

Figure 15 shows active region data for the same ratios
as in Fig. 14 with the same correction factor for the inten-
sity of the 315.0 Å line taken before the loss-of-attitude. The
I(313.7 Å)/I(317.0 Å) branching ratio is again in good agree-
ment with theory. For the I(315.0 Å)/I(311.8 Å) branching ratio,
there are fewer points pre-recovery but more later and although
the data are sparse, it can be concluded that the ratio is the same
for the full period of observations. The I(315.0 Å)/I(317.0 Å)

Fig. 14. Quiet Sun line intensity ratio for the Mgviii
2s22p 2P−2s2p2 2P multiplet where the fitted intensities of the
315.0 Å line in observations taken before the loss-of-attitude have been
reduced by a factor 1.5. In the two upper graphs, the solid lines parallel
to the abscissa are the theoretical branching ratios. The dashed lines
represent the upper and lower ranges as determined by the addition
in quadrature of the uncertainties in the theoretical line ratio and for
each line the burn-in correction and the radiometric calibration. In the
two lower graphs, the dotted lines give the high density limit for the
ratios, i.e., for densities greater than in the quiet Sun, and the dash dot
lines represent the upper and lower ranges. The uncertainties in the
measured ratios are obtained from the uncertainties as determined by
the fitting routine.

ratio is lower than theory but still within the uncertainties and
again the ratio is the same for the whole period of observation.

The correction factor to the measured 315.0 Å line was
applied to both quiet Sun and active region spectra for data
taken before the loss-of-attitude. The presence of an unknown
blend, as suggested by Lanzafame et al. (2005), who dealt only
with quiet Sun data taken before the loss-of-attitude, is invali-
dated by the fact that the correction factor (1.5) is needed also
for active region ratios. They suggested the blend, from a line
formed at a temperature below that of Mgviii formation, to give
agreement with a similar study of the SERTS-89 active region
spectrum (Lanzafame et al. 2002) which indicated no blending.
Moreover, it should be emphasized that the correction was not
made to data acquired post-recovery. A possible explanation of
the data is that pre-recovery the responsivity locally at 315 Å
is wrong and that after recovery when the spectra shifted a few
pixels on the detector, the line moved away from the problem
area. The responsivity of NIS-1 in this wavelength region (see
Lang et al. 2002) is determined from the analysis of coordinated
measurement with the SERTS-97 rocket flight (Thomas 2002).
The CDS responsivity is taken as a smooth curve through the
spread of the SERTS-97 determined responsivity points. One of
the comparison lines is in fact the 315.0 Å line. The present
results indicate that the CDS responsivity at 315 Å should be
increased by a factor 1.5 (as the intensity and responsivity are
inversely proportional) and that the SERTS point at this wave-
length should be increased slightly more than this factor as it
lies below the CDS curve.

The active region results show that the I(311.8 Å)/I(317.0 Å)
ratio differs before and after the loss-of-attitude period, agreeing
with theory before but being outside the combined uncertain-
ties afterwards. The other ratio involving the 311.8 Å lines has
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Fig. 15. Active region line intensity ratio for the Mgviii
2s22p 2P−2s2p2 2P multiplet where the fitted intensities of the
315.0 Å line in observations taken before the loss-of-attitude have been
reduced by a factor 1.5. In each graph the solid line parallel to the
abscissa is the theoretical ratio. In the two lower graphs the theoretical
ratio is the high density limit, i.e., the constant value expected at active
region densities. The dashed lines represent the upper and lower ranges
as determined by the addition in quadrature of the uncertainties in the
theoretical line ratio and for each line the burn-in correction and the
radiometric calibration. The uncertainties in the measured ratios are
obtained from the uncertainties as determined by the fitting routine.

sparse and variable data and does not rule out a problem with
the 311.8 Å line while ratios involving the 317.0 Å line show
agreement with theory. The 311.8 Å line is outside the wave-
length range of the SERTS-97 to CDS comparisons and thus
the CDS responsivity at wavelengths below the SERTS-97 com-
parison range should perhaps be assigned higher uncertainties.
The data indicate that the post-recovery responsivity at 311.8 Å
should be increased to give agreement with theory and the
pre-recovery results. Within the uncertainties, the results from
three SERTS flights given by Bhatia and Thomas (1998) agree
with those of Figs. 14 and 15.

The Mgviii 2s22p 2P−2s2p2 2S doublet is also observed,
the 1/2–1/2 and 3/2–1/2 transitions being at 335.231 Å and
338.983 Å respectively. The former is often blended and cannot
be resolved from the 335.396 Å Fexvi line in quiet Sun spectra
and is dominated by it in active region spectra. However, the line
ratio I(2s22p 2P1/2−2s2p2 2P1/2)/I(2s22p 2P3/2−2s2p2 2S1/2),
i.e., I(313.74 Å)/I(338.98 Å), is density independent in active
region spectra and density sensitive in quiet Sun spectra. The ac-
tive region line intensity ratio I(313.74 Å)/I(338.98 Å) is shown
in Fig. 16. The 338.98 Å line is difficult to fit in the post-loss
data and this is reflected in the increase in line ratio uncertain-
ties post-loss.

The theoretical results are obtained from the same
ADAS data as used for the previous Mgviii ratios. The pre-
recovery data yield a steady ratio while the post-recovery data
show larger variation and are higher, but most points agree with
theory within the uncertainties. A similar plot for the quiet Sun
data shows the same consistency pre-loss while post-loss data
have many points agreeing with the pre-loss data but still with
the large spread in ratio as in the active region results. The results
from three SERTS flights given by Bhatia & Thomas (1998)
agree with the pre-loss ratios. Attributing the change in ratio to

Fig. 16. The Mgviii I(313.74 Å)/I(338.98 Å) active region line inten-
sity ratio. The solid line parallel to the abscissa is the theoretical ratio.
The dashed lines represent the upper and lower ranges as determined
by the addition in quadrature of the uncertainties in the theoretical line
ratio and for each line the burn-in correction and the radiometric cali-
bration. The uncertainties in the measured ratios are obtained from the
uncertainties as determined by the fitting routine.

a change in the intensity of the 313.74 Å line is inconsistent
with the ratios just discussed. If the change were in the 338.98 Å
line, it has to be such that the line intensity is too low giving
a high result for the ratio, which rules out blending in the less
well-resolved post-recovery data but does not rule out changes in
responsivity post-recovery. Although most of the post-recovery
results in Fig. 16 agree with theory within the uncertainties, it
appears that the post-recovery responsivity at 338.98 Å needs to
be changed because even though many points fall within the un-
certainties they are now at the upper limit whereas pre-loss they
were all near the lower limit.

8.4. Fe XVI

The Fexvi 2p63s 2S−2p63p 2P doublet is observed at
335.396 Å (1/2–3/2 component) and 360.743 Å (1/2–1/2 com-
ponent). The 335.396 Å line is blended. The blend
with the 1/2-1/2 component (335.231 Å) of the Mgviii
2s22p 2P−2s2p2 2S doublet is corrected using the intensity
of the 3/2-1/2 component at 338.98 Å and the theory as given
above for Mgviii. The uncertainty in the correction is taken as
50%. The Fexii 3s23p3 2D3/2−3s3p4 2D3/2 line at 335.06 Å
could also be present in the blend. This line was not present
in the quiet Sun CDS spectrum of Brooks et al. (1999) but
was observed in the SERTS-89 active region spectrum by
Thomas & Neupert (1994). However, in their DEM study of
the SERTS spectrum Lanzafame et al. (2002) find that this
line is too strong compared to observations by a factor of 2.6.
Interestingly, Young et al. (1998) give the wavelength of the
line as 335.34 Å based on the work of Jupén et al. (1993) as
opposed to the NIST Standard database (Martin et al. 1995).
The only way to account for the blend of the Fexii line with the
Fexvi line using CDS NIS observations is to use the intensity
ratio of the Fexii line to the Fexii 3s23p3 2D5/2−3s3p4 2D5/2

transition at 338.263 Å. Brosius et al. (1996), Young et al.
(1998) and Lanzafame et al. (2002) all find this line is blended
with an unknown line. Lanzafame et al. (2002) find that the
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Fig. 17. The Fexvi I(335.4 Å)/I(360.7 Å) active region line intensity
ratio. The solid lines parallel to the abscissa are the theoretical ratios.
The dashed lines represent the upper and lower ranges as determined
by the addition in quadrature of the uncertainties in the theoretical line
ratio and for each line the burn-in correction and the radiometric cali-
bration. The uncertainties in the measured ratios are obtained from the
uncertainties as determined by the fitting routine.

measured intensity is 20% to 30% higher than theory. This is
consistent with the results of Young et al. (1998) when it is noted
that the line used in the branching ratio to obtain the estimate
is marginally underestimated in the DEM of Lanzafame et al.
(2002). Furthermore, the Fexii ratio is density sensitive, being
4.1, 2.4, 1.2, and 1.2 at densities of 1 × 108 cm−3, 1 × 109 cm−3,
1 × 1010 cm−3, and 1 × 1011 cm−3 as evaluated using the atomic
data discussed in Sect. 8.2. To obtain the correction, the blend
is evaluated using the data of Lanzafame et al. (2002) and
a factor of 1.2. The uncertainties in the blend and the line ratio
corrections are each taken as 100%.

The Fexvi line intensity ratio I(335.4 Å)/I(360.7 Å) is
shown in Fig. 17. The average magnitude of the corrections for
the Mgviii and Fexii blends are each 2% and are thus insensi-
tive to the uncertainties assigned to the corrections. In the atomic
model used to calculate the line ratio the atomic data needed
were taken from Sampson et al. (1990). The uncertainty in the
theoretical line ratio is taken to be 10%, noting that it is close
to the value expected for the relative strengths of multiplets as
given by Allen (1976). The temperature of maximum ion pop-
ulation in ionisation equilibrium for Fexvi as given by Arnaud
& Raymond (1994) is 2.5 × 106 K and the line ratio is insensi-
tive to temperature and density for the temperatures over which
the ion emits and active region densities. The agreement with
theory for the ratio is within the uncertainties. There is a 17%
increase in the weighted means of the ratios taken after the re-
covery of the spacecraft compared to the mean of the data taken
before the loss-of-attitude. However, this cannot be directly re-
lated to changes in responsivity. As noted by Lang et al. (2002),
the wide-slit burn-in is not fully known for these lines and could
well account for the differences in the ratios before and after
the loss of spacecraft attitude. The active region SERTS-89 re-
sults (2.2 ± 0.5, Thomas & Neupert 1994) and SERTS-91 and
SERTS-93 results (1.9 ± 0.3 and 2.0 ± 0.3, Brosius et al. 1996)
agree with the present results.

Fig. 18. For each of NIS-1, NIS-2 and NIS-2 second order, the wave-
lengths covered by the present analysis are indicated. Within NIS-1
and NIS-2 horizontal bars with crosses indicate the wavelength range
of a line ratio. Vertical bars indicate a wavelength that is used to com-
pare between the wavebands, the symbol above the bar indicating which
pairs form each line ratio.

8.5. Mg IX

It was noted in Lang et al. (2002) that there were indications that
NIS-1 lost responsivity after the attitude-loss of SOHO by about
a factor 1.5 at 368 Å (Mg ix). This was based on a preliminary
analysis of data taken using the SYNOP observing sequence
which is run daily to give synoptic scans of 4′ wide rasters along
the the solar meridian. A more sophisticated analysis to study
network contrast and EUV irradiance (Thompson 2006) shows
that the indications were false and the factor 1.5 need not be
applied.

9. Discussion and conclusions

For NIS-2 the analysis indicates that the O iii 525.8 Å line is
blended in active regions and that there are changes in the inten-
sities of the O ii 539.1 Å line and the O iv 608.4 Å line, the latter
probably as a result of difficulties in the burn-in correction after
the loss-of-attitude of SOHO.

The O ii, O iii and O iv lines in NIS-2 give good wavelength
coverage as shown in Fig. 18 where the responsivities of NIS-1
and NIS-2 are shown along with the line pairs used in the present
work. For data taken before the loss-of-attitude of SOHO all the
ratios agree with theory within the uncertainties, validating the
radiometric calibration. For data taken after the loss-of-attitude,
there are small changes in the O ii and O iii ratios while the O iv
(I(554.5 Å)/I(617 Å)) ratio increases slightly with time. These
changes are within the uncertainties of the measurements. There
is no reason to change the radiometric calibration.

For NIS-2 in second order the measurements of the Sixi
303.4 Å line could be affected by a burn-in effect in the data
taken after the loss-of-attitude. However, the data taken before
loss-of-attitude validates the calibration and although the ratio
falls in later years, there is no need to change the calibration.
The ratio used calibrates the NIS-2 in second order for both the
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Sixi and He ii lines which are the only lines conclusively iden-
tified in this wavelength band.

For the NIS-2 and NIS-1 inter-comparison line ratios from
O iii, Nev and Sixi validate the calibration, albeit that the
Sixi ratios are at the limit of the uncertainties with some out-
side the limit. This is in agreement with the work of Lanzafame
et al. (2005). The ratios also indicate that the loss-of-attitude of
SOHO did not cause any change in the intercalibration.

For NIS-2, the ratios from Fexi and Fexii are found
to be variable as in other measurements. Both could be af-
fected by unknown blends. The Mgviii ratio involving the
2s22p 2P−2s2p2 2S line agrees with other measurements for
data taken before the loss-of-attitude and there could well be
a problem with the radiometric calibration at 338.98 Å although
most of the post-recovery results agree with theory within the
uncertainties. The other Mgviii ratios indicate that there is
a problem with the calibration at 315.0 Å for data taken be-
fore the loss-of-attitude of SOHO and that the responsivity at
311.8 Å should perhaps have higher uncertainties and that the
radiometric calibration could be changed to give agreement with
results taken before the loss-of-attitude. The Fexvi ratio also
agrees with theory. The measurements taken before the loss-of-
attitude are lower and less variable than those taken afterwards.
The burn-in is not fully known for these lines and could ac-
count for the differences. Apart from the measurements of the
338.98 Å, 311.8 Å, and 315.0 Å lines, the results indicate that
the radiometric calibration of NIS-2 is validated.

The line ratios measured in the present investigation indicate
that overall, apart from three specific wavelengths, the relative
radiometric calibration is validated, yielding results which agree
with theory within the uncertainties. Moreover, the calibration
is maintained over the years of observation. Problems with the
burn-in correction account for difficulties at 608.4 Å, 303.4 Å
(seen in second order), 335.4 Å, and 360.7 Å.

It can be considered that the NIS-2, NIS-2 second order and
NIS-1 to NIS-2 inter-comparisons relate the calibrations at the
lower wavelength range of NIS-2, the second order NIS-2 wave-
lengths and the higher end of the NIS-1 wavelength range with
the longer wavelength range of NIS-2, as shown in Fig. 18. In
addition, the NIS-1 ratios relate the shorter wavelength in that
channel to the longer wavelengths and thus to the longer wave-
lengths in NIS-2. The radiometric intercalibration of CDS and
the SUMER experiment on SOHO was done for lines in the
longer wavelength range of NIS-2 (584 Å, 609 Å, and 624 Å)
covering the first 4.6 years of joint observations and indicates
that the radiometric calibration in the long wavelength part of
NIS-2 was maintained (Pauluhn et al. 2002b). The present results
thus extend this result to the whole NIS range with the exception
of three wavelengths.

The line ratios method has been extended successfully from
the use of branching ratios and ratios which are independent of
plasma conditions to the use of ratios which are density or tem-
perature sensitive.
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