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Abstract: The purpose of this research was to analyze the prevalence of fake news on social networks,
and implicitly, the economic crisis generated by the COVID-19 pandemic, as well as the identification
of solutions for filtering and detecting fake news. In this context, we created a series of functions to
identify fake content, using information collected from different articles, through advanced machine
learning methods with which we could upload and analyze the obtained data. The methodology
proposed in this research determined a higher accuracy of fake news collected from Facebook, one
of the most powerful social networks for the dissemination of informative content. Thus, the use of
advanced machine learning methods and natural language processing code led to an improvement
in the detection of fake news compared to conventional methods.
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1. Introduction

Over time, social networks have become an indispensable tool in both the distribution
of information and its provision by specialists [1] and also for ordinary citizens, all due to
technological developments and smart devices. They have the ability to simplify the query
process and also to broadcast them, characterized by texts, images, and videos, being used
to collect data and information. In most cases, the speed of the transmission of information
through social networks is much higher than that of traditional media, which specializes in
the dissemination of breaking news [2]. At the same time, the number of users receiving
online emergency information has risen significantly.

The distribution of content on social networks cannot be controlled, so false informa-
tion reaches a large audience [3] without restrictions and without being able to determine
the exact source. Fake news generates important changes in the economy, culture, and
politics, and social networks are considered important channels for distributing content.
Generally, both Twitter and Facebook are used to build the act of communicating, exchang-
ing information, and delivering content to a large audience [4]. Over time, the two networks
have been used as propaganda tools, especially in the political field, so nowadays, rumors
are unfounded and unaccompanied by a statement from the person who is concerned,
ignored, and trying to verify them.

Fake news is presented as verified news, but it is characterized by untrue ground,
which is spread in an easy way with the help of social networks [5], their purpose being to

Sustainability 2022, 14, 10466. https://doi.org/10.3390/su141710466 https://www.mdpi.com/journal/sustainability

https://doi.org/10.3390/su141710466
https://doi.org/10.3390/su141710466
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/sustainability
https://www.mdpi.com
https://orcid.org/0000-0001-6378-7670
https://doi.org/10.3390/su141710466
https://www.mdpi.com/journal/sustainability
https://www.mdpi.com/article/10.3390/su141710466?type=check_update&version=1


Sustainability 2022, 14, 10466 2 of 24

capitalize on and obtain economic benefits. Usually, the rumors have a negative influence
from a social point of view, causing confusion. In this context, an attempt was made to
reduce the phenomenon of fake news, identifying over time different solutions for stopping
fake news and identifying them. Monther Aldwairi and Ali Alwahedi conducted a study to
identify fake content through a tool that can be downloaded and attached to the browser [6].
Additionally, according to the study conducted by Md. Sayeed Al-Zaman, lately, more
fake news has revolved around health due to the pandemic caused by COVID-19 [7]. At
the same time, the phenomenon is an old, well-established one which has caused a lot
of economic damage. In this context, fake news about the economic sector has spread in
Romania. In this sense, it was said that Romania’s development was intentionally kept in a
stage of underdevelopment by the National Bank, this being later denied by the governor
of the National Bank of Romania, Mugur Isărescu. Therefore, more and more countries
have imposed legislation in order to avoid the spread of fake news [8], and numerous
studies have been conducted in this regard, investigating in advance a number of features
of fake news such as the pattern of fake content by checking posts of many Twitter users.

The study aimed to analyze the fake information exposed in the online environment by
means and agglomerations of CNN and NLP processing with the ultimate goal of obtaining
an encapsulated plug-in solution for browsers. Therefore, the ultimate goal was to outline
the first version of a browser-like FakeBlocker solution in order to limit the sharing of fake
information. The proposed method is based on several training sets with true and false
information, which were assimilated from social media. The method takes into account the
successive iteration of the source of information and the analysis of names, profile pictures,
number of users, tags, the cadence of posts, organizing events, appreciation, or groups
to which it belongs. These elements were part of a subsequent approach to increase the
degree of accuracy. The temptation to resist fake news needs to be realized in the virtual
environment through tools designed to verify the information. Thus, an amalgam of skills
and abilities presided over by technology is needed to identify fake information and to
distinguish it from true information, but in this case, the functional literacy of a population
was applied, as well as a set of necessary skills to navigate the virtual environment.

Over time, a number of methods have been created, accompanied by algorithms to
solve the problem of fake news, reaching tangible solutions through neural networks [9,10].
Fake information for entertainment purposes is extremely harmful to social behavior, so
the COVID-19 pandemic has generated a lot of fake news, which has been circulated
online and on social networks. More and more people have begun to spread fake news,
exposing the information as coming from health professionals. Exposure of people to
misinformation exacerbates insecurity, so the most vulnerable to fake news have been those
with a tendency to depression [11], those with religious backgrounds, and those without
clear principles and beliefs. The online environment has strengthened people’s confidence
in the information they provide, shaping their perspectives based on the topics they identify
with. Additionally, from a quantitative point of view, fake news is spreading widely
through social networks, such as Twitter, Facebook, YouTube, and Instagram [12], and an
accentuated problem of them could be observed since 2016 since the US presidential election.
In addition to the political sector, the economy is heavily affected by misinformation,
producing colossal changes in the markets, and the owners are the most affected in this case.
During the COVID-19 pandemic, there have been many controversies in the matter of fake
news, being extended in many areas, which is why research groups have resumed research
on the detection of fake news through automatic learning methods [13], logical regression
techniques, and the use of key vectors in news classification. Therefore, the contributions
presented in this manuscript refer directly to the analysis and identification of news through
the accumulation of key anchors created with the help of automatic learning algorithms
but incorporated at the browser level in the form of an extension. This aspect can limit the
user’s access to the news with inappropriate content. In Section 1, the article focuses on
general elements and aspects, as well as the introduction of false claims into this theory.
The Section 2 presents the review of the research carried out by other researchers and also
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the methods used in data analysis and processing. In the Section 3 explains in detail the
process of data detection and analysis based on a methodological standard. In the Section 4
exposes the practical component and highlights the results obtained after implementation.
The Section 5 highlights the new elements brought by the proposed solution, analyzes the
results, and draws a series of conclusions, as well as exposes some future directions.

1.1. Analysis of Fake News

Fake news is everywhere, and exploring and identifying it is a constant challenge, so
many experts have tried successfully to solve this problem many times, either through
machine learning or through experiments. To identify fake news, Ahmed et al. applied a
model [13], proving that the linear models had a better resolution than the nonlinear ones.
Shu et al. [14] also showed that social networks are an ideal environment for spreading fake
information as there are many people with similar characteristics in terms of perspectives,
so the theories of some may become the certainties of others [15]. Social networks have the
ability to filter audience categories based on their own interests, and malicious accounts
have the ability to influence users’ opinions with the help of messages sent automatically.
In this direction, Shu et al. used these characteristics to make a series of network repre-
sentations in order to identify the fake content, demonstrating that, as a rule, the social
content and the one with temporal characteristics form the analysis basis [14]. Thus, the
social dimension was characterized by the identity of the user, whether human or robot;
thus, researchers proposed a method in order to determine the type of user, focusing on
the frame time at which the posts are made as well as the characteristics of the account
from which the content is posted. Conroy et al., in order to detect fake news, analyzed
linguistically the messages considered misleading, specifying that network data could be
copied and misdirected [16]. Moreover, through the analysis of the language and the NLP
technique, Hussein [17,18] wrote a series of articles that focused on the analysis of websites
that contained fake information, and Bali et al. also approached the identification of fake
news with the help of NLP and ML [19,20] and showed that the accuracy was quite good
compared to other classifiers; nevertheless, it was below 90%.

Fake news is also perpetuated in the economic environment, integrated into all aspects
of communication, so misinformation in society has become one of the greatest dangers of
society. In this regard, there have been a number of attempts to overcome the effects of fake
news, as well as to avoid them, through well-designed legislation and media literacy. One
of these methods included the detection of fake news through crowdsourcing; however, its
widespread dissemination caused its accentuation due to high traffic on social networks.
70 % of fake news also had the ability to be reproduced and a greater ability to reach a large
audience compared to truthful news, as demonstrated by researchers Vosoughi, Roy, and
Aral [21]. At the same time, Ahmad et al. researched certain language skills designed to
differentiate between fake and truthful content using machine learning algorithms [22].
Abdullah et al. developed a multimodal learning model for identifying fake news through
a neuronal network [23], which did not generate remarkable and lasting results; therefore,
the study was oriented toward a series of data sets.

In order to detect fake news, data sets were developed that were meant to cover about
seven areas of interest in the news area by Pérez-Rosas et. al, with one set intended to
include six different news domains through crowdsourcing and another set involving
the inclusion of a single news domain through the data collected on the web. The use
of linguistic factors to identify the green news has been demonstrated in several studies,
including the construction of a linear classifier, designed to validate the intertwining of
the syntactic, signatory, and lexical through a crossover of linguistic features, but this
generated an accuracy of 78%. Another proposed model is a multilayer perceptron, made
by Davis and Proctor [23], which obtained a much better accuracy. In this case, a data set
called the Fake News Challenge was used, described by a series of automated models for
identifying fake news necessary in the classification of texts, and this model achieved an
accuracy of over 90% [22,24]. The purpose of this introduction has as its main objective the
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exposition of concepts and definitions of fake news in relation to social networks. Exposing
useful information to readers and researchers in order to generate a better understanding,
although there is no comprehensive definition of fake news [23], is related to perceptual
issues. The Oxford Dictionary offers a definition of the field of fake news and that the
most common topic is related to rumors that turn into news, which are often false. The
whole concept is simplistic, especially when a news item starts from a rumor, and is not
interpreted properly. It can be defined as an unverified statement or information created
by users of social networks and that is extremely easy to propagate through the prism of
private groups [24].

A research group [25] managed to detach terms and concepts with similarities, such
as rumors or satire, but they were based on other characteristics: authenticity, intentions,
and type of information. When we analyze a rumor that contains information, the previous
characteristics are not found in its main body. The intention is clear in fake news, especially
since the information is presented in a twisted manner and the direction is extremely clear,
focusing on a certain area [26,27]. According to all the definitions and identification char-
acteristics, the relationship between the concepts of fake news and rumors is represented
in Figure 1.
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In order to determine the fake news, it is necessary to outline certain elements of
them in social media. The news circuit focuses on a three-stage process: making the news,
publishing it, and last but not least, distributing it. Fake news is aimed at certain goals
and can be achieved on or through social media, and this news usually focuses on a short
and suggestive headline designed to attract the body of the text, which can sometimes be
accompanied by images [25]. In addition, the news is published by social media publishers,
such that the publisher is itself a user of social networks. Through the identity held in
social media, the user benefits from a series of defining elements, such as friends, followers,
posts, events, activities, and frequented locations, and by distributing fake news, friends
and followers of the user are those who initially view the designed news [28]. Following
this phase, the news is distributed, which is done through the actions of the recipients who
can either ignore them or in turn pass on their claims, appreciate them, or add comments,
so that the news can present much higher visibility. When fake news is distributed by
recipients, their followers in turn distribute it more, and the process of spreading fake news
is constantly moving. Fake news is detected either by consulting official sources or by
specific detection methods, but the longer it takes to identify fake news, the more users are
affected [29]; therefore, it is recommended that the detection be performed at the time of
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news distribution or even at an earlier stage. When fake news is detected, the distribution
process is complete. Figure 2 shows how fake news can be broadcast on social media.
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Figure 2. The stages of creation, publication, propagation, and detection of an article (a). Exposure
regarding the spread of fake articles starts with a content creator and reaches the masses of people
who consume content from social media (b).

An example of fake news that has set Europe on fire is the blackout, which has scared
many European countries. Thus, the Austrian Ministry of Defense began in September 2021
a training campaign for the population to know how they should react in the event of
a major power outage. This information spread such that from an informative material
of the Austrian government officials became large fake news. The media interpreted the
information, and people began to misrepresent the information, preparing for such an
event and stocking up. In Romania, the information arrived four weeks later, with the
media promoting a series of headlines such as: “Blackout in Europe! Huge power outage.
The army has already intervened: Get ready!” or “Europe, one step away from remaining
in total darkness for days on end. Austria is preparing for a blackout. The effects would be
devastating.” See Figure 3 for the social impact.
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In terms of content, the news has a title, suggestive images, the content itself, the
author, and the source. These are essential when determining the author’s intentions so
that the features of the news can be identified according to the complexity of the body text,
including in this case the number of words used [30], features that express the emotions of
the text, both positive and negative, as well as the existing text type. In the identification of
fake news, the style of writing plays an important role, and as a rule, fake content focuses
on important political events or financial interests, and often, the detection of non-truthful
news is not possible to achieve only through existing methods. Figure 4 shows the main
characteristics for identifying fake news on Facebook.

Sustainability 2022, 14, 10466 6 of 24 
 

 
Figure 3. Examples of fake news. Image extracted from the media trusts antena3, national, and știri-
romania. 

In terms of content, the news has a title, suggestive images, the content itself, the 
author, and the source. These are essential when determining the author’s intentions so 
that the features of the news can be identified according to the complexity of the body 
text, including in this case the number of words used [30], features that express the emo-
tions of the text, both positive and negative, as well as the existing text type. In the iden-
tification of fake news, the style of writing plays an important role, and as a rule, fake 
content focuses on important political events or financial interests, and often, the detection 
of non-truthful news is not possible to achieve only through existing methods. Figure 4 
shows the main characteristics for identifying fake news on Facebook. 

 
Figure 4. Features to identify fake news. Image extracted from the media trust dcnews.ro. Figure 4. Features to identify fake news. Image extracted from the media trust dcnews.ro.

1.2. Phishing and Malware Can Generate Fake News

Following the COVID-19 pandemic, an increase in cybercrime cases has been reported,
so pandemic crime is evolving and highly adaptable to change, facilitating public deception.
These situations are highlighted by errors, such as a significant number of users who are
not trained in the use of the virtual space, the elderly who encounter security problems
when accessing social networks or websites, not updating devices on time, connecting
accounts to devices without later logging out, employees who either work from home or
remotely access company accounts via public Wi-Fi [31], and lack of training in accessing
educational platforms.

In addition, since the beginning of the pandemic, the number of malware has increased,
and the most frequent ones have been targeting health institutions [32], which have been
forced to pay sums of money in order to avoid the downtime of online platforms and
the loss of patient data. From 2019 to 2020, more than 490 such attacks occurred in the
United States. Fake news is also distributed for malevolent purposes to manipulate certain
audiences or to influence people’s behavior concerning certain political, economic, or
natural events [33]. In April 2020, more than 4000 fake news stories about the COVID-19
pandemic were spread, where out of 1 million tweets about SARS-CoV-2 that were analyzed
on Twitter, about 80% of them were classified as false. In this context and a large number of
false information, social networks have resorted to the implementation of tools designed to
spread such misleading information. This fake content has been dubbed “Infodemia”, such
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that the World Health Organization has stated that the fight is not only with the pandemic
but also with the fake news circulating about it [34]. Along with this type of content came
articles with the wrong prescriptions, which contained tips on the proper medication for
COVID-19 as well as on natural remedies that can be used to fight this virus.

A lot of fake news and conspiracy theories have circulated in Romania about recipes
for treating COVID-19 as well as conspiracies, such as the connection between COVID-19
and 5G networks [35]. In this context, a series of videos appeared which benefited from
a lot of views following the spread of false information, and as a result, information was
spreading that 5G networks have the ability to accentuate the effects of COVID-19 in terms
of symptoms. In April 2020, the European Commission detected over 2700 fake items on
110 subjects related to the pandemic. Most methods of identifying fake news focus on a
number of features for identification [36]. Through a study (Hakak et al.) [37], the main
features of the fake news were collected and classified by a model, which intertwines three
machine learning methods, obtaining very good accuracy. The learning patterns used are
usually based on features such as the body of the text or the title.

2. Materials and Methods

This section presents a number of methods used to detect fake news by exposing data
sets, processing them, determining data, and last but not least, presenting algorithms to
solve the spread of fake news. The data structure was made up of both fake and truthful
news, with the set being outlined by a series of features, such as the title used in the articles,
the body of the text, and the time of the news.

The data processing was done in the initial stage followed later by the testing and
the data process, but before these stages, the news was juxtaposed, excluding the data
that were not a necessity. Thus, pronouns were removed, and capitalized words were
trans-formed into lowercase words through the lexicon, prepositions, psychological and
linguistic features, and last but not least, semantic features. The lexicon was used to monitor
the frequency with which keywords appeared in the news, the parts of the sentence used,
and the punctuation marks in the text, the signatory was meant to follow the signatory
aspect, and the sentence parts were based on the parts of speech. Additionally, in order
to classify the news, a psycholinguistic component was included, which followed from a
numerical point of view the words from the news texts through a dictionary-type software.

To define the issue of fake news, the content of news articles presents a number of
features which can distinguish between true and fake news by analyzing the title, the body
of the text, the images used, or the author, thus rendering a function (f ):

f (a) =
{

0 i f a is f alse
1 i f a is true

(1)

Manuscripts reporting large data sets that are deposited in a publicly available
database should specify where the data have been deposited and provide the relevant
accession numbers. If the accession numbers have not yet been obtained at the time of
submission, please state that they will be provided during review. They must be provided
prior to publication. Interventional studies involving animals or humans and other stud-
ies that require ethical approval must list the authority that provided approval and the
corresponding ethical approval code; see Figure 5.

Mentioning again the aspect of the COVID-19 pandemic, most users of social networks,
blogs, and consumers of video content have become vulnerable and much more easily
influenced. There are studies and analyses that attribute all this fake news to mistakes
or accidental problems. Therefore, some consumers are directly affected by social or
educational shock, as was the case with the Nepal earthquakes or the Asian crisis [38]. All
this fake news in the period 2020–2022 exposed the health of the inhabitants globally and
endangered the medical field. The field of real data analysis and the separation of fake ones
is a difficult one and requires an extremely well-developed analysis and documentation.
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We must emphasize the use of natural language processing, which has an extremely
high weight in the formulation of fake news, especially by applying it in as many areas
as possible. Thus, natural language model and processing (NLP) offers the ability of an
algorithmic system to form word combinations that generate the process of understanding
and expose the speech process. This method can perform and detect actions and deviations
of language, extraction of tones, and pronunciations of other nationalities. It is also possible
to highlight the ways of recognizing and detecting speech and emotions (NER) or labeling
speech fragments (POS).

2.1. Utility of Decision Tree

One of the most important tools that we can use in a decision-making structure and
is based on a diagram-type architecture, which in the end can be considered a classifier,
is the decision tree. Each internal node that specifies and indicates a “valid” condition
or not, subsequently forming an attribute that branches the decision based on the test
conditions formulating a result, structures it. Therefore, a class-type label that results
from calculations performed on all attributes identifies the leaf node. Thus, we have a
distance from the root to leaf and identify it as a classification, which can function variably
as dependencies even if they belong to different categories. The usefulness in identifying
the most important variables and in describing the relationship between them becomes a
strong point, especially in terms of creating new variables and characteristics.

Tree-based learning algorithms are found everywhere in the predictive methods used
for supervised learning, recognized for their extremely high degree of accuracy. It is
recommended in the analysis and processing of nonlinear relationships in mapping, as
they can solve regression problems; see Figure 6.
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2.2. Utility of Naïve Bayes

In the case of this technique, the algorithm works on the basis of Bayesian theories,
which state that it is assumed that there are no predictive elements and is most often used
in multiple machine learning processes and problems [39]. An extremely simple example is
that when analyzing a fruit or a vegetable, the case of the tomato is identified by color and
a diameter between 3 and 5 inches. The dependence of different functions is undertaken by
other functions, and the algorithmic notion of the naïve Bayes method can assume that all
these functions prove separately that the analysis is performed on a tomato. The reference
equation of this method reads as follows:

P(c| x ) = P(x| c )P(c)
P(x)

P(c |X) = P(x1 |c)× P(x2 |c)× . . .×P(x2 |c)×P(c)
(2)

where P(c|X) is the subsequent probability, P(x|c) represents the likelihood, P(c) is the
class priority probability, and P(x) represents the prediction of prior probability.

In the case of the naïve Bayes pseudo-code syntax, the training data set T includes the
following, F = (f1, f2, f3, . . . , fn), these being the values of the predictor variables in the test
data set.

The analysis process is carried out as follows: read the training data set T then calculate
the average and the norm of the predictor variables for each class, repeating the iteration.
The next step is to calculate the probability of using the Gaussian density analysis equation
for each class, repeating this cycle until estimation of the probability of all prediction
variables (f1, f2, f3, . . . , fn). Finally, the probability for that class is calculated and the
results with the highest weight are taken into account. The naïve Bayes model can be used
and is ideal for dynamic data, having the quality of being easily remodeled when there is a
load of new data and requiring a reconstruction of the nodes.

2.3. Utility of k-NN (k-Nearest Neighbors)

The k-nearest neighbors algorithm is used in classifying new positions using reciprocal
class elements and overlapping nearest neighbors K to measure distance [40].

It can fall into the category of supervised learning algorithms, and the main recognized
feature is that of intrusion detection and recognition of objects and shapes. k-NN is
nonparametric—see Figure 7—it cannot be assigned a specific distribution that specifies
data or makes predictions about it. When we want to get the most viable results in terms of
taxonomy, it is necessary to plan algorithms and systems for detecting the paradigm we
are in. For this reason, there may be different planners who perform the classification for
certain models and actions, but they can make progress, allow analysis, and have training
sets. When a model can perform an exact execution, the classified data sets and styles are
correct because they have variable classifiers and they do not allow overlapping. Therefore,
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classification planners supplement the information on the analysis and make the process
easier. Classifiers such as naïve Bayes have a wider coverage by detecting fake news,
especially on social media, with results leading to an accuracy of about 80%. The results
can be improved by introducing bordered decision trees and improving the gradient that
supports vectorization.
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3. Results

The direct correlation between the methodology used and the classification is based
on different models, and the implementation of algorithms dedicated to the detection of
fake articles becomes a challenge and a necessity because the influence of fake news on the
population sometimes results in loss of life. Whether we are talking about using machine
learning or supervised learning methods to classify data sets, the first step is to collect the
data set, preprocess it, implement the selected features, then create the training data sets
and the final test, data, and execution of classifiers. In Figure 8, the methodology by which
the testing and analysis were performed is transposed. This methodology was based on
exposing information by conducting experiments on social media data sets using algorithms
such as those presented above, only adjusting to the level of analysis and classifiers.
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Reducing the number of fake news becomes a major goal, and applying a set of
algorithms for ranking is the first step that is urgently needed, just by integrating them into
search engines or introducing filters that automatically scan fake news by analyzing details
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and keywords. Incorporating Python language models into existing algorithms can perform
the analysis and discovery of false information with a high degree of accuracy compared
to other approaches. Prior to analyzing and proposing a detection method, Python code
was refactored and improved to achieve the desired optimization. The basics in shaping
the algorithm were structured on the k-nearest neighbors (k-NN), linear regression, naïve
Bayes, decision tree, and vector analysis models. The use of these models in a single
architecture could anticipate and increase the degree of detection with an accuracy up
to 90%.

The analyzed data sets contained both fake and real news, and the files consisted of
over fifteen thousand examples of news, divided equally. Therefore, the data set took into
account characteristics such as title, text, subject, and also the date on which the materials
were posted to increase the accuracy of the analysis process. Thus, Figure 8 shows the
proposed architecture through which the first stage of content analysis was performed. In
the data analysis process, we used preprocessing scales, and the files tested the content
in several data cascades. This aspect can facilitate the application of several classification
models, and as in the present case, aspects that increase the degree of machine learning. In
view of shaping the model, a new approach was outlined by collecting and filtering data or
more precisely eliminating background noise. Instantiation and iteration of data sets were
divided into feature matrices, classified as components of natural language.

Once the data set was shared, a first iteration was applied to the information brushing
that was not part of the training sets, creating a branched classifier model, which in
this case was necessary. As shown in Figure 9, it was observed that the preprocessing
was outlined with a message confirming the application of the algorithm on the drive
portion. By responding to the system with the help of naïve Bayes and branched trees, an
iterative sequence of cascading responses was outlined. Testing using data sets prepares
the vector for monitoring and decision acceptance. Data sets are usually created with equal
weights on the data, in which case half are real items and the other half are fake items,
making the accuracy 50%. This aspect is as normal as possible because in the analysis,
everything is done randomly and the final weighting coefficient exceeds about 85% of
the data, with the rest being left as a test set for the proposed model. Analyzing text
data takes time and preprocessing because the ambiguity of the information or expression
can make an interpretation become imperceptible and that noise can take time in the
process of elimination. Therefore, the use of processing using natural language processing
exposes tokenization of words and encodes them into categories, such as integer results,
as well as values with a floating scale in order to be acceptable as input data for ML-type
algorithms. This whole process results in the extraction and vectorization of the entire
feature set, outlining a library called Python sckit-learning-fail that exposes a calling token
that contains tools such as a vectorized counter and a vectorized data map. In the light
of the presented situation, Figure 10 was made, which shows the data in the form of a
confusion matrix. The use of accuracy in the degree of obtaining a result makes direct
reference to the embedding layer of the characteristics, these vectors being fed layer by layer
in a dimension. We could not form a convolutional neural network (CNN), which requires
the application of characteristics and at least 60 filters with 6–7 different sizes. Being a script
dedicated to generating a plug-in that can be installed in the browser, the preprocessing or
processing factors must also be taken into account. The calculation of semantic similarities
within sentences remains an extremely used variant, and the deep neural network has
the ability to convert text into a vector sequence with a fixed length. Therefore, the two
sequences were analyzed in terms of textual items for each title–body pair. Labeling and
validation focused on linear transformation in order to reduce the feature set.
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The ID, MstFake-Plus, identifies the preparation of the training data set, and this set
automatically extracts training sentences from the analyzed article based on the submitted
exposure. In order to obtain an answer or verdict on the text, the data were concatenated
and truthful features were outlined. The basis of these features was consolidated on
approximately four defining features (nouns, verbs, sentences, and prepositions), these
being identified by a unique ID with a class tag (0, 1, 2, or 3) correlating with the model
involved. In order to more accurately set out the procedure, the following steps were taken
to assess the quality of the news.

In the context of data analysis and extraction, the transformation of incomplete raw
data that did not have an ideal consistency into fragmented FDC data sets was addressed.
Thus, the direct task of the NPL technique was applied by converting the data into texts
and formatting the characters in small letters, eliminating the link words and roots and
also calling the Keras libraries. Some of the common words found in the texts had minor
importance in relation to the analyzed characteristics. When link words are removed, the
processing time and space occupied by meaningless words decrease. Texts with similarities
can form inconclusive sentences with a common basic form and the process can be defined
as stemming, which in order to parse a stemmer of the NLTK algorithm was implemented.
Thus, the execution of the preprocessing steps considerably reduced the number of itera-
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tions per library and the tokenization with the help of the Keras library that divides each
title into a word factor. After the preprocessing process, the data were vectorized in a word
map and even a list of textual vectors. The presented aspects are the basis of the character-
istics introduced in the architecture of the CNN with co-evolutionary layers. One of the
most important contributions of the work refers to the analysis of language characteristics
by modeling methods and obtaining new hybrid deep learning models. These are based on
two layers of neural understanding, i.e., what we already know about CNN and keywords
from the common language. The proposed approach produced much better predictive
analyses, but the central aspect confers the feasibility of implementation in a navigator, as
we need voluminous training sets. The development relationships between the models
presented in the manuscript were established, but the classification was optimized in the
process preceding the preprocessing. In mixed use, the set of unreduced features was
incorporated into a new dimensionality reduction procedure. Therefore, the characteristics
were selected after obtaining the training sets and after feeding the proposed architectures.
The first layer of the model analyzes the input data, titles, and bodies of the article, the
degree of conversion for each word in a vector form of size 100. Thus, the characteristics
were found in an approximate number of over 5000, obtaining a matrix layer reported to
previous dates. The output matrix contained raw data through the matrix multiplication
procedure, producing a vector for each word. All these vectors were passed through the
CNN layer in order to obtain contextual feature extractions.

Although studies showed that chi-square statistics can be the most efficient feature of
the selection algorithm [41], it tests the relationships between all variables with a certain
category. It tests and estimates the degree of independence between two words, comparing
the quadratic distribution with a degree of freedom and judging the extremity [42]. The
creation of independent features converges to the correlation between the keywords and
the created tags, and the rest of the remaining features are eliminated. Afterward, the
independence of the classes is calculated against the predefined threshold.

The data used was imported from the Kaggle platform so it can be used by anyone
without limitation, there are two dedicated files, one with fake news and one with true
news, and imports can be made in an international language. To begin, we tried to solve
the problems using the methods described above through the Python solution, where in the
first stage, we read and concatenated the data. Thus, we obtained a first import, after which
we established labels and flags to be able to follow closely the false or true characteristics.
The following process was concatenating the data and data frames to expose a viable
iteration set in the mentioned issue. For ethical reasons and to obtain truthful information,
all data were mixed up to avoid any problems of authenticity and to exclude bias.

Through this brushing process, a final form of the text was obtained, which then
went through the exploitation of the data according to the subject and the priority that
prevails. For this stage, the information was sorted according to the category it belongs to
and grouping, and topics were plotted and displayed according to a diagram.

As we can see in Figure 11, the diagram provides information about the categories iden-
tified in the training files that contain the items to be analyzed. We had about 40,000 articles
in different fields, and most of them covered the COVID-19 pandemic and events related to
government tensions across the country. The period analyzed in this study was the first
part of 2021 until the end of the year with including only material that generated impact
and interactions at the level of the platforms where they were listed and analyzed.

The influence of this information on the pandemic or government tensions put enor-
mous pressure on both the population and the neighboring countries in the areas affected
by these data. The economic factor suffered and was directly influenced by the materials
spread in the online environment and containing unfounded information, such as the pe-
riod when no information was known about COVID-19 and most media trusts announced
a food crisis, leading to the population depleting food stocks and strictly necessary items
from the big chain stores. Lately, fake news in addition to misinformation of the population
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has created a reluctance of people and stopped normal and human reactions, with a lack of
empathy being a consequence of fake news.
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Thus, after sorting the information according to the desired categories, the decision-
making process was prepared, which returned a true or false variable that aimed to identify
fake news. A grouped matrix was established, and the text was sorted according to the
established order; the plot result is found in Figure 12. Therefore, in order to highlight the
keywords that were the basis of the real articles and the fake articles, we made based on the
obtained data two taxonomy-type diagrams in which we identified the words that were
most often used. In this process, we needed to import from the cloud where the data were
processed and iterate it into two categories to target them properly. First, we imported
the data from the fake data file and created a join for all the words, and the final process
was performing a bilinear interpolation that ordered the repetitive words in the analyzed
content and executed a number of four plots, with the result shown in Figure 13.
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The difference between the two figures is obvious, although we are talking about the
same news, and only that one of them has a true source that is trusted with much antiquity
and transparency such as CNN, and the other news has some source, the content of which
was found in over 50 articles. As can be seen in an article that did not try to influence
negatively and convey to the reader a subliminal message with reference to something
false, most of the impacted words were contrasted within limits and did not show a degree
of repetition that indicates a possible attempt to be an unreal message; see Figure 14. In
the case of other sources, it can be seen that in the messages and information transmitted,
although the subject was the same, the emphasis was on keywords that did not reflect
reality, with these being part of other categories, and the information exposed trying to
invoke other problems or other causes which can generate false data.
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In order to highlight the most eloquent and most frequent words, a tokenized import
of all words in the international language was performed, they were packaged in the form
of a word counter, and each sentence was filtered and the word density and their frequency
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were counted. Each word received a primary key and a unique ID to set different values,
and the columns with the highest frequencies and the highest amounts were distinctly
outlined by the others. Executing a vectorization of the columns with the most common
words and their barring according to density can highlight the identified word and by a
rotation at the level of the matrix label.

The density of identifying words in the data sets analyzed was an alarming one with
a significant imprint on the political and social directions and health, with these being
the most important for the economy of the countries. If the false information reaches as
many people as possible, it can lead people to act out of self-defense, and the defensive
and conservative phenomenon occurs because a person tries to save themself. The impact
on the economies of the countries where fake news prevails is found in most areas of the
planet, and at the top are countries such as Romania, Bulgaria, Moldova, Hungary, Poland,
Austria, and Greece. Therefore, if a piece of news leaves a piece of real information from a
country such as France or Germany, this information becomes distorted in other countries,
trying to distort either the situation or alarm the population in order to create panic and
financial and social instability. The most common words in the fake news could be found
by counting the total data, iterating each class to the number of targets set with a false
value and referring to the number of words or their density; the same was done in the case
of keywords for articles with real content. Therefore, Figure 15 is the chart showing the
most common words in the fake news, and Figure 16 shows the most common words in
the real news.
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In order to finalize the analysis process, the modeling was performed, which consisted
of a way of vectorizing the entire corpus that was stored in the text-type instance, and the
machine learning and classification algorithm was applied. The data set was preprocessed
in a variation of 14.8 K, the texts that were out of context were labeled differently, and
using the NLP and NLTX libraries, the whole context was separated from the basic terms.
Filtering and analyzing using POS (speech parts) transformed information and data sets
into statistical values and data sets. We extracted lexical features and the number of words
or their length through the vectorization process using the unigram and bigram iterations
through the TF-IDF Vectorization function in Python with sklearn standard.

Therefore, if the data sets were separated in equal weights in order to concatenate
the files, we obtained a common portion that produced a data set and then a confusion
matrix influence between fake and real news. In order to highlight the appearance of the
confusion matrix and how it behaves in the case of analysis, we imported the data in the
form of a matrix and normalized both the titles and the content, taking into account the
length of words and interpolations performed. Through normalization by the asymmetry
between the sum of the word density on the decision axes, we obtained a confusion matrix;
otherwise, the matrix was not normalized, true or false labels were set (see Figure 17) where
content was excluded and the coarse versus classified content was plotted, and in Figure 18,
the confusion matrix is highlighted.
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Therefore, the data were divided into two test categories with randomized labels,
logical regression was performed by vectorizing the data and applying RF-IDF, the data
were vectorized, the models were transformed according to the degree of fit, and the logical
regression model was applied which in its final form becomes a predictive model. In
the last process, the data were formatted and a degree of accuracy regarding the analysis
and shaping of the valid information within the training set was exposed. In the case of
Figure 17, the accuracy is shown in the analysis performed, followed by the confusion
matrix by the same predictive plotting procedure from the confusion matrix, outperforming
the true or false type classes with an accuracy of 98.88%, and in Figure 18 is the confusion
matrix for the decision tree with an accuracy of 99.55%.
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We evaluated the accuracy, precision, and recall of information with a relatively high
impact score between fake and actual news. The proposed solution could identify and
analyze the text by standard NLP methods in order to identify fake news directly in the
browser, with the only limitation that the process was less automated and the impact
created was minimal. This approach has the ability to turn into a plug-in that can be
installed for most non-users in order to filter the information before it reaches the reader.

The construction of the machine learning model using data samples and training sets
with false information helped to shape it, but there are a few issues when it comes to large-
scale implementation and the use of such modules by users. Even if the implementation of
Python is not so simple, it may become necessary to filter out false information that harms
the image of public figures, states of the world, or their economies by the mere fact that it is
false information that repeatedly reached the people who are easily influenced.

As we know, most browsers have a developer mode that allows those who use them
to interact with some of the source code and the information behind the interface. In this
case, a code reset was converted to JavaScript to extract false information and to outline
the keyword density of an article. This method is one used only at the research level to
present distinctly the mode of action of the interactions presented previously in another
form. Figure 19 shows the extraction of word density from a trusted article that has not
been highlighted by false information or news that puts pressure on the reader, although
most articles have elements that hint at the use of subliminal messages for the reader and
could not so drastically influence human thinking. The most common words and those
that highlight the current situation in a contrasting note were extracted.
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using JavaScript. The exposure of the keyword identified and around which the entire article revolves
COVID-19 highlighted following the query.

Regarding the accuracy of the data selection and the identification of false and true
news, Table 1 shows the results obtained from the data cleaning process.

Table 1. The accuracy obtained from the data cleaning process.

No. Machine Learning Models Real News Identified Fake News Identified Accuracy

1 NLP 25,891 26,368 97.55%
2 k-NN 26,805 24,632 98.65%
3 TF-IDF 26,332 27,437 99.63%

A pop-up script was created, installable as an extension, based on a root folder
containing all the files needed to extract and identify the fake content. To be able to access
the content of web pages, we need a script dedicated to the content, which is equivalent to
a JavaScript file. The script iterates each address, title, and content in the vector created
based on keywords, and later alerts you when the content is less credible. In order to
optimize the script, scraping extensions were created in order to call the JavaScript libraries
and manipulate the DOM much more efficiently; see Figure 20a. An event page manages
certain tasks much faster without downloading the active pages. The extension imports
the existing data in the learning matrices and creates a JavaScript object to instantiate the
pop-up window that notifies the user. The events are temporarily saved in a local JavaScript
object after they are filtered. Within the script, you can find the filtering algorithm that
uses match-type parameters. This aspect leads to the display of a percentage that gradually
exposes the state of the content on that screen or web page; see Figure 20b.
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4. Discussion

According to the study, the classifiers provided good results in detecting fake news,
with an accuracy of over 90%. Thus, in terms of results of over 80% accuracy, they are
considered successful studies, and the recent literature has shown that fake news continues
to be a major problem in social and economic life. The present research showed that similar
articles addressing this issue need to focus on the completed data set. Fake news can be
controlled in the future, and future studies should focus on creating an interface, necessary
for building a possible application, designed to attract through complex and accessible
graphics. Such an application could facilitate the detection of fake news, and the user is
able to differentiate between true and false information through machine learning methods.
These methods, therefore, include TF-IDF, NLP, using JavaScript injection, NLTX, and
Python, and by choosing this type of design, the methods used aim to generate results with
very high accuracy [42].

From our study, we can see that the classifiers used ensured good results, obtaining an
accuracy of over 90%. Previous research is considered to be successful, showing purity of
over 80%, and our study provided very good results in the quick identification of fake news.
The reduction in fake news has become an extremely important goal, and the application
of a set of algorithms for ranking is the first step in their integration within search engines
or the introduction of filters intended to automatically scan fake news. In order to identify
a direct comparison of previous works with our study, a series of additional analyses
were performed. In this study, the basic elements used in the outline of the algorithm
were structured on k-nearest neighbors (k-NN), linear regression, naïve Bayes, decision
tree, and vector analysis models. Thus, through these models incorporated in a single
architecture, the degree of precision increased up to 90%. In order to obtain better accuracy,
the cleaning process of the data set must be taken into account. The accuracy obtained in
our work was compared with the values obtained in previous works, as shown in Table 2.
Oshikawa et al. [43] used machine learning and NLP technology, and in terms of binary
classification, they obtained results of over 90%. Additionally, Zervopoulos et al. [44] used a
smaller data set, which included both fake and real tweets regarding the same event, using
only linguistic features. They had an accuracy of 93.6% with random forest on average.
Another comparison was that with the study carried out by Volkova and Jang [45], which
focused on the creation of predictive models with the aim of reducing false negatives by
introducing psycholinguistic signals, with very good accuracy. Their study focused on
the importance of linguistic predictive models. Table 2 shows a comparison of recently
applied methods. Thus, in this table, we are able to observe a higher accuracy of our study
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compared to other research, and a limitation of this study is represented by a series of
fragile data sets.

Table 2. The accuracy of our study compared with other studies.

No. The Most Used Machine Learning Models Accuracy Research

1. TF-IDF vector using Python and JavaScript 99.63% Our research

2. BI-LSTM 91.51% [43]

3. NLP 97.55% [44]

The COVID-19 pandemic has generated strong changes in the economic sector by
imposing quarantine since the beginning of the pandemic and social distancing in order
to limit the virus. Many companies stopped working during that period, so this led to a
decrease in productivity and supply, uncertainty among people, salary cuts, and layoffs.
All these factors have led to the closure of a significant part of the economy, and the internal
consequences of a company led to disruption of trade, with a strong impact on business
partners as well as the global value chain. The fake news phenomenon spread with the
COVID-19 pandemic, so that economically, the fake news led to distrust and uncertainty
among the people, and the COVID-19 pandemic compared to the 2008 crisis had a much
stronger impact on the economy and GDP in various countries. Table 3 shows the impact
of COVID-19 on GDP in various countries.

Table 3. Comparison between the economic impact generated by the 2008 crisis and the crisis
generated by the COVID-19 pandemic.

GDP Growth Rate 2008 2009 2020 2021

World 3.1 −0.1 −3.1 6.1
China 9.6 9.4 2.2 8.1
Japan −1.2 −5.7 −4.5 1.6

United States 0.1 −2.6 −3.4 5.7
European Union 1.6 −4.8 −5.6 5.4

Africa 4.4 3.1 −1.6 6.9
Source: Own processing according to the atlanticcouncil.org (accessed on 6 April 2022) [46].

As can be seen from Table 3, due to the global economic crisis of 2008, global GDP
was reduced by 0.1%, and in 2020, due to the pandemic crisis, GDP was reduced by 3.1%.
Additionally in China, economic growth has been positive, so in 2008, GDP was 9.6%, in
2020, it was reduced by 2.2%, and in 2021, it increased to 8.1%. Moreover, in the case of
Japan, the impact of the crisis was negative, where in 2008, the GDP was reduced to 1.2%,
and in 2020 to 4.5%. In the case of the United States, in 2008, the GDP was 0.1%, and in
2020, it decreased by 3.4%. In terms of the European Union, GDP fell by 4.8% in 2009 due to
the crisis and by 5.6% in 2020. In Africa, GDP stood at 4.4% in 2008 and fell by 1.6% in 2020.
Therefore, the COVID-19 pandemic, in addition to spreading fake news, also generated
an economic crisis in which the global GDP was reduced by 3% and some of the most
developed countries and regions underwent significant changes.

5. Conclusions

Social networks generate more fake news and at the same time real dangers for society
unlike traditional media. The amplification of fake news with the help of social platforms
has grown considerably in the last decade. Therefore, the result of the conducted study
provides a clear insight by adjusting the analysis and machine learning classifiers. The
study offered a success rate of over 90, differentiated and exposed fake news, and at the
same time limited the user’s interaction with fake material. The applied techniques and the
adjustment of automatic learning algorithms and natural language processing contributed
substantially to the results obtained. One of the most important aspects is closely related to
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the implementation of an extension that can be installed on the browser, and this may limit
the interactions of users with the material that distorts the truth. Future developments must
focus on the development of a perfectly functioning GUI-type application and also the
completion of the extension and its synchronization with most APIs from social networks.
The final application can also be made in the form of a web platform in which to insert
text that will later be processed, generating decision matrices and word clouds with the
density and frequency of words. These two variants of further development may be able to
provide an increased degree of safety and exposure to a material that distorts the truth. The
involvement of new types of classifiers, decision trees, parameterized logical regression,
and also new ways of classifying decision trees are part of the future research perspectives.
The generation of new, more efficient models is necessary because some news involving
negative aspects have enough ways to bypass the filtering and analysis of the algorithms.
Therefore, the conducted study exposed the degree of danger to which users of social
platforms and consumers of electronic content are exposed, as well as the way in which
they are affected by false information.
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