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ABSTRACT

Although it is well established that vertical wind shear helps to organize and maintain convective systems,

there is a longstanding colloquial notion that it inhibits the development of deep convection. To investigate

this idea, the vertical momentum budgets of sheared and unsheared moist thermals were compared in ide-

alized cloud model simulations. Consistent with the idea of vertical wind shear inhibiting convective devel-

opment, convection generally deepened at a slower rate in sheared simulations than in unsheared simulations,

and the termination heights of thermals in sheared runs were correspondingly lower. These differences in

deepening rates resulted from weaker vertical acceleration of thermals in the sheared compared to the

unsheared runs. Downward-oriented dynamic pressure acceleration was enhanced by vertical wind shear,

which was the primary reason for relatively weak upward acceleration of sheared thermals. This result

contrasts with previous ideas that entrainment or buoyant perturbation pressure accelerations are the primary

factors inhibiting the growth of sheared convection. A composite thermal analysis indicates that enhancement

of dynamic pressure acceleration in the sheared runs is caused by asymmetric aerodynamic lift forces asso-

ciated with shear-driven cross flow perpendicular to the direction of the thermals’ ascent. These results

provide a plausible explanation for why convection is slower to deepen in sheared environments and why

slanted convection tends to be weaker than upright convection in squall lines.

1. Introduction

The interaction of convection with vertical wind shear

has been a popular research topic for decades. This in-

teraction is perhaps best encapsulated by a statement

from Takeda (1966): ‘‘vertical wind shear does not in-

tensify the convective system itself, but organizes the

release of convective-instability energy by maintaining

the convective system and causing it to propagate.’’

Indeed, early simulations by cloud-resolving models

(CRMs) in the late 1970s and early 1980s showed that

shear regulates convective organization, promoting the

existence of long-lived multicellular clusters, squall

lines, and supercell thunderstorms (e.g., Klemp and

Wilhelmson 1978; Weisman and Klemp 1982, hereafter

WK82). The pressure perturbations resulting from

cumulus interactions with shear allow them to propagate

in directions that are substantially different than the

mean tropospheric flow (e.g., Klemp and Wilhelmson

1978; Rotunno and Klemp 1982; Weisman and Klemp

1984; Weisman and Rotunno 2000; Davies-Jones 2002).

Low-level streamwise vorticity associated with low-level

shear is the source of rotation in supercell thunder-

storms (Davies-Jones 1984, 2002). Dynamically driven

lift along outflow boundaries in sheared environments

plays a key role in initiating and maintaining convective

updrafts (e.g., Hane 1973; Thorpe et al. 1982; Rotunno

et al. 1988;Weisman 1992, 1993;Moncrieff and Liu 1999;

Bryan et al. 2006; Bryan and Rotunno 2014). In steady

long-lived supercell updrafts, strong low-level storm-

relative flow associated with vertical wind shear makes

updrafts wide (Warren et al. 2017; Trapp et al. 2017) and

thus reduces their susceptibility to entrainment-driven

dilution (Hannah 2017; Peters et al. 2019, manuscriptCorresponding author: John M. Peters, jmpeters@nps.edu
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submitted to J. Atmos. Sci.). Shear may also affect storm

morphology by modulating the positioning of precipi-

tation and rain-cooled downdrafts relative to a cloud’s

updraft (e.g., Rasmussen and Straka 1998). The theo-

ries developed by the aforementioned studies are well

supported by observational analyses, and have been

used to develop successful forecasting tools (e.g.,

Brooks et al. 1993; Bunkers et al. 2000; Thompson

et al. 2003; Coniglio et al. 2007; Thompson et al. 2007;

Smith et al. 2012; Thompson et al. 2012).

The literature summarized in the previous paragraph

is primarily focused on the mature phase of deep con-

vection. Comparatively little attention has been paid to

the role of shear on developing convection (e.g., cumu-

lus congestus clouds), which has applications to forecasts

of convection initiation, convective trigger functions

in cumulus parameterizations (CPs), and the convec-

tive adjustment time scale in cumulus parameterizations

with prognostic closure (e.g., Pan and Randall 1998).

Based on a remark inMarkowski and Richardson (2010,

p. 193) and anecdotal remarks from weather forecasters

and storm chasers, the colloquial notion is that, while

shear is beneficial for the longevity of organized deep

convection, it substantially inhibits the initial develop-

ment of convection. Given the idea that mechanical

mixing between a cloud and its surrounding environ-

ment drives cloud core dilution, this colloquial notion

makes intuitive sense. Furthermore, Parker (2010)

and Peters (2016) argued that slanted updrafts should

be weaker than their upright counterparts—all else

being equal—because of the larger downward-oriented

buoyancy pressure perturbation acceleration in the

former. Perhaps updrafts that develop in shear are more

slanted than their unsheared counterparts, which re-

duces their rate of maturing into deep convection? The

general lack of well-established support for the afore-

mentioned arguments motivates further investigation of

the role of shear in the development of deep convection.

To set the stage for our study, we review recent ad-

vances in understanding of the fundamental structure of

deep convection. Recent large-eddy simulation studies

have almost unanimously supported the view of con-

vection as a grouping of quasi-spherical buoyant bub-

bles with toroidal circulations, referred to as ‘‘moist

thermals’’ (or simply thermals; e.g., Zhao and Austin

2005; Sherwood et al. 2013; Romps and Charn 2015;

Hernandez-Deckers and Sherwood 2016, hereafter

DS). An essential element of convective initiation is

the so-called preconditioning process, whereby initial

ill-fated moist thermals add water vapor to the ambient

environment as they decay and facilitate the survival of

subsequent thermals (e.g., Damiani et al. 2008; Moser

and Lasher-Trapp 2017). Because of the importance of

moist thermals in developing convection, a natural

starting point to our investigation is the analysis of the

influence of shear on moist thermal dynamics. Model-

ing and laboratory studies of ring vortices that include

environmental flow that travels in a perpendicular di-

rection to the ring vortex (cross flow) show complex

behavior, including both upshear and downshear tilting

of the vortices as a response to different cross-flow

magnitudes and vortex initializationmethods (e.g., Fric

and Roshko 1994; Chang and Vakili 1995; Sau and

Mahesh 2008). Airborne observational studies of cu-

mulus congestus clouds show that a thermal’s internal

circulation sometimes tilts upstream in sheared flow

because of opposing upward and downward aero-

dynamic lift on the upshear and downshear flanks of the

toroidal circulation, respectively (e.g., Chang and Vakili

1995; Damiani andVali 2007). In a simulation of sheared

shallow cumulus clouds, Zhao and Austin (2005) noted

that the spin of the toroidal circulation downshear flank

was enhanced relative to the upshear flank. While these

influences of shear on thermal behavior are notable, it is

unclear how they may impact convective development.

Further investigation is needed to develop a cohesive

view of the ‘‘practical’’ influences of shear on convective

development, such as how shear generally influences

entrainment/detrainment and the ascent rate of ther-

mals. This question provides the primary motivation for

our study.

The influence of shear on thermals does not just per-

tain to convective initiation. Though ‘‘slab-like’’ lifting

may occur in the lowest few kilometers of the leading

edge of squall lines (e.g., James et al. 2005), high-

resolution simulations [O(100)-m horizontal and verti-

cal spacing] almost universally show that lifted slab-like

layers (e.g., Kingsmill and Houze 1999) break down into

thermals in the middle- to upper troposphere (e.g.,

Bryan et al. 2003, 2007; Bryan andMorrison 2012; Peters

2016; Lebo andMorrison 2015). The presence of vertical

wind shear in most squall-line environments often leads

to convection slanting rearward of the system’s leading

edge (e.g., Rotunno et al. 1988). Previous authors have

argued that this rearward tilt should make vertical ac-

celerations and vertical velocities weaker than in the

case of upright convection, all else being equal, be-

cause of larger downward-directed buoyant pertur-

bation pressure acceleration for slanted convection

(Parker 2010; Peters 2016). However, these authors

considered idealized ‘‘plumelike’’ updrafts. It is unclear

whether the conclusions from these studies hold for

squall lines composed of a series of quasi-spherical

thermals rising along a slanted path, as indicated by

high-resolution modeling, rather than continuous, slan-

ted plumelike updrafts. This knowledge gap further
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motivates investigating the dynamical response of

thermals to a vertically sheared environment.

To address the aforementioned questions, we devised a

simple numerical modeling experiment to compare the

attributes of simulated moist thermals in sheared and

unsheared environments. The following specific hypoth-

eses are addressed:

1) Dilution of thermals’ thermodynamic properties from

entrainment and detrainment reduces thermals’ buoy-

ancies, which makes them ascend at slower rates.

2) Dilution of thermals’ vertical momentum from

momentum entrainment and detrainment directly

reduces their ascent rates.

3) Vertical wind shear enhances the downward-directed

dynamic pressure gradient force (e.g., Morrison and

Peters 2018, hereafter MP) that opposes thermals’

buoyancy-driven ascent.

4) Sheared thermals rise in a slantwise path, which

reduces their effective buoyancy and their ascent

rates, akin to the effect described by Parker (2010)

and Peters (2016).

Note that while both hypotheses 1 and 2 relate to en-

trainment and detrainment, they represent two distinct

effects of entrainment and detrainment on thermals’

properties and are often discussed separately in the

scientific literature. We therefore address these effects

individually.

The organization of this paper is as follows. Section 2

describes the numerical modeling setup, an algorithm

that was used to track thermals, and the dynamical

analysis framework used to evaluate the thermals’ mo-

mentum budgets. The results of these simulations and

analyses are described in section 3. Section 4 provides a

summary, discussion, and conclusions.

2. Experiment design

To evaluate our hypotheses, we first ran a series of

idealized cloud model simulations where deep con-

vection was initialized in unsheared and sheared en-

vironments. We then tracked thermals within these

simulations and evaluated their vertical momentum

budgets to determine how vertical accelerations differed

between the sheared and unsheared runs. The numerical

modeling setup is described in section 2a, the thermal

tracking algorithm in section 2b, and the framework

for assessing thermals’ momentum budgets is intro-

duced in section 2c.

a. Simulations

Our simulations use Cloud Model 1 (CM1; Bryan and

Fritsch 2002), version 18. CM1 is nonhydrostatic and

designed for idealized numerical modeling experiments.

The dynamical core uses a compressible equation set

with acoustic time splitting (e.g., Klemp andWilhelmson

1978). For each simulation, 264 grid points were used

with a grid spacing of 100m in the x, y, and z directions.

Lower and upper boundaries were free slip and lateral

boundaries were periodic. Microphysical process were

parameterized using the double-moment scheme de-

scribed in Morrison et al. (2009), with graupel as

the prognostic rimed-ice hydrometeor species. Simula-

tions were initialized with the background state set to

the well-known analytic sounding of WK82 (hereafter

the WK82 profile), with a boundary layer water vapor

mixing ratio of 14 g kg21 (Fig. 1a). This sounding was

used because its convective available potential energy

(CAPE) of ’2000 J kg21 reflects the midlatitude conti-

nental convective environments that typically experi-

ence moderate to strong vertical wind shear, although

we note that it is much moister than typical midlatitude

continental environments at mid- to upper levels. Con-

vection was initiated using themethod ofHannah (2017)

by applying a 1-K Gaussian-shaped warm and moist

bubble centered horizontally within the initial conditions

at a height of 500m. A horizontally constant relative hu-

midity was assumed everywhere within the initial condi-

tions, which determined the moisture perturbation within

the warm bubble. Random temperature perturbations

with a maximum amplitude of 1K were included in

the initial conditions below 2 km, which allowed the

simulations to quickly develop realistic turbulence. To

generate a sufficiently large sample size, our simulation

set includes four different sets of initial random noise

and three different initial bubble radii (1, 1.5, and 2 km)

meaning that there were 12 unique simulations for

each wind profile (the different wind profile configu-

rations are discussed below). All simulations were

run for 20min. A summary of the modeling configu-

ration is provided in Table 1.

The base-state wind profile was constant at 0m s21

in the NOSHR (for ‘‘no shear’’) runs to represent an

unsheared environment (Fig. 1b). In the SHR(for ‘‘shear’’)

simulations, the base state u wind was 25m s21 at the

surface, increased linearly to 25ms21 at 9 km (›u0/›z5

3:33 1023 s21), and remained constant at 25m s21 above

9 km (Fig. 1b). Additional runs with other shear mag-

nitudes were analyzed, but these runs are not described

here as they do not change our conclusions.We therefore

concentrate on comparing attributes of the NOSHR runs

to the SHR runs with ›u0/›z5 3:33 1023 s21.

b. Thermal tracking algorithm

We tracked individual moist thermals using a method

similar to that ofDS. First, model data werewritten at an
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output frequency of 15 s. Within each model output time,

we found local maxima in vertical velocity that exceeded

3ms21, representing the largest vertical velocity within a

500-m-wide cube centered at the local maxima value.

These local maxima points were cataloged as ‘‘thermal

center candidates’’ (TCCs). Each TCC with center loca-

tion x1, y1, z1 was then matched with the closest TCC at

the next time step with center x2, y2, z2 if that TCC

was within the range x1 2 1:5w1Dt, x2 , x1 1 1:5w1Dt,

y1 2 1:5w1Dt, y2 , y1 1 1:5w1Dt, and z2 1 Dx, z2 ,

z1 1 1:5w1Dt, where w1 is the vertical velocity at the TCC

at the initial time step, Dx5 100m, and Dt5 15 s. The

identical processwas then performed in reverse. If both the

forward-in-time and backward-in-time methods identified

the same matching TCCs, then these TTCs were consid-

ered part of the same thermal trajectory. Thermal trajec-

tories with less than three points in time were discarded.

The thermal ascent rate was then determined via a

temporally centered finite difference approximation

using the thermal’s center locations. At each time step,

the thermal’s boundary was defined as a sphere centered

at the thermal center whose volume-averaged w was

equal to the thermal’s ascent rate at that time. Resulting

thermal trajectories were then further evaluated with

the momentum budget analysis described below.

c. Momentum budget

To arrive at an equation for the vertical acceleration

of moist thermals, we begin with the vertical momentum

equation for an anelastic atmosphere:

›w

›t
52

1

r
0

= � (r
0
Uw)2

1

r
0

›p
d

›z
2

1

r
0

›p
b

›z
1B1SGS,

(1)

where B[2gr0/r0 2 g�qi is buoyancy and qi is the

ith hydrometeor species, SGS represents subgrid-scale

turbulence and numerical diffusion,

FIG. 1. (a) Skew-T–logP diagram of the WK82 sounding used for the simulations in this study, with temperature (8C), virtual

temperature (8C), dewpoint temperature (8C), and the temperature of a lifted parcel with the average properties of the lowest 1 km (8C)

shown as thick red, thin red, green, and black dashed lines, respectively. (b) Profiles of initial uwind (u0; m s21) for the NOSHR (blue) and

SHR (red) runs.

TABLE 1. Summary of the CM1V18 configuration.

Attribute Value/setting Notes

Horizontal grid spacing 100m

Vertical grid spacing 100m

Vertical coordinate Height (m)

Number of x and y points 264 3 264

Vertical points 264

Top/bottom boundary

conditions

Free-slip

Lateral boundary

conditions

Periodic

Microphysics Morrison Morrison et al.

(2005)

Diffusion Sixth order

Subgrid turbulence Smagorinski

Rayleigh dampening Yes

Dissipative heating Yes

Second- and sixth-order

difference coefficient

75–0.04

Longwave radiation —

Shortwave radiation —

Surface layer —

Boundary layer physics —

Cumulus parameterization —
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and all other terms retain their traditional meanings.

The SGS term was generally small because of the mo-

mentum budget restrictions placed on analyzed ther-

mals (discussed later in this section), so this term is

ignored hereafter. Equations (2) and (3) were solved

by discretizing the Laplacian on a centered second-order

finite difference grid, performing a two-dimensional fast

Fourier transform in the horizontal direction, solving

the resulting tridiagonal difference equation in the ver-

tical, and then inverting the Fourier transform (this is

the exact method used in CM1 to solve the pressure

equation when the model is run in anelastic mode).

Next, we introduce the matrix s, which is set to 1

within a thermal and 0 elsewhere. Multiplying Eq. (1) by

s, rearranging terms using calculus identities, and then

volume integrating over the model domain gives

›hwi
c

›t
5

�

w
›s
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�

2

�
1

r
0

= � (r
0
Uw)

�

c

2

�
1

r
0

›p
d
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�
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�

c

1 hBi
c
, (4)

where for an arbitrary quantity f, we define hfi[
ÐÐÐ

f dVd where Vd is the volume of the model domain.

We also note that hsfi5 hfic, where hfic is the volume

integral over the thermal. Dividing Eq. (4) by hsi5V

(where V is the thermal volume) and rearranging terms

gives

›w

›t
5

~w2w

V
c

›V

›t
1

1

V∯
V

wU � =AdV

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Term A:Entrainment/detrainment ofw

2
1

r
0

›p
d

›z
|fflfflfflfflffl{zfflfflfflfflffl}

Term B: DPA

2
1

r
0

›p
b

›z
|fflfflfflfflffl{zfflfflfflfflffl}

Term C: BPA

1 B
|{z}

Term D: Buoyancy

, (5)

where f[ hfi/V, V is the surface of the thermal, and
~w[∯

V
wdV/∯

V
dV represents w averaged over the

thermal boundary. Because s is defined so that w is

equal to the thermal’s ascent rate, Eq. (5) describes

the physical processes that regulate a thermal’s ver-

tical acceleration:

d Term A: w tendency due to momentum entrainment/

detrainment. If hypothesis 2 were supported, this

term would contribute larger downward acceleration

in sheared runs than in unsheared runs.
d Term B: Dynamic pressure acceleration (DPA). This

typically acts in opposition to B (e.g., MP). If hypoth-

esis 3 were supported, we would expect larger down-

ward acceleration from this term in the sheared runs

than in the unsheared runs.
d Term C: Buoyancy pressure acceleration (BPA). This

also acts in opposition to B (e.g., Morrison 2016a,b;

Peters 2016). If hypothesis 4 were supported, we

would expect larger downward acceleration from this

term in sheared runs than in unsheared runs.
d Term D: Buoyancy accelerations. If hypothesis 1

were supported, we would expect smaller thermal

buoyancies at a given height in the sheared runs

than in the unsheared runs indicating comparatively

larger entrainment-driven dilution of buoyancy in

the sheared runs.

For a thermal to be considered in subsequent analy-

sis, we required that the vertical displacement of the

thermal over its lifespan predicted by the integrated

momentum budget was no greater than 20% different

than the actual vertical displacement of the thermal.

3. Analysis of simulations

Simulated cloudy updrafts were notably turbulent, owing

to the inclusion of random noise within the initial condi-

tions (Figs. 2a,c). To quantify turbulence, we computed the

Fourier energy spectrum (e.g., Bryan et al. 2003; Lebo and

Morrison 2015) using horizontal two-dimensional discrete

Fourier transforms (DFT) of (1/2)w2 on each model level

between 3 and 7km. The DFT is written as

c(k, j)5
Dx

2
�
N21

n50
�
M21

m50

w2
n,me

2(2pi/N)kn2(2pi/M)jm, (6)

where N 5 M 5 264 and k and j are spatial frequencies

in the x and y directions. The Fourier energy spectrum

was then computed from the DFT coefficients c(k, j)

using the following formula:

E(r)5
1

b
�c(k, j) for r2Dr#

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2 1 j2
p

, r1Dr ,

(7)

where r is a radial frequency, b is the number of

grid points in Fourier space that satisfy r2Dr#
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2 1 j2
p

, r1Dr, Dx is the grid spacing, and Drwas set

to 1/2. Here,E(r) quantifies the amount of energy within
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the domain that corresponds to phenomena with an

effective wavelength of 1/r. According to Kolmogor-

ov’s scaling, E(r) should have a slope proportional to

r25/3 for scales within the inertial subrange that are

larger than the lower effective resolution bound [e.g.,

6–7Dx in Bryan et al. (2003)]. This is indeed true for a

large portion of the frequency space in the SHR and

NOSHR runs. The E(r) slopes are shallower than r25/3

for wavelengths larger than about 1 km, and peak near

8 km. These scales correspond to relatively large, en-

ergy containing eddies on the scale of the convective

updrafts themselves. Overall, the closeness of the E(r)

spectral slopes to r25/3 at scales smaller than;1 km but

larger than the effective resolution instills confidence

that the simulations are depicting realistic turbulence

(Fig. 3a).

Well-defined thermal-like circulations were subjec-

tively apparent in instantaneous snapshots of model

output. A total of 382 and 372 thermals were tracked and

passed the momentum budget criterion in the NOSHR

and SHR runs, respectively. In the NOSHR runs, ther-

mals moved up to 2 km radially from the domain center

because of turbulent processes (Fig. 2b). Unsurprisingly,

thermals in the SHR runs were transported much larger

distances downstream of the domain center by increas-

ing ‘‘westerly’’ (left to right) wind speeds in the middle

to upper troposphere (Fig. 2d). The size distributions of

tracked thermals peaked at 500-m radii for all runs

(Fig. 3a), which is similar to previous studies using large

domain large-eddy simulations (e.g., DS). However, the

largest percentage of vertical mass flux was accom-

plished by thermals closer to 1 km in radius (thin red and

blue lines in Fig. 3a), which is a similar to the overall

radius of the clouds in our simulations (e.g., Figs. 2a,c).

Thermal start and end heights varied considerably,

which is consistent with previous studies (e.g., DS), and

the average thermal lifetimes were 63 and 72 s in the

NOSHR and SHR runs, respectively. Note that the end

FIG. 2. (a),(c) Cross sections along the center of the domain in the y direction valid after 15min of model integration, showing cloud and

ice water mixing ratios (shading; kg kg21), pressure perturbations (negative is blue, positive is red; intervals of 0.25 hPa, with the 0-hPa

contour omitted), and streamlines (black arrows) from selected simulations with 2-km initial bubbles. (b),(d) Paths in the x–z plane of

tracked thermals from all simulations (lines). (a),(b) NOSHR runs and (c),(d) SHR runs.
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points of tracked thermals in the SHR runs were con-

siderably lower than those of the NOSHR runs, and

reasons for this difference will be discussed in detail

later in this section. Vertical mass flux (MF)-weighted

composites of thermal wind, pressure, and buoyancy

show a classical spherical vortex-like flow structure and

associated perturbation pressure minima appearing as

two lobes in vertical cross-section plots (Figs. 4a,b).

This ring vortex-like structure of moist thermals was

also found in previous large-eddy simulations of deep

convection (Sherwood et al. 2013; Romps and Charn

2015; DS).

In subsequent analyses of height distributions of

quantities, thermals were binned every 500m, starting

at 250m in height. MF-weighted averages of quantities

were then computed for each bin. Because of the MF-

weighted averaging, our analysis intrinsically focuses on

the thermals that are the most important contribu-

tions to vertical mass redistribution accomplished by the

cloud. The results were unchanged when thermals with

R , 500m were omitted from our analysis, suggesting

that the results described hereafter were minimally

dependent on thermal size. Statistical significance of

differences between the SHR and NOSHR runs was

assessed via a bootstrap method. In this method, the

distributions of quantities in given height bins were re-

sampled 1000 times in both the SHR and NOSHR runs

based on a uniform random distribution with the po-

tential for repeating indices, and each time the differ-

ences of the averages or sums were recomputed between

the SHR and the NOSHR runs. If the 5th and 95th

percentiles of these differences retained the same sign,

then a difference was considered statistically significant.

a. Momentum budget analysis

The vertical distributions of total thermal MF show

much larger MF in the NOSHR runs above 5 km than

in the SHR runs (Figs. 5a,d). Comparable peak MF

magnitudes in the SHR runs occurred 3–4 km lower

than those in the NOSHR runs, showing that the

FIG. 3. (a) Plots of E(r) from Eq. (7) for the 2-km bubble ini-

tializations. Curves with a slope of 25/3 are shown as gray dashed

lines. (b) Distributions of the number of thermal instances (thick

lines) as a function of thermal radius, and the percentage of total

thermal mass flux accomplished by thermals within a given radius

bin (thin lines). Bin widths are 250m. A ‘‘thermal instance’’ in

(b) represents a snapshot from 15-smodel output of a given tracked

thermal. In both panels theNOSHR run is blue and SHR run is red.

FIG. 4. Vertical mass flux–weighted composites of dynamic

pressure perturbations (shading; hPa), buoyancy (red contours at

intervals of 0.02m s22), and u and w streamlines relative to the

thermal’s u and w motion components. (a) The NOSHR runs and

(b) the SHR runs.
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presence of vertical wind shear in the SHR runs in-

hibited the rate of cloud deepening compared to the

NOSHR runs. Indeed, the vertical distributions of w

(Figs. 5b,e) and dw/dt (Figs. 5c,f) were statistically

significantly smaller in the SHR runs than in the

NOSHR runs, suggesting that vertical wind shear re-

duced the depth of cloud growth by reducing ther-

mals’ upward accelerations.

Buoyancy contributed large upward accelerations

in the lower troposphere, and decreased in magnitude

with height (Figs. 6a,e). This is consistent with previous

studies of thermals’ momentum budgets (e.g., DS). BPA

was negative in all simulations (Figs. 6b,f), which is

consistent with past studies that have shownBPA should

approximately scale as 2(1/3)B (Tarshish et al. 2018).

Interestingly, MP showed generally smaller downward

FIG. 5. (a)–(c) Vertical profiles of total thermal vertical mass flux (kg s21), average w (m s21), and average dW/dt (m s22), respectively.

(d)–(f) Differences between the SHR (thick blue lines) and the NOSHR runs, and the 5th- and 95th-percentile differences determined via

the bootstrapping procedure described in the text (thin lines) of the quantities in (a)–(c). For a difference to be statistically significant, both

thin lines must lie on the same side of the zero line.
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BPA magnitudes in simulations of axisymmetric ther-

mals than those found here. It is possible that the

presence of large positively buoyant ‘‘stems’’ in the

wake of thermals influenced their analysis of BPA, and

such stems may have been disrupted by turbulence in

the simulations analyzed here. DPA was also generally

downward, except for below 5 km in the NOSHR

simulations (Figs. 6c,g), which also contrasts with the

findings of MP who showed DPA to be universally

downward for positively buoyant axisymmetric ther-

mals. This discrepancy may again result from the

azimuthal homogeneity in the simulations of MP.

DPAmagnitudes generally becamemore negative with

height as thermals’ ascent rates increased, which is

consistent with the results of MP and DS. Accelera-

tions from momentum entrainment/detrainment were

smaller in magnitude in the SHR runs than the

NOSHR runs below 5km, and briefly larger in the SHR

runs than the NOSHR runs between 5 and 6 km and

near 7 km (Figs. 6d,h).

The presence of shear generally impacted all terms of

thew budget. Thermals in the SHR runs were generally

less buoyant than those in the NOSHR simulations in

the 3–5-km layer, though these differences vanished

above 5 km (Figs. 6a,e). There were also statistically

significant differences in BPA between the SHR and

NOSHR runs; however, these differences were small

compared to the differences in other acceleration terms

(Figs. 6b,f). BPA in the NOSHR runs corresponded

well to 2(1/3)B, whereas BPA in the SHR runs was

slightly more negative than 2(1/3)B, indicating some

enhancement of BPA in the SHR runs relative to the

NOSHR runs. DPA was uniformly more negative in

the SHR runs than in the NOSHR runs (Figs. 6c,g).

Accelerations from entrainment and detrainment

processes were more negative in the SHR runs than the

NOSHR runs below 3km, but became more positive

above 3 km (Figs. 6d,h). However, these entrainment/

detrainment differences were only statistically signifi-

cant at 2.5 and 3.5 km and above 6.6 km.

FIG. 6. As in Fig. 5, but for averages of (a),(e) B (m s22), (b),(f) BPA (m s22), and (c),(g) DPA (m s22), and (d),(h) net w tendency from

momentum entrainment and detrainment.
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In general, the largest differences in the momentum

budgets between the SHR and NOSHR runs were

greater downward-directed DPA in SHR than NOSHR,

and to a lesser extent smaller buoyancy in SHR (Fig. 7a).

These differences were partially compensated by

momentum entrainment/detrainment, which produced

somewhat greater downward-directed acceleration in

the NOSHR runs than SHR. Furthermore, the large

negative difference in net upward acceleration between

the SHR and NOSHR runs corresponded well with the

differences in DPA between these runs (Fig. 7a). If we

assume that the vertical distributions of the acceleration

terms are steady with time so that dw/dt5wdw/dz5

(1/2)dw2/dz, we may better understand the influence

that these acceleration terms have on the thermals’ as-

cent rates by vertically integrating Eq. (5), yielding a

contribution tow2 by each acceleration term. Because of

the consistently more negative DPA in the SHR runs

than in the NOSHR runs, DPA was the predominant

contributor to the smallerw2 in the SHR runs than in the

NOSHR runs (Fig. 7b). The analysis in this section

therefore supports hypothesis 3, indicating that shear

enhances downward DPA, which reduces the rate of

cloud growth in sheared environments compared to

unsheared environments.

b. Dynamics responsible for enhanced downward

DPA in the sheared runs

In this section, we provide evidence that differences

in accelerations from aerodynamic lift between the

sheared and unsheared simulations are responsible for

the enhancement in downward DPA acting upon the

sheared thermals. Potential flow theory dictates that a

dynamic pressure gradient force arises when flow

passes along one side of an object at a faster rate than

along the opposite side. When oriented in the verti-

cal direction, this pressure gradient force is referred

to as aerodynamic ‘‘lift.’’ In the case of flow that

encounters a spinning object, the flow will be slowed

down on one side of the object relative to the other

because of differences in friction, resulting in the lift

force associated with the well-known ‘‘Magnus effect.’’

This is the principle that makes curveballs deviate from

straight trajectories in baseball. Previous authors have

shown that forces analogous to aerodynamic lift have

a measurable influence on laboratory ring vortices

FIG. 7. (a) Side-by-side comparisons of the differences between the SHR and NOSHR runs in B (purple lines;

m s22), BPA (green lines; m s22), DPA (orange lines; m s22), total entrainment/detrainment (dark red lines; m s22),

and the sum of all terms (thick black dashed lines; m s22) with the NOSHR runs. (b) The vertical integral of the

quantities in (a).
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(Chang and Vakili 1995) and observed cloud thermals

(Damiani and Vali 2007).

The dynamic pressure force acting upon the toroidal

circulation of a thermal can be illustrated by consider-

ing steady-state two-dimensional Boussinesq flow that

moves from left to right, and that encounters a vortex

with negative horizontal vorticity. The equation for the

thermal-relative horizontal flow in steady state is

›
1

2
u2

1a
0
p0

� �

›x
1w

›u

›z
5 0, (8)

where a0 [ 1/r0. Boundary conditions are u5 u0 and

p0
5 0 at x52‘ and u5 u0 1 u0 at the x location aligned

with the center of the vortex x5 c on the upstream side

of the thermal. Horizontally integrating from x52‘ to

x5 c along lines that intersect the top (z5 zt) and bot-

tom (z5 zb) of the vortex gives

(u
0
u0)

z5zt
1

1

2
u
02

z5zt
1a

0
p0
x5c,z5zt

5 0, (9)

(u
0
u0)

z5zb
1

1

2
u
02

z5zb
1a

0
p0
x5c,z5zb

5 0, (10)

where we have assumed that w is small within the

bounds of integration. We define Du as the horizontal

wind difference between the bottom and the top of the

vortex, such that u0
z5zt

52(1/2)Du and u0
z5zt

5 (1/2)Du.

Likewise, Dp[ p0
x5c,z5zt

2 p0
x5c,z5zb

. Subtracting Eq. (10)

from Eq. (9), substituting in our wind and pressure

definitions, and solving for Dp gives

Dp5 r
0
u
CF
Du , (11)

where the cross flow is defined as 2uCF [u0,z5zt 1u0,z5zb.

Because Du. 0 on the upstream side of the thermal’s

toroidal circulation, a positive uCF (i.e., a net cross flow

from left to right) will result in a larger pressure on top of

the upstream side of the toroidal circulation than on the

bottom. For there to be nonzero cross flow, the thermal’s

motion in the x direction must be different than the

u wind speed averaged through the thermal’s depth. An

estimate for the pressure gradient acceleration that re-

sults from the pressure difference is obtained by re-

arranging and then dividing by the diameter of the

toroidal circulation Dtor ’R (where R is the radius of

the thermal):

DPA
LIFT

’2
Dp

Rr
0

52
u
CF
Du

R
, (12)

where DPALIFT is the DPA imparted by the lift accel-

eration, which is negative (downward). Interestingly,

thermals in both runs experienced generally increasing

cross-flowmagnitudes with height. The presence of a net

cross flow in the NOSHR runs may seem counter in-

tuitive given the absence of background flow, but this

simply results from thermals in the NOSHR runs drift-

ing from their initial starting horizontal positions and

moving through the stationary background flow (i.e.,

Figs. 2a,b). As a consequence of the net cross flow in

both sets of runs, both the NOSHR and SHR thermals

experienced lift forces (note the tilted toroidal circu-

lations apparent in both Figs. 2a and 2c). Cross-flow

magnitudes in the SHR runs at a given height, on the

other hand, were nearly double the cross-flow magni-

tudes of the NOSHR runs, suggesting that the SHR

thermals experienced comparatively stronger lift forces.

For an isolated thermal, Du will be positive on the

upstream side of the toroid and negative on the down-

stream side of the toroid, implying equal and opposite

forces imparted on the thermal and hence no impact on

the net vertical acceleration. However, composites from

the SHR runs show that the cross flow below the thermal

was ‘‘blocked’’ by convectively modified air below the

thermal and did not reach the bottom of the downstream

part of the toroidal circulation (Fig. 9d). This meant

that a downward lift force was present on the upstream

side of the toroid, but no lift was present on the down-

stream side of the toroid.

The flow structure for the SHR runs implies that

uCF 6¼ 0 and DPALIFT , 0 on the upstream side of the

thermal, but uCF ’ 0 and DPALIFT ’ 0 on the down-

stream side of the thermal. This pattern of lift forces

should therefore impart a net downward force on the

thermals in the SHR runs. This footprint of the lift force

in the SHR runs manifests as vertical and horizontal

perturbation pressure asymmetries in the composite

thermal. If the cross-flow magnitude were identical on

both the upstream and downstream sides of the toroidal

circulation, a bias toward low (high) pressure should be

present on the lower (upper) parts of the upstream side

of the thermal, and a bias toward high (low) pressure

should be present on the lower (upper) parts of the

downstream side of the thermal (these biases are rela-

tive to a thermal experiencing zero net cross flow). If the

magnitude of the lift force was larger on the upstream

side of the thermal, the vertical pressure asymmetry

should be much more pronounced on the upstream side

of the thermal than on the downstream side. Indeed we

find this to be the case for the SHR composite thermal

structure (Figs. 9e,f), with relatively low (high) dynamic

perturbation pressure on the lower-left (upper left) side

of the thermal, and a much less pronounced vertical

asymmetry of dynamic perturbation pressure on the

right (downwind) side of the thermal. These patterns of
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cross flow and vertical pressure asymmetry are well

contrasted with the almost vertically antisymmetric u

(Fig. 9a) wind and symmetric dynamic perturbation

pressure fields (Figs. 9b,c) fields for the NOSHR ther-

mals. As noted above, there are likely weak net lift

forces acting upon the NOSHR thermals because of

relative cross flow. However, with no environmental

shear there is no preferred orientation of the cross flow

and hence almost no horizontal asymmetry of dynamic

pressure.

The magnitude of the lift force acting upon thermals

is quantified via estimates of the individual quantities

on the right-hand side of Eq. (12). We estimate uCF 5

4–6m s21 from Fig. 8a, Du 5 4–6m s21 from Fig. 9d,

and r0 5 0.8–0.6 kgm23. From Eq. (11), the pressure

asymmetry Dp associated with lift forces ranges from

0.13 to 0.29 hPa. This estimate is consistent with the

Dp0
d ; 0:17 hPa from the composite SHR runs in Fig. 9f.

Assuming that DPALIFT,downstream 5 0, DPALIFT,upstream

, 0, and the net downward lift force on the thermal

is (1/2)DPALIFT,upstream , we get DPALIFT ’ 20.008

to 20.021m s21 (this assumes R 5 0.5–1 km). This is

consistent with the differences in DPA between the

sheared and unsheared runs in Fig. 6c, although our

simple estimate of the net lift force would be somewhat

smaller if 3D effects were considered given that the

component of the cross flow aligned with the toroidal

circulation scales approximately with the cosine of

the angle between the two. Overall, these results

suggest that lift forces were the primary reason for the

larger downward DPA in the sheared runs than in the

unsheared runs.

Another possible factor that was influenced by shear

is wave drag. Thermals generate gravity waves as they

rise through stratified environments, which exert a

back force on the thermal that can act in opposition to

thermals’ upward motion. This force shouldmanifest in

both the distributions of DPA (because of the kine-

matic circulations associated with gravity waves)

and BPA (because of the buoyancy structure associ-

ated with gravity waves). The wave drag coefficient

cd is nonlinearly dependent on the Froude number

[Romps and Oktem 2015; DS; Fr [ jVj/(NR), where

N[
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

(g/u)(›u/›z)
p

and jVj[
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

u2
CF 1w2

p

]. Because the

background thermodynamic environment was the

same in the SHR and NOSHR simulations, potential

differences in Fr must have resulted from differences in

the cross-flow magnitude and ascent rates between the

two simulations. Given that cross-flow magnitudes

were 2–3m s21 larger (Fig. 8b), but ascent rates were

FIG. 8. (a) As in Fig. 6, but for themagnitude of the net cross flow defined as uCF(z)[ ju0(z)2U(z)j, whereU(z) is a

thermal’s u velocity at a given height z and u0 is the wind associated with the background shear at z.
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2–3m s21 smaller (Fig. 5e) in the SHR runs than in the

NOSHR runs, it is likely that jVj, Fr, and wave drag

were not much different between the two simulations.

This assertion is supported by the fact that, if there

were appreciable differences in wave drag between the

simulations, we would expect large differences in BPA

between the runs—yet these differences were small

relative to differences in other quantities (Fig. 6).

4. Summary, conclusions, and discussion

Previous research and anecdotal observations have

hypothesized that convection develops at a slower rate

in vertically sheared environments than in unsheared

environments. We evaluate this hypothesis by compar-

ing the ascent rates and momentum budgets of moist

thermals—which themselves are an essential element

to growing convection—in the sheared and unsheared

simulations. Our conclusions are as follows:

1) Thermals reach altitudes 3–4 km higher in unsheared

runs than sheared runs, and the vertical mass flux is

biased toward higher altitudes in unsheared runs.

This demonstrates that shear does indeed impede the

rate of deepening of moist convection.

2) The lower termination heights of sheared thermals

results from sheared thermals having smaller vertical

accelerations and ascent rates.

3) Sheared thermals have stronger downward dy-

namic pressure acceleration than unsheared ther-

mals, which explains the largest fraction of their

smaller accelerations and ascent rates compared to

unsheared thermals.

4) Forces that were analogous to aerodynamic lift

associated with horizontal cross flow (relative to

the thermal trajectory) are the likely reason why

sheared thermals have stronger downward dynamic

pressure acceleration than unsheared thermals.

Our results contrast with the notion that the pri-

mary way shear inhibits convective development is by

enhancing entrainment-driven dilution, at least on the

scale of individual cloud thermals. In our simulations,

the influence of entrainment-related processes on ther-

mals’ ascent rates was small relative to dynamic pressure

acceleration. It is possible that entrainment may play

FIG. 9. (a),(d) Composites of the uwind component (shading; m s21), and u andw streamlines relative to the thermal’s u- andw-motion

components. (b),(e) Composites of the vertical asymmetry in the dynamic perturbation pressure field Dp0
d (shading; hPa), defined as the

dynamic perturbation pressure at a given distance above (below) the thermal center lineminus that at the same distance below (above) the

centerline [Dp0
d [pd(x, y, z)2 pd(x, y, 2zcent 2 z), where zcent is the height of the composite center]. All other fields are as in (a) and (d),

but with buoyancy contoured in red. (c),(f) Plot of Dp0
d averaged in the x direction between 21.5 and 0 km (blue line) and averaged

between 0 and 1.5 km in the x direction (red line). (a)–(c) The NOSHR runs and (d)–(f) the SHR runs. The thick black arrow in

(e) annotates the downward-oriented lift force.
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a larger role in diluting buoyancy in a drier middle tro-

posphere than the environments considered here, and

future work should investigate this potential sensitiv-

ity. Previous authors have also assumed that slanted

convection should be weaker than upright convection

because of the enhanced downward buoyant pressure

acceleration of the former (e.g., Parker 2010; Peters

2016). However, we find here that despite the large

degree to which convection in the sheared runs was

slanted relative to the unsheared runs, the primary

difference in downward-directed accelerations between

these two runs was in dynamic pressure acceleration

rather than in buoyant pressure acceleration. A poten-

tial explanation for this discrepancy is that previous

authors assumed that slanted updrafts have a plumelike

structure, whereas the convection in our simulations

occurs as a semidiscrete series of rising quasi-spherical

thermals in both the sheared and unsheared runs. The

buoyant pressure acceleration associated with buoyancy

anomalies for the geometry of a slanted plume are quite

different from those associated with nearly spherical

buoyancy anomalies. Future work should apply the

thermal tracking procedures used here to squall-line

simulations to explore this idea further. Finally, our re-

sults are potentially applicable to improving cumulus

parameterizations. If future cumulus parameterizations

are constructed with thermals (rather than steady-state

plumes) as the basic unit of convection, the thermals’

vertical momentum could be formulated to include the

effects of environmental wind shear and cross flow.
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