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Abstract. The gamma-ray astronomical observatory INTEGRAL, succesfully launched on 17th October 2002, carries two large
gamma-ray telescopes. One of them is the coded-mask imaging gamma-ray telescope onboard the INTEGRAL satellite (IBIS
which provides high-resolutiorn=(L2) sky images of 29x 29 in the energy range from 15 keV to 10 MeV with typical on-

axis sensitivity of+1 mCrab at 100 keV (3, 1¢f s exposure). We report here the general description of the IBIS coded-mask
imaging system and of the standard IBIS science data analysis procedures. These procedures reconstruct, clean and comk
IBIS sky images providing at the same time detection, identification and preliminary analysis of point-like sources present
in the field. Spectral extraction has also been implemented and is based on simultaneous fitting of source and backgrour
shadowgram models to detector images. The procedures are illustrated using some of the IBIS data collected during the infligl
calibrations and present performance is discussed. The analysis programs described here have been integrated as instrun
specific software in the Integral Science Data Center (ISDC) analysis software packages currently used for the Quick Look
Standard and ©-line Scientific Analysis.
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1. The IBIS coded aperture imaging system array derived from the mask pattern. Assuming a perfect |

sition sensitive detector plane (infinite spatial resolution), t
The IBIS telescope (Imager on Board of the INTEGRAL g jar resolution of such a system is then defined by the

Satellite) (Ubertini et_ al_. 2003), launched _onboard the E?e subtended by one hole at the detector. The sensitive
gamma-ray space mission INTEGRAL (Winkler et al. 2003ystead depends on the number of all transparent element
on October 2002, is a hard-X rapfty-ray telescope based o mask viewed by the detector. In the gamma-ray dom
a coded aperture imaging system (Goldwurm et al. 2001). \yhere the count rate is dominated by the background, the
In coded aperture telescopes (Fig. 1) (Caroli et al. 19&fnum transparent fraction is one half. The field of view (sk
Goldwurm 1995; Skinner 1995) the source radiation is spigion where source radiation is modulated by the mask) is
tially modulated by a mask of opaque and transparent elemegignined by the mask and the detector dimensions and theil
before being recorded by a position sensitive detector, allowpective distance. To optimize the sensitive area of the dete
ing simultaneous measurement of source plus background (gled have large FOVs, masks larger than the detector plane
tector area corresponding to the mask holes) and backgrousdally employed. The FOV is thus divided in two parts. Tl
fluxes (detector corresponding to the opaque elements). Maglly coded (FC) FOV for which all source radiation directe
patterns are designed to allow each source in the field of viggwards the detector plane is modulated by the mask and
(FOV) to cast a unique shadowgram on the detector, in ordeRgrtially Coded (PC) FOV for which only a fraction of it i
avoid ambiguities in the reconstruction of the sky image. Thigodulated by the mask. The rest, if detected, cannot be ez
reconstruction (deconvolution) is generally based on a coregistinguished from the background. If holes are uniformly di
lation procedure between the recorded image and a decodiilfuted the sensitivity is approximately constant in the FCFC
and decreases in the PCFOV.

Send gprint requests toA. Goldwurm, e-mailagoldwurm@cea. fr . h K with f
* Based on observations with INTEGRAL, an ESA project with Representing the mask with an arrdy of 1 (transpar-

instruments and science data centre funded by ESA member st&88 and 0 (opaque) elements, the detector ebragy given by
(especially the Pl countries: Denmark, France, Germany, Itaf{i€ convolution of the sky imag8 with M plus an unmod-
Switzerland, Spain), Czech Republic and Poland, and with the pefated background array terBt D = S « M + B. If M has
ticipation of Russia and the USA. a correlation inversearray G such thatM x« G = §-function,
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Fig. 2. The IBIS mask pattern of 3695 elements (left) is formed by a
replicated 53« 53 MURA basic pattern, whose cyclic autocorrelation
(right) is a¢d function.

resolution FWHM) is of 12. ISGRI images are sampled in

5 pixels while PICsIT images in 1(ixels. The MURAs are

Fig. 1. Scheme (not in scale) of the IBIS imaging system: a coddtgarly-optimum masks anccarrelation irverseis obtained by
mask of 112x 112x 16 mn tungsten elements, an upper low-energgettingG = 2M -1 (i.e.G=+1forM =1,G = -1forM = 0)
detector plane (red) of 128 128 CdTe crystals (4 4 x 2 mm?, apart from the central element which is set to 0. Simple cor-
pitch pixel-to-pixel=4.6 mm), a high energy bottom detector plangelation between such array and the detector plane array pro-
(green) of 64x 64 Csl bars (8t x 8.4 x 30 mn?, pitch pixel-to- vides a sky image of the FCFOV where point sources appear
pixel=9.2 mm), an active BGO.v'eto system .(blue)' composed gk spikes of approximately the sizEWHM) of 1 projected

19 crystals viewed by photomultipliers, a passive shield made byg?ask element (12 with flat sidelobes (Fig. 2). The detailed
tube and a Hopper shield (grey), a calibration unit attached to the tu ﬁape of the System Point Spread Sunction (SPSF), the final

The Fully Coded # arctan[Dy — Dp)/L]), and the Partially Coded, : . - X i
(=arctan[Dy + Do)/L]), Field of Views are indicated along with the €sponse of the imaging system including the decoding process

telescope angular resolutioF\WHM) ® = arctanfl/L), whereDp to the a po?nt source, actually depends also on th_e instrument
and Dy are the detector and mask dimensiohsjs the width of features (pixel size, detector deadzones, mask thickness, etc.)
the mask elements aridthe distance mask-detecter3200 mm for and on the decoding process (Gros et al. 2003). For this sim-
ISGRI). ple reconstruction (sum of transparent elements and subtraction
of opaque ones) and assuming Poissonian noise, the variance
. . in each reconstructed sky pixel of the FCFQOV is constant and
then we can reconstruct the sky by performing the foIIowwgmmy given byV = G2 x D = 3, Dy, i.e. the total counts

simple operation recorded by the detector. Therefore the source signal to noise

S =D*xG=S*M*G+BxG=S*x5+B*G is simply
T SrEee S/N = Cs _ Reconstructed Source Counts
and$’ differs fromS only by theB x G term. In the case the - \Cs+Cs Total Counts

total maskM is derived from a cyclic replication of the same

basic pattern and the background is given by a flat aBay Sources outside the FCFOV but within the PCFOV still project

the termB x G is a constant and can be removed. Mask patart of the mask on the detector and their contribution can (and

terns with such properties, including theiformly redundant must) be reconstructed by properly extending the analysis in

arrays (URA), were found in the 70s (Fenimore & Cannorthis region of the sky. In the PCFOV the SPSF does have sec-

1978) and then succesfully employed ifyXay telescopes on- ondary lobes (Fig. 3), the sensitivity decreases and the relative

board several high energy missions (Caroli et al. 1987; Paalriance increases towards the edge of the field. In this part

etal. 1991). of the field also FCFQOV sources will produce side lobes (see
The IBIS coded mask imaging system (Fig. 1) includes&ect. 2).

replicated Modified URA (MURA) (Gottesman & Fenimore

1989) mask of tungsten elements (Fig. 2) and 2 pixellated

gamma-ray detector planes, both approximately of the sagesky image deconvolution

size of the mask basic pattern: ISGRI, the low energy band

(15 keV-1 MeV) camera (Lebrun et al. 2003) and PICsIT, sefhe discrete deconvolution in FCFOV can be extended to the

sitive to photons between 175 keV and 10 MeV, disposed abaotal (FG+PC) FOV by performing the correlation of the detec-

10 cm below ISGRI (Di Cocco et al. 2003). The physical chater arrayD in a non cyclic form with thé& array extended and

acteristics of the IBIS telescope define a FCFOV 1% 8° and padded with 0 elements outside the mask. Since the number of

a total FOV (FCFOM-PCFOQV) of 19 x 19° at half sensitiv- correlated (transparent and opaque) elements in the PCFQV is

ity and of 29 x 29° at zero sensitivity. The nominal angulamot constant as in the FCFOV, the sums and subtractions for
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Fig. 3. The System Point Spread Function over the complete FOV fg
the IBISISGRI telescope.

each sky position must be balanced and renormalized. This ¢
be written by

2k G jWiDia - X Gii 1 Waa Dia
ij = T Gi++k,j+|Wk' - S Gi_+k,j+IWk| Fig. 4. Results of rt_eco.nstruction_ procedure applied to JEB&RI da_lta
of the Cygnus region: detector image after background correatimn (
where the decoding arrays are obtained from the G array Bff), associated fciency image (p, righf), decoded and cleanec
settingG* = GforG > 0,G* = 0forG < 0 andG~ = -G SKy image in the whole FOV (F&PC) down, lef}, associated vari-
forG < 0,G~ = 0 forG > 0, and then are enlarged andnce ¢lown, righ). The algorithm detected, and_ identified 2 source
padded with 0's outside the mask region. The sum is performgy@ X-1 at the center of the FOV and Cyg X-3 in the PCFOV.
over all detector elements| andi, j run over all sky pixels
(both of FC and PCFOV). In the FCFOV we obtain the samgcondary lobes with the 8 main ghosts of the source pea
result of the standard FCFOV correlation. To considBais gisiances multiple of the mask basic pattern in the PCFOV. T
such as satellite drift corrections (see Goldwurm 1995), deﬁfbcedure can be carried out with a fast algorithm by reduc

areas, noisy pixels or other instrumentitets which require previous formulae to a set of correlations computed by me:
different weighing of pixels values, a specific arkéyis used. of FETs.

For exampleW is set to O for noisy pixels or detector dead

areas and corresponding detector pixels are not included in the

computation. The variance, which is not constant outside tBeNon-uniformity and background correction
FCFQV, is computed accordingly by

In most cases and in particular at high energies the backgro
2 _ 2 is not spatially uniform. Further modulation is introduced c¢

_ Zia (Gl W) D + Zia (W) D the background and source terms by the intrinsic detector n
(Zkl Gflkjnwkl)z (Zkl Gilkj+|Wkl)2 uniformity. The modulation is magnified by the decoding pr:
' ' cess (the tern® x Bin Sect. 1) and strong systematic noise

since the cross-tern@* and G~ vanish. In the FCFOV the generated in the deconvolved images (Laudet & Roques 19
variance is approximately constant and equal to the total nuie resulting systematic image structures have spatial freqt
ber of counts on the detector. The values computed by thegss similar to those of the modulation on the detector pla
formula are then renormalized to obtain the images of recd¥or the IBIS detector, intrinsic non-uniformity is generated |
structed counts per second from the whole detector for an @arfiations in diciency of single detectors or associated ele
axis source. Since mask elements are larger than detector pixaics. Anticoincidencefects and scattering may also induc
els, the decoding arrays are derived as above &teas been features at small spatial scales, of the order of the mask |
sampled in detector pixels by projection and redistribution afent size (Bird et al. 2003). The modulation induced by t
its values on a pixel grid. For non integer sampling of el@xternal background is normally a large scale structure d¢
ments in pixels (the IBIS cas§ will assume continuous val- inated by the dferences in ficiency of the veto system anc
ues from-1 to 1. Different options can be adopted for the finef multiple event tagging. The background intensity may
sampling of the decoding array (Fenimore & Cannon 198{ariable on timescales from hoydlays (activation in radiation
Goldwurm 1995), the one we follow optimizes the point sourdeelts, solar flares) to weeksonths (orbit circularization, solar
signal to noise (while slightly spreading the SPSF peak). Thgcle modulation) (Terrier et al. 2003).
SPSF, for an on-axis source and the IBE&RI configuration, For the PICsIT layer, two mordtects should be taken intc
obtained with the described deconvolution is shown in Fig. 8ccount: the modulation at the border of the detector semim
Note the central peak and the flat level in the FCFOV, and thkes (Di Cocco et al. 2003) caused by the onboard multij

ij
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Corrected Shadowgram (252-329 keV)

oS (52320140 _ 4. The IBIS scientific data analysis

The specific procedure for the IBIS data analysis starts from
the data files obtained with the Integral Science Data Center
(ISDC) (Courvoisier et al. 2003) preprocessing and performs a
number of analysis steps which are hereafter described for the
IBIS standard and photon-photon modasd the ISGRI and
PICsIT data only.

The ISDC preprocessing decodes the telemetry packets,
prepares the scientific and housekeping (HK) data with the
proper satellite onboard times. This analysis task also com-
putes the good time intervals by checking the satellite attitude,
the telemetry gaps and the instrument modes and by monitor-

Fig. 5. Results of the background correction on a PICsIT single eveh! the technological parameters. For the IBIS standard mode

shadowgram (252—329 keV) of the Crab region. The raw imkegg bertini et a]. 2003; Di Cocco et al. 2003) the f_ollo_wing data _
shows presence of dead pixels and count excess on the module B§FS are provided, for each elementary observation interval (sci-
ders, not visible in the background corrected imaight). ence window) which corresponds to a constant pointing or slew
satellite mode:
—ISGRI event list: position, arrival time, pulse-height channel,
rise-time.
— PICsIT spectral-image histograms: 2 sets ofx6@4 pixel
images in 256 energy channels, one for the integrated single
reconstruction system, and the cosmic-rays induced eveetgents and the other for the integrated multiple events.
The former is due to the fact that multiple events are recon-PICsIT spectral timing histograms: count rates from the
structed by analysing events per semimodule. When a multihole PICsIT camera integrated in a short time interval
ple event is detected by two semimodules, it is considered(@s97-500 ms, default: 2 ms) for up to 8 energy bands (default:
two single events. Since this occurs at the borders of the seghbands).
modules, there is an excess of single events in these zoreGpmpton events list: ISGRI position, PICSIT position, ISGRI
and a corresponding deficit of multiple counts in the same pideposited energy, PICsIT deposited energy, ISGRI risetime, ar-
els. Obviously this fect becomes important as the energy imival time of events in coincidence between ISGRI and PICsIT.
creases. In Fig. 5 it is shown an example of a single evdfar the IBIS photon-photon mode the same ISGRI and
shadowgram not yet corrected, where the bordBecés are Compton data are provided while PICSIT histograms are
clearly visible, and after the correction for background anéplaced by
non-uniformities (Natalucci et al. 2003). The secoffiéet is — PICsIT event list for single and double events: position, de-
due to spurious events caused by cosmic-rays interaction withsited energy, arrival time.

Csl crystals (Segreto et al. 2003). This is relevant only at lope first tasks performed by the IBIS specific software are the
energies {250 keV) and results in a loss of sensitivity of abolomputation of the livetimes of the single pixels, of the dead-
a factor of 4. Itis possible to remove these fake events onlyifyes and of the deposited energies for all events. Detector im-
PICsIT is in photon-by-photon mode, while on the histogramgyes are then built and corrected. Sky images are reconstructec
itis possible to apply only an a posterionrrection by rescal- for each pointing and then combined to obtain mosaic of sky
ing those pixels that, after the background subtraction, appgagges of the whole observation. Source spectra are extracted
to be still noisy. by performing image binning and correction on small energy

If the shape of the background does not vary rapidly, reggands and then comparing resulting images to source models.
lar observations of source empty fields can provide measureéfdata products are written in files with the standard FITS
the background spatial distribution which can be used to flgd OGIP format in order to allow the use of standard high-
field the detector images prior to the decoding (contributid@vel data analysis packages like FTOOLS, XSPEC and DS9.
of weak sources is smoothed out by summing images corre-
sponding to dierent pointing aspects) (Bouchet et al. 2001). '1.1. Pixels livetimes, deadtimes and energy
U is the detector non-uniformity anl the background struc- .

. ; - . corrections

ture, then the recorded detector image during an observation is
D = (S« M)U + B and a basic correction can be performeBrom the data of each single science window, prepared by
by (D — bBep)/Uc, whereBgg is obtained from the empty field the standard ISDC preprocessing, selected IBIS housekeeping
observationsic is an estimate of the detector non-uniformityHK) data are first analyzed to prepare correction parameters
from ground calibrations or Monte Carlo modelling and b ifr the scientific analysis. The HK tables reporting the initial
a normalization factor. ¢ is a good estimate df andBgr status (oyoff) of detector pixels, their low energy thresholds
is close toB we obtain the needed correction. The normalizand their status evolution during the observations are decoded
tion b is estimated either using the relative exposure times and the information organized to allow computation of livetime
the total number of counts in the images. of each single pixel during the science window. The deadtime
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and its evolution is computed from the countrates reportedanthe derived position is computed, decoded, normalized to
the HKs for the diferent IBIS datatypes, also including the tim@bserved excess and subtracted from the image. Such a sc
loss of random coincidences during veto rejection or calibreesponse model must take into account the mask element tt
tion source tagging. ness, the fects at the mask border, thefférent opacity of

The ISGRI event pulse height channel and risetime infaihe mask support and of the passive shield, and the transpe
mation in the science data list are then used to reconstraeties in or between these elements. However the model
event deposited energy (in keV) by correcting the pulse heigthudes only the geometrical absorptidiieets. Proper accouni
amplitude for the charge losdfect and for gains andfie of scattering and energy redistribution is included in the €
sets (Lebrun et al. 2003). The correction is performed usieggy response. The same routine which computes the mq
look-up tables (LUT) derived from ground and inflight calibraef source shadowgram on the detector is used in the spel
tions (Terrier et al. 2003). PICsIT energies are reconstructedexiraction. The source parameters (position, flux, and sig
board using gain andfiset LUT before histograms are accuto noise) are stored in an output file and the procedure u
mulated. A further correction on the PICsIT single events cdlne source catalogue to identify the source. A second exce:
be performed on ground by using pixel gain antsets val- then searched and cleaned and the procedure continues ti
ues refined according to temperature variations (Malaguti etsburces or excesses are identified and cleaned. The imag

2003). the main peak of each source is finally restored in the sky |
age while the secondary lobes are excluded. Units of inten

4.2. Image binning and uniformity-background images are in reconstructed counts per second for an on-
correction source, and a variance image is computed in the proper uni

For each pointing science window the event list or the his-
tograms are then binned in detector images for the specified, Image mosaic and final image analysis
energy bands and for a given risetime interval. The procedure
computes anfiiciency (or exposure) map combining informalhe reconstructed and cleaned sky images of each pointing
tions from good time intervals, telemetry or data gaps, dea&ce window are then rotated, projected over a reference i
times, livetime of each pixel, and low energy thresholds. Ttd summed after a properly weighting with their variance &
map gives an exposure of each pixels considering all these@fposure time. There are two ways to implement the rotat
fects and relative to arfiective exposure time of the pointing.0f an image. Either the pixel value is redistributed around
ISGRI images are then enlarged to 18034 pixels and reference pixels on which is projected or its value is entire
PICsIT images to 65 67 pixels to include the deadzones beattributed to the pixel whose center is closer to the projec
tween the modules. Residual noisy pixels, i.e. pixels with lar§enter of the input pixel. In the first case the source is sligh
values @5_100—) above the average are then identified affid e smoothed and enlarged but the source centroid is well rec
ciencies of noisy and deadzone pixels are set to 0. The deteétgicted, while in the second case discrefeas can produce
image pixels are divided by the non-zero-values of tieien- @ bias in the source centroid but the intensity will be better
cies to renormalize their values. Fdfieiencies equal to 0 the constructed and the source less spread.
weighting arrayW is set to 0 and the pixels are not included in  After the mosaic step is completed the routine restart |
the image or spectral reconstructions. The correction for dearch and analysis of point sources in the mosaicked sky
tector and background non-uniformity is then applied usirage, again using a catalogue for the identification. Results
the background images derived from empty field observatidihsxes and positions are reported in output. Since the pc
and the detector uniformity maps (Terrier et al. 2003; Nataluamurce location error is inversely proportional to the source <
et al. 2003). For the spectral extraction however the correctioal to noise (Gros et al. 2003), location of weak sources
is not perfomed at this level, background and non-uniformibetter carried out on mosaicked images. Note that the sei

are accounted for directly in the fitting procedure. for significant excesses (both for single pointing and for t
mosaic) must be performed taking into account that these
4.3. Iterative sky image reconstruction and cleaning correlation imagesnd considering the number of independe

From the corrected detector images the analysis procedure_t&'élls that are ’_“_ade by testing _aII pixels of the reconstrgcted :
mage. The critical level at which an unknown excess is sigr

codes the sky images using the algorithm described in Sect be i di h dard Sal .
and iteratively searches for significant peaks in the image. Th IntéméSt € mcreage I_rom : igsgt;m Iarh alue toftypl_-d
signal to noise levels3/N) of detection can be set by the userg &y °—00 (see e.g. Caroli etal. ). Inthe case of resid

and the search can be preferencially performed or even Qagckgrou_nd) systematic modulation, the dete_ction level m
tally restricted to the sources included in an input catalogue: further increased (for example by a factor given by the re

The search procedure is a delicate process due to the pP épeasured to computed image standard deviation).

ence of the 8 ghosts (per source) and is sensitive to the choices

of the S/N levels of search in particular if the background iy 5 soyrce spectra and light curve extractions

not fully corrected. The first significant peak is detected and

fitted with an analytical approximation of the SPSF to finel@nce the positions of the active sources of the field are kno'
determine the position of the source and its flux (Gros et #heir fluxes and count spectra are extracted for each poin
2003). The model of the shadowgram projected by the sousm@ence window in predefined energy bins. Detector images

Letter to the Editor
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their dficiencies are built for these energy bins, enlarged a
then searched for residual noisy pixels. For each source ¢
each energy band a shadowgram model is then computed u
the detailed modelling algorithm described above}{AE;) 4
is the model for the souragand the energy biAEy, the total
sky plus background mod#&l at the pixek, | is defined as

m
TH(AER) = > fYPR(AEREQUE + b"Ba(AER)E}

n=1
where the sum is extended to all “active” sources of the regi
and where the background imaBeas derived from the empty
field data, theUc is the estimated detector non-uniformit
andE is the dficiency image. This model is fitted to the en:
larged and noisy-pixel-corrected detector imaDgsby using
the maximum likelihood technique with Poissonian distribt
tion. The optimization gives the multiplicative factdisandb”

fqr.e.aCh en(;rgy band WhI_Ch (after p.ropek: normalizations aE%. 6. Sky image mosaic of the Cygnus region in the 15-40 keV band
division by the exposure time), provide the source and ba%’mposed with IBIBSGRI data from 130 pointings for a total expo-

ground count rate spectra. Itis important to perform the simulyre of 145 ks. Three sources are detected at high significance level:
tanous fit for the models of all the active sources of the fietgl,g x-1, Cyg X-3 and EXO 2036375.

to avoid contamination by other sources of the interested spec-
trum. Spectra of the same source collected ffedént point-
ing science windows can then be summed to obtain an aver;
spectrum during an observation. The spectra are comparel
physical spectral models convolved with the energy respor
function of the instrument (Laurent et al. 2003) in order t
evaluate source physical parameters. Finally, a similar prot
dure, where the images are binned in large energy bands |
small time intervals, provides source light curves on time bir
shorter than science windows for the predefined active sour
in the field of view. For PICsIT operating in standard mod¢
light curves of the count rates registered by the whole detec
can be generated directly from the spectral timing data and u
to search for characteristic variability signatures like pulsatiol
or bursts.

5. Final remarks

The _s_oftware has been tested _using_ inflight data_in S_evqffﬂj. IBIS/PICSIT reconstructed image of the Crab in the energy
conditions and the performance is satisfactory considering hghd 252-329 keV obtained from the IBIS scientific pipeline applied
early phase of the mission. Background corrections have beess science windows for a total of 132 ks of exposure.

already implemented for the analysis of PICsIT data while not

yet fully used for the ISGRI analysis (but see Terrier et al.

2003). Figure 5 shows the correction operated on the Crab neb-the source and performed §taring mode(constant atti-

ula PICsIT images as described in Sect. 3. In Fig. 6 the resuitde asset during the observation, see Winkler et al. 2003). The
ing sky image mosaic obtained from the IBIS scientific pipelingpectrum is compared to a model of a simple power law using
applied to about 130 elementary pointings on Cygnus X-1, the instrument energy response files. The best fit in the range
lustrate the quality of the scientific analysis presently ava®0-700 keV is found for a slope of 2.05 which is compatible
able. Images are well reconstructed and cleaned and soumgith the high energy spectrum of the Crab. To have accept-
well detected and finely positioned, with typical absolute eabley?, systematic errors of about 10% have to be included.

ror radii (90% confidence level) of less for strong source These examples give an idea of the performance of the
(S/N > 30-40) and less than’Jor moderate or weak onesanalysis v and of the calibration and response files presently
(S/N ~ 10-40) (Gros et al. 2003). Figure 7 shows a recoravailable. The procedures described here have been integratec
structed PICsIT image of the Crab, a very bright constant amdthe ISDC analysis system and constitute the core of the
pointlike source for IBIS, often used as calibration source ftBIS data analysis software of the Quick Look and Standard
high energy instruments. Figure 8 reports a reconstructed Craialysis run at the ISDC and of the INTEGRAL Data Analysis
count spectrum obtained with the described scientific anafyystem package. The IBIS analysis software and associate cal-
sis procedures from the ISGRI data of an observation pointbdation files are constantly improved and integrated in the
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