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Abstract 
It seems that the Truth-teller is either true or false, but there is no accepted 
principle determining which it is. From this point of view, the Truth-teller is 
a hypodox. A hypodox is a conundrum like a paradox, but consistent. Some-
times, accepting an additional principle will convert a hypodox into a para-
dox. Conversely, in some cases, retracting or restricting a principle will con-
vert a paradox to a hypodox. This last point suggests a new method of avoid-
ing inconsistency. This article provides a significant example. The Liar para-
dox can be defused to a hypodox by relatively minimally restricting three 
principles: the T-schema, substitution of identicals and universal instantia-
tion. These restrictions are not arbitrary. For each, I identify the source of a 
contradiction given some presumptions. Then I propose each restriction as a 
reasonable way to deal with that source of contradiction. 
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1. Introduction 

Compared to the Liar paradox, the Truth-teller is a squib. Proofs of the Liar pa-
radox seemingly soundly entail a contradiction, from which anything (and eve-
rything) follows in classical logic by Explosion (ex contradictione quodlibet). In 
contrast, the Truth-teller’s proofs—it does have some—seem to have too few 
logical consequences. These are short seemingly sound proofs, given certain log-
ical principles, that the Truth-teller sentence (statement, etc.) is either true or 
not true; but there seems no accepted principled way to conclude which, and no 
contingency will resolve the matter. From this point of view, Truth-tellers seem 
underdetermined and paradigm examples of hypodoxes (Eldridge-Smith 2007, 
2012, 2015: Appendix). Sometimes, accepting an additional principle will con-
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vert a hypodox into a paradox (Eldridge-Smith 2012). Conversely, in some cases, 
retracting or restricting a principle will convert a paradox to a hypodox. This last 
point suggests a new method of (at least partially) resolving some paradoxes. 
This article provides a significant example. The Liar paradox can be defused to a 
hypodox by relatively minimally restricting three principles: the T-schema, subs-
titution of identicals and universal instantiation. These restrictions are not arbi-
trary. I identify several sources of a contradiction given some presumptions. In 
relation to each of these, each restriction is a reasonable way to deal with that 
source of contradiction. The restrictions aim at invalidating just those patholog-
ical inferences that otherwise result in a Liar contradiction by invalidating just 
its sources of contradiction. A case for surgery over living with a pathology is 
not required, because one cannot actually live with the pathology of the Liar pa-
radox on pain of Explosion. Some principles must be restricted; that is, as Quine 
points out, the Liar forces us to revise some trusted way of reasoning (Quine 
1976). What I propose excises minimally from otherwise trusted patterns of 
reasoning. 

Let me provide some general background. The Liar paradox concerns any 
statement that says of itself that it is false (or not true) and an otherwise see-
mingly acceptable argument about that statement to a contradiction (cf. Sains-
bury, 2009: p. 1, and pp. 127-129; and Cook, 2013: p.14). Here is an example: 

If I say that I am lying [and nothing else], am I telling the truth? If I am, I 
am lying and so uttering a falsehood; but if I am not telling the truth, I am 
lying, and so I am telling the truth. So my utterance is both true and false. 
(Clark, 2012: p. 118) 

This example uses “lying” simply as a synonym for not telling the truth. This 
could be challenged, but the paradox is generally considered as an obstacle for a 
theory of truth. The seminal work towards such a theory is Tarski (1935). 
Among other innovations, Tarski articulated the trusted ways we reason about 
truth by means of a schema that I will present in the next section. 

Liar sentences can generally be paired with Truth-teller sentences. For exam-
ple, the self-referential sentence “This sentence is false” can be paired with the 
self-referential sentence “This sentence is true”. The latter is an example of a 
Truth-teller. As a grammatical sentence, one can argue that this Truth-teller 
sentence is either true or not true; but we seem to lack any way of reasoning to a 
conclusion about which it is. Unlike the Liar paradox, the Truth-teller hypodox 
seems consistent but its truth-value seems underdetermined. This is typical of 
hypodoxes (see Eldridge-Smith 2007, esp. endnote 3; and 2012), and I have con-
jectured that any hypodox can be paired with at least one dual paradox (El-
dridge-Smith 2018: Appendix). But it is just the Truth-teller that concerns us 
here. Reasoning about the Truth-teller will be our guide to correcting some of 
our reasoning about truth in two ways that otherwise lead to Liar contradictions. 
These are: first, substitution of identicals, the trusted way of reasoning that if two 
terms refer to the same object, the terms may be substituted for each other in 
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any sentence while preserving the truth-value of that sentence; and secondly, 
universal instantiation, the trusted way of reasoning from a universal statement 
about, for example, all film stars to a particular statement about Nicole Kidman. 

Apart from Tarski’s work, many modern approaches to the Liar paradox ad-
vocate modifications to sentential logic. For an overview of these approaches see 
Cook (2012: chapters 2 and 3). There are also some sophisticated technical ap-
proaches working at the “substructural” level of argument by, for example, plac-
ing restrictions on the transitivity of inferences. For a good example of this ap-
proach, see Ripley (2013). In contrast, my approach is that the Liar has a com-
plex cause, arising from several issues with predicate logic when it is extended 
with a truth predicate. The way in which I extend the logic with a truth predicate 
is similar, in some respects, to some axiomatic approaches. For a canonical ac-
count of axiomatic truth theory, see Halbach (2014). To the best of my know-
ledge, I am the first person to argue for a failure of substitution of identicals to 
avoid the Liar contradiction without also requiring consequent changes in sen-
tential logic (SL). The first suggestion that substitution of identicals should be 
restricted to avoid the Liar paradox was made by Skyrms (1970). But Skyrms’ 
argument presumes that the Liar is neither true nor false; something that I do 
not presume. Indeed, I aim to defuse the Liar sentence to a hypodox, a statement 
which is either true or not true, although it is underdetermined which it is. 

My method is to identify three sources of contradiction in Liar arguments us-
ing a natural deduction system extended with inference rules for the truth pre-
dicate. In the first two cases, I argue that a single inference fails to preserve truth. 
That is, I show that if the premise of the inference is true, the conclusion is false; 
therefore, the inference is invalid. In the third case, two inferences are involved; 
so my argument is a bit more complex. In each case, I make my presumptions 
explicit in the text. I then recommend minimal restrictions to these rules of in-
ference designed in a reasonable way to avoid these sources of contradiction. 

The structure of the article proceeds from the simplest case of such a source of 
contradiction and its remediation in Section 2. In Section 3, I then explain how 
comparison between Truth-teller inferences and corresponding inferences used 
in the Liar paradox demonstrates that substitution of identicals fails in these 
cases. I explain and demonstrate how this can be remediated with a minimal re-
striction on the rule for substitution of identicals in first-order predicate logic. 
This is sufficient to reduce variations of the Liar that do not use quantification to 
hypodoxes, which I show in Sections 4 and 5. Then in section 6, I address a third 
source of contradiction in Liar arguments involving quantification. I show how 
that source can be remediated so that quantified Liars, like the Epimenides pa-
radox, are defused to hypodoxes. In Section 7, I make a very qualified claim 
about the consistency of a system implementing this approach. Finally, I sum-
marize my argument with respect to my major results in the Conclusion. 

2. Tarski’s T-Schema Is Informal and Fallacious 

Tarski’s T-schema (1944: p. 344) is semantic, and not purely formal. 
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(T-schema) σ is true if, and only if, ψ 

where “ψ” is replaced by any sentence and “σ” by a name of that sentence. 
To see the informality of this schema, consider the following argument that it 

semantically validates: 
(1) The favourite sentence of the author is identical with “The favourite sen-

tence of the author is not true”.       Premise 
(3) The favourite sentence of the author is true if, and only if, the favourite 

sentence of the author is not true.     (1) T-schema 
By (1), “The favourite sentence of the author” is a name for the sentence “The 

favourite sentence of the author is not true”, which satisfies the informal condi-
tion on the T-schema. To elaborate, (1) is an identity premise. On the standard 
interpretation of an identity premise, the expressions on either side of “is identical 
with” in (1) are co-referential expressions. Thus, the expression on the left-hand 
side is a name for the sentence enquoted on the right-hand-side of (1), and the 
condition on the T-schema is satisfied (cf. Tarski 1944: p. 347). Therefore, given 
(1), (3) follows directly by the T-schema. 

Why then does (3) seem false? My theory presumes: 
(α) (3) is false.  
This is the simplest explanation as to why (3) seems false. Yet, in the context 

of the current debate, (α) asserts that either (3) is a dialetheia (both true and 
false) or (3) is false and not true. Still, (α) does deny that (3) has a truth-value 
gap.1 

I also presume that: 
(β) (1) makes grammatically acceptable use of names for a sentence.  
(γ) The sentence mentioned in (1) is grammatically acceptable.  
(δ) (1) is true. 
(ε) The use of “is true” in (3) is grammatically acceptable. 
(ζ) An inference with true premises and false conclusion is invalid. 
(η) (ζ) is not a dialetheia. 
Actually, (1) is contingently true. (I personally do not think that (1) is dialetheic, 

but my argument does not depend on this.) Using quotes is a grammatical and 
canonical way of referring to a sentence. “The favourite sentence of the author” 
is a grammatical definite description that also refers to the sentence enquoted in 
(1). Besides, syntactic functions can generate a sentence analogous to (1), for 
which see Quine (1995) or Section 3.3 below. Moreover, decrying (1) or (3) as 
ungrammatical without an independent reason to do so would be ad hoc. So, I 
think (β) through (ε) are reasonable (i.e. not ad hoc). 

 

 

1I am not alone in thinking biconditionals like (3) are false. Tarski (1944) holds that biconditionals 
like (3) are contradictory, even though he ultimately eschews natural language as incoherent. This is 
actually a strong point of divergence between Tarski and three-valued theories. Both “glut” and 
“gap” theories using the strong Kleene truth tables hold that biconditionals like (3) are true! See 
Priest (1979) for a dialetheist account, and Kripke (1975) for a truth-value gap account. Since, in 
those theories, both components on either side of the biconditional in (3) take the third value using 
the strong Kleene tables, they are equivalent and the biconditional is true (Cook 2013). So, accord-
ing to those theories (3) is true, whether the third value is interpreted as a glut (both true and false) 
or a gap (not true and not false). 
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(ζ) is entailed by the semantic definition of validity, some sentential logic and 
the scholastic principle that what is actual is possible; so I think (ζ) is reasonable. 
Personally, I think (ζ) excludes an argument with true premises and a false con-
clusion from being valid even in cases where the premises or conclusion are 
dialetheic; but in deference to anyone who thinks otherwise I have added (η) as a 
presumption. Thus, in a theory that grants (α) through to (η), the T-schema is 
fallacious. It seemed like a good principle of truth, but it has counterexamples 
such as the above argument from a true premise (1) to false conclusion (3). 

Rules of Inference That Suggest How to Formalize and Restrict 
the T-Schema 

Formalizing the inference from (1) to (3) would help to further investigate this 
fallacy. So, it is reasonable to formalize the condition on the T-schema, if possi-
ble. The T-schema is informal because one must be cognizant of the semantic 
information that “σ” is a name of the sentence ψ in order to use that schema. If 
instead, one restricts the schema to using canonical names of sentences in the 
language, then one does not need semantic information. This is because it can be 
mechanically determined whether some term is a canonical name for an expres-
sion, and conversely, a canonical name can be mechanically derived from an ex-
pression. If instead of the informal T-schema, one uses a schema restricted to 
canonical names, then (3) does not follow directly from (1). This idea is pro-
gressed in this section. 

Let us consider a “natural” logical system that satisfies (α) through (η). For 
each logical constant there is a reasonable introduction rule and an elimination 
rule. For quantifiers, identity and connectives the introduction and elimination 
rules are chosen such that (α) is the case. Add to our system a means of canoni-
cally naming its own sentences. It may have non-canonical names for some sen-
tences as well. Furthermore, add a logical constant “T” as a truth predicate. One 
way or another, (β) through (η) are satisfied by the system. Wanted is a rule for 
introducing truth and a rule for eliminating truth that do not by themselves en-
tail (3), and yet uphold something like the T-schema. Friedman & Sheard (1987) 
canvas a wide variety of alternative candidates. The strongest my theory sup-
ports in view of the T-schema being fallacious and the ideas motivating this sec-
tion are the rules below, which are restricted to canonical names. 

Truth Introduction (TI): ψ ⊦ T〈ψ〉 
Truth Elimination (TE): T〈ψ〉 ⊦ ψ 

where “ψ” is any grammatical, closed sentence; the angle brackets expression is 
replaced by a canonical name of that sentence; and “T” is the truth predicate, a 
logical constant that is introduced and eliminated by these rules. 

Derived from these with sentential logic, there is a formal schema closely re-
lated to the T-schema that restricts introducing and eliminating truth such that 
each is only valid where it applies to canonical names of sentences. This is the 
Canonical Truth Schema. 

(CT-schema) 〈ψ〉 is true if and only if ψ 
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More succinctly: T〈ψ〉 ↔ ψ 
where “ψ” is replaced by any grammatical, closed sentence; the angle brackets 
expression is replaced by a canonical name of that sentence; and “T” is the truth 
predicate. 

Let the system use TI and TE. Moreover, let the system be such that each in-
stance of the CT-schema is a logical truth. Since the canonical name of a sen-
tence can be derived mechanically from a given sentence and that sentence can 
be recovered mechanically from its canonical name, this schema is formal.2 

If the T-schema had strong intuitive support, then the CT-schema has even 
stronger intuitive support, simply because the CT-schema only validates a 
proper subset of the biconditionals that are validated by the T-schema. In par-
ticular, (3) is not an instance of the CT-schema even given (1), because (3) ap-
plies truth to a non-canonical name on the left-hand-side of the biconditional in 
(3).  

So (3) is not immediately true given the CT-schema and (1); however, it fol-
lows by Identity Elimination from (1) and (2), which is an instance of the 
CT-Schema. 

(2) “The favourite sentence of the author is not true” is true if, and only if, the 
favourite sentence of the author is not true.      CT-schema 

Thus, given (α) through (η), either this instance of Identity Elimination is fal-
lacious, or the CT-schema is fallacious. A further systematic restriction that 
avoids deriving (3) is motivated in the next section, guided by considerations 
about the Truth-teller as a hypodox. 

3. Two Rules That Introduce and Eliminate the Truth  
Predicate Are Too Many 

Some hypodoxes do not need the principles at issue in their related paradoxes 
(Eldridge-Smith 2012; 2015 Appendix). In particular, the Truth-teller does not 
need the CT-schema, whereas the proof of a Liar requires some such principle of 
truth. One significance of this phenomenon is that it exemplifies that there is 
more than one way of introducing the truth predicate for the Truth-teller, and 
more than one way of eliminating the truth predicate when predicated of the 
Truth-teller. This seemingly harmless redundancy with respect to the Truth-teller is 
correlated with a source of contradiction for the Liar. Consider a Truth-teller, 
Te, such that e = 〈Te〉. (For example, let “e” abbreviate “The second favourite 

 

 

2Cook (2012) brilliantly poses a new problem for taking the T-schema to be a logical truth. This 
problem does not beset the CT-schema given that canonical names are formal names, the truth pre-
dicate is a logical constant and instances of the CT-schema are logical truths. Given these consider-
ations, both the canonical names of expressions and the truth predicate are formal constants, and so 
they cannot be substituted in the ways that Cook does in his proof that the T-schema is not a logical 
truth. Cook (2012: p. 238) mentions Jc Beall and Bruno Whittle as having suggested similar ideas 
for saving a formal T-schema from Cook’s new problem. In discussing those ideas, Cook requires 
some explanation as to why the name for a sentence should be a logical name and why each in-
stance of the CT-schema is a logical truth, and not merely a necessary truth. In our proposal, the 
names are canonical names, taken to be logical constants in a formal system; the “T” predicate is a 
logical constant (as is “=”), and the instances of the CT-schema are derivable just from purely logi-
cal rules (TI, TE and SL). 
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sentence of the author”, then “Te” represents “The second favourite sentence of 
the author is true”.) 

On the one hand, Te and e = 〈Te〉 entail T〈Te〉 by =E; and on the other hand, 
Te entails T〈Te〉 by TI. So =E has the same effect as TI, that is, =E and TI over-
determine each other’s consequences in this case. Again, for TE, T〈Te〉 and e = 
〈Te〉 entail Te by either =E and TE, so again =E has the same effect – the TE and 
=E rules overdetermine how the truth predicate is eliminated in this case. Al-
though overdetermined, the introduction and elimination of truth was consis-
tent; it is redundant in these cases. However, this overdetermination becomes 
inconsistent in the case of a dual Liar sentence. Paralleling the above entail-
ments, on the one hand, ~Ta and a = 〈~Ta〉 entail ~T〈~Ta〉 by =E, but on the 
other ~Ta entails T〈~Ta〉 by TI. Furthermore, T〈~Ta〉 and a = 〈~Ta〉 entail Ta by 
=E, but T〈~Ta〉 entails ~Ta by TE. In these cases, =E is used to derive expres-
sions that contradict the results of using TI and TE. This source of a Liar incon-
sistency is avoided if the system is restricted to just one, non-redundant way of 
introducing and eliminating truth in the case of the Truth-teller that also re-
stricts the correlative inferences made involving the Liar sentence in place of the 
Truth-teller. In a system with such a restriction, this source of contradiction goes 
away. Again, to be clear, the contradiction did not arise in cases of the Truth-teller 
where the use of =E redundantly duplicates what is derivable using TI or TE, the 
contradiction arises in the dual Liar cases where the use of =E entails expressions 
that contradict those derivable using TI and TE. Our logic is exposed to this 
contradiction because it has two rules for introducing and eliminating truth in 
hypodoxical cases that give different results in the paradoxical cases; so, if one of 
these rules is restricted so as not to overdetermine the results of introducing or 
eliminating truth in these hypodoxical cases, that same restriction avoids deriv-
ing a contradiction in the dual Liar cases. 

TI and TE are meant to be the rules for introducing and eliminating the truth 
predicate. It is Identity Elimination (=E) that is overdetermining those rules by 
providing the additional means of introducing and eliminating the truth predi-
cate in combination with canonical names. To avoid overdetermining how the 
truth predicate can be introduced or eliminated, the Identity Elimination (=E) 
rule should be restricted from doing so. The effects of this restriction are in-
tended to make use of TI or TE necessary in derivations of the Truth-teller and 
restrict use of =E from deriving Liar contradictions. 

The above reasoning only seems to occur under an assumption or built into 
the complexity of a compound formula. For example, when one assumes ~Ta 
and argues to a contradiction. If so, Identity Elimination need only be restricted 
when used under an assumption or in a compound formula. For present pur-
poses, this is an eighth presumption. 

(θ) The system without a restriction on Identity Elimination is such that in-
consistent overdetermination of the results of truth introduction or elimination 
only occurs under some assumption or using a compound formula. 

https://doi.org/10.4236/ojpp.2019.92011


P. Eldridge-Smith 
 

 

DOI: 10.4236/ojpp.2019.92011 159 Open Journal of Philosophy 
 

3.1. Restriction of Identity Elimination (=E) 

The following restriction of Identity Elimination aims at avoiding it being used 
as a rule to introduce or eliminate the truth predicate in a “natural” deduction 
system satisfying presumptions (α) to (θ). It is designed so as not to validate the 
source of contradictions identified above. 

(=E) b = c, φ(b) ⊦ φ(c), if b does not occur in the scope of T in φ; and, if it 
does, b = c, ⊦φ(b) entails ⊦φ(c) only if φ is Tor ~T. 

The first clause permits substitution of identicals when b = c for any occur-
rence of b in φ except b in the scope of the truth predicate, whether or not φ(b) 
is proven under an assumption and whether or not φ(b) is compositionally 
complex. The last clause is for the case that φ(b) is a theorem (i.e. derived from 
premises, rules and axioms; but not a step under any undischarged assump-
tions), and φ is not some complex predicate but simply the truth predicate or its 
negation. In which case, given that the system satisfies presumption (θ), =E cannot 
result in inconsistent overdetermination. 

3.2. Two Examples of Using These Rules 

Consider a chain of claims about a contingent matter. 
(A) What Ann says is “Money grows in beehives.” 
(B) What Beth says is “What Ann says is not true.” 
(C) What Cat says is “What Beth says is not true.” 
One may reason systematically about these. 
(4) Money does not grow in beehives        Premise. 
(5) “Money grows in beehives” is true iff money grows in beehives  

CT-schema. 
(6) “Money grows in beehives” is not true.    (4), (5) Sentential Logic (SL) 
(7) What Ann says is not true              (A), (6) =E. 
(8) “What Ann says is not true” is true iff what Ann says is not true  

CT-schema. 
(9) “What Ann says is not true” is true        (7), (8) SL. 
(10) What Beth says is true                 (9), (B) =E. 
(11) “What Beth says is not true” is true iff what Beth says is not true  

CT-schema. 
(12) “What Beth says is not true” is not true    (11), (10) SL. 
(13) What Cat says is not true                (12) (C) =E. 
There was no restriction on use of Identity Elimination because in the first 

place what Ann says does not contain the T-predicate, and subsequent steps 
about what Beth and Cath say are neither compound sentences nor under any 
undischarged assumptions. 

The matter would be quite different if Ann had said “What Cat says is not 
true”. Then: 

(14) “What Cat says is not true” is true iff what Cat says is not true.  CT-schema. 
(15) What Ann says is “What Cat says is not true”              Premise. 
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But one cannot validly derive (16*) below by =E from (14) and (15), because 
(14) is a compound expression. Nor can this be done by making some assump-
tion and attempting to use =E under an assumption, because one would need to 
use =E to substitute within the scope of the truth predicate. 

(16*) What Ann says is true iff what Cat says is not true. 

3.3. A crucial Objection and Response Regarding Use of the  
Diagonal Lemma 

Isn’t diagonalization achievable using Gödel’s Diagonal Lemma without using 
Identity Elimination? An instance of that lemma is λ iff ~T〈λ〉, for some sen-
tence λ. If this is valid, a contradiction will follow by Sentential Logic (SL) from 
the instance of the CT-schema for λ. 

While diagonalization is also proven using Gödel’s Diagonal Lemma, that 
lemma is actually proven using functions and substitution of identicals. Indeed, 
if the proof uses first-order logic with identity and functions, the proof of the 
relevant instance of the lemma does use Identity Elimination within the scope of 
the truth predicate. In a system with this rule restricted, this instance of the 
Lemma will not follow. To demonstrate this, I will provide some details. Con-
sider the following proof of the lemma using the self-predication function, sp, as 
per Quine (1995). 

The self-predication of an open sentence is identical with a canonical name 
for that open sentence predicated by the predicate of that open sentence. In gen-
eral, sp(〈φ(x)〉) = 〈φ(〈φ(x)〉)〉. 

So that, sp(〈φ(sp(x))〉) = 〈φ(sp(〈φ(sp(x))〉))〉 

and in particular, sp(“~T(sp(x))”) = “~T(sp(‘~T(sp(x))’))” 

Abbreviating the left-hand side by “a”, the above is of the same form as (1): 

a = “~T(a)” 

Here, following Quine, is a proof of the Diagonal Lemma. (Of course, there is 
a lot more involved in Gödel’s proof in addition to syntactic functions and sub-
stitution that concerns a theory of arithmetic.) 

Diagonal lemma. Given canonical naming of a language’s expressions and a 
syntactic function to the effect of self-predication, sp, then for any φ(x), there is 
a closed formula ψ such that: 

ψ ↔ φ(〈ψ〉) 

Proof:  
(17) φ(sp(〈φ(sp(x))〉)) ↔ φ(sp(〈φ(sp(x))〉))      SL 
(18) sp(〈φ(sp(x))〉) = 〈φ(sp(〈φ(sp(x))〉))〉         Self-predication function 
(19) φ(sp(〈φ(sp(x))〉)) ↔ φ(〈φ(sp(〈φ(sp(x))〉))〉)  (17) (18) =E* 
(20) Let “ψ” abbreviate “φ(sp(〈φ(sp(x))〉))” in (19). 
The asterisk mark after “=E” flags our present concern about instances of that 

rule where φ is a predicate that is or incorporates the truth predicate. Were that 
instance of that rule valid in our system, it would seem ~T(sp(“~T(sp(x))”)) ↔ 
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~T(“~T(sp(‘~T(sp(x))’))”). Let “λ” abbreviate the left hand-side of this bicondi-
tional, and one has λ ↔ ~T (λ). But by the CT-schema T (λ) ↔ λ, and we would 
have our contradiction. Alternatively, again abbreviate “sp(‘~T(sp(x))’)” by a, 
and it seems the proof of the lemma yields ~Ta ↔ ~T(“~Ta”). But by the 
CT-schema T(“~Ta”) ↔ ~Ta; and again, our contradiction would follow. How-
ever, in each of these cases (19) would have to use Identity Elimination in the 
scope of the truth predicate, which is illicit in a system implementing our pro-
posals. 

4. The Liar Hypodox 

The following is assertable in a system implementing our proposals, even if a = 
〈~Ta〉. 

(21) T〈~Ta〉 iff ~Ta      CT-schema 
In classical logic so extended, so is this instance of the Law of Excluded Mid-

dle: 
(22) Ta ∨ ~Ta 
Furthermore, it follows classically that 
(23) (~Ta & T〈~Ta〉) ∨ (~~Ta & ~T〈~Ta〉) 
No contradiction follows, because of the restriction on Identity Elimination. 

Like the Truth-teller, the semantic value of a Liar sentence is now underdeter-
mined. One can prove it is true or not true (22), but no principle determines 
which. It is hypodoxical. As per (23), the Liar sentence is either the case but is 
true, or not the case and not true. There is then a residual question about the 
semantic value of each of the Liar and the Truth-teller sentences. The residual 
question could be answered in a number of ways without revising this solution 
that avoids Explosion. 

5. The Simple Liar 

In the above, I used the Strengthened Eubulidean Liar paradox. My derivations 
are comparable to presentations in Tarski (1944). This solution also applies 
straightforwardly to the so-called Simple Liar, concerning ‘This sentence is false’ 
rather than “This sentence is not true”.  

Consider the following, where “l” abbreviates say “The Simple Eubulidean 
Liar”. (This derivation can be compared to others in the literature, such as the 
derivation in Cook (2013).) 

(24) l = 〈Fl〉        Premise,  
(i.e. ‘The Simple Eubulidean Liar is identical with “The Simple Eubulidean Liar 
is false”’) 

(25) T〈Fl〉 iff Fl     CT-schema 
(26) Tl iff Fl       from (24) directly by naive T-schema*, or from (24) and 

(25) by =E*. 
(27) Tl & Fl        SL  
Line (26) does not follow in our logic. The naive T-schema is restricted to the 
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CT-schema, and, given our restriction on =E, (26) does not follow by that rule. 
There is one minor complication of adding a falsity predicate, F, to our language. 
So that it might seem one could derive 

(28) T〈Fl〉 iff F〈Fl〉—(24) and (25) by =E. 
But introducing the truth and falsity predicates as unrelated predicates would 

court fallacies. We have enough paradoxes without inviting more. What I sug-
gest is that the system be extended with a truth predicate, then a falsity predicate 
is added as an abbreviation. There are two candidates worth considering (given 
that the logic is using classical negation). If “is false” simply abbreviates “~T”, 
then our restriction on =E straightforwardly invalidates deriving (28) in this 
way. If the falsity predicate is such that “F〈…〉” in effect abbreviates “T〈~…〉”, 
then our restriction on =E also invalidates deriving (28) in this way. 

There are of course many other approaches to the Liar. Remember that Iden-
tity Elimination (=E) is an implementation (so to speak) of substitution of iden-
ticals in first-order logic. The sentential logic that is used to derive (27) from 
(26) implements logical principles such as Bivalence and Non-contradiction. For 
discussion of the roles of these principles in deriving the Liar see (Cook 2013). It 
is interesting to note, as per Cook’s discussion, that Bivalence is a principle rele-
vant to the sentential logic of the Simple Liar in the way that the Law of Ex-
cluded Middle is a principle relevant to the sentential logic of the Strengthened 
Liar. But I have not discussed Sentential Logic at all! The Liar appears to me to 
be a predicate paradox, involving the truth predicate; therefore, it seems to me 
that remediation is to be done in predicate logic.  

This accords with my restrictions on introducing and eliminating the truth 
predicate and the restriction on eliminating the identity relation (i.e. my restric-
tion on the =E rule). My purpose in this article thus far has been to introduce 
this approach to the Eubulidean Liar in some detail, making clear the presump-
tions on which it relies; and to thus exemplify in some detail a new way of deal-
ing with old paradoxes – defuse them to hypodoxes. The Liar Hypodox poses a 
residual issue about the Liar’s semantics; but in defusing the Liar Paradox to the 
Liar Hypodox, quite enough has been done to avoid deriving a contradiction 
from the Eubulidean Liar.  

Would that the Liar in general was quite as simple as the Eubulidean Liar. We 
will need one more restriction on universal quantifier elimination (∀E) to ad-
dress the Epimenides paradox. This is clearly a variation of the Liar, or dare I 
say, one among a number of generalizations of the Liar. 

6. Generalizations of the Liar 

How generally does this approach defuse related paradoxes to hypodoxes? One 
may wonder about the class of paradoxes to which this solution applies, and in 
particular whether it applies to some that may be considered as generalizations 
of the Liar. I outline answers to these questions in this section. 

Broadly construed, generalizations of the Liar include: truth-functional varia-
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tions; Curry’s paradox, where it uses the truth predicate; the Epimenides, which 
involves quantification; and Yablo’s paradox, which involves an infinite list of 
Liar-like statements. Moreover, the Unsatisfied paradox is a generalization of the 
Liar using a truth relation instead of the truth predicate (Eldridge-Smith 2015). 
In subsequent subsections, I will demonstrate how this solution applies to each 
of these.  

I note first though that Eldridge-Smith (2015) distinguishes between his Un-
satisfied paradox and a variation of Grelling’s paradox as different kinds of 
paradoxes having different pathologies. (To the best of my knowledge, this 
variation of Grelling’s paradox that explicitly uses a truth relation was first pre-
sented in Quine 1976. Not everyone accepts that it is a variation of Grelling’s, 
but that is merely a dispute about how to best name this paradox.) The argu-
ments for this distinction are in Eldridge-Smith (2015). In this article, I presume 
this distinction.  

(ι) The Liar is the same kind of paradox as the Unsatisfied paradox, and a dis-
tinct kind from Grelling’s paradox, because they have different pathologies (as 
argued in Eldridge-Smith 2015).  

In the proofs that follow, I enforce use of the CT-schema. Nevertheless, to 
exemplify how contradictions are avoided, I do represent the proofs using unre-
stricted =E but mark it with an asterisk where it violates its restrictions in our 
system. Those lines are therefore invalid in the system intended to implement 
our solution. The proofs that follow may require expertise with first-order logic 
and at one point even some familiarity with omega-inconsistency. The general 
reader may wish to browse the rest of this section and resume close reading in 
the next. 

6.1. Truth-Functional Variations of the Liar 

The same general strategy works for truth-functional variants of the Eubulidean 
Liar. Here is an example of a proof of the so-called ESP paradox (Eldridge-Smith 
2012). 

(29) b = 〈Tb ≡  Q〉             Premise 
(30) T〈Tb ≡  Q〉 ↔ (Tb ≡  Q)   CT-schema 
(31) Tb ↔ (Tb ≡  Q)           (29), (30) =E* 
(32) Q                        by SL, presuming the main biconditional 

in the CT-schema is also a material conditional. 
The interesting feature of the ESP is that if Q is true, then b is hypodoxical; 

but if Q is false, b is paradoxical. Q could be any statement though.  
The above proof interprets the biconditional in the CT-schema as a material 

conditional. This is not a presumption of our solution to the Liar; nevertheless, 
our solution can be implemented in an extension of first-order classical logic. 
The proof above is representative of other proofs of truth-functional variations 
of the Liar with respect to having to make an invalid use of =E, given our restric-
tion to the CT-schema. The details of the Sentential Logic at issue vary but are 
not relevant to our proposal. 
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6.2. Curry’s Paradox Using a Truth Predicate 

Cook demonstrates that the Liar can be viewed as a special case of Curry’s (Cook 
2013: 76). Conversely, I consider that that Curry’s paradox, when using the truth 
predicate, is one among a number of ways of generalizing the Liar. An interest-
ing feature of Curry’s paradox is its proof does not rely on use of negation. Our 
approach to the Liar did not affect negation anyway. Here is a proof, where Q is 
any sentence. 

(33) c = 〈Tc → Q〉        premise 
(34) Tc                 assumption 
(35) T〈Tc → Q〉          (34), (33) =E* 
(36) Tc → Q             (35) TE 
(37) Q                  (36) (34) → E 
(38) Tc → Q             (34)-(37) → I [34] 
(39) T〈Tc → Q〉           (38) TI 
(40) Tc                  (39), (33) =E 
(41) Q                   (38), (40) → E 
It is the use of =E to obtain line (35) that is invalid in our intended system. In 

this derivation it is used to substitute a coreferential term within the scope of the 
truth predicate under an undischarged assumption. Other derivations of Curry’s 
may not use assumptions, as this proof does at line (34), but would invalidly use 
=E* to perform a similar substitution into a complex expression, given our re-
striction to the CT-schema. Still other derivations would use the Diagonal 
Lemma, but those instances of that lemma cannot be validly derived in our in-
tended system for the same reasons demonstrated in Section 3.3. 

6.3. Restriction of Universal Quantifier Elimination:  
The Epimenides 

Epimenides the ancient Cretan philosopher, priest and poet once said in a poem 
long lost that Cretans always lie. For present purposes, lying is just saying some-
thing untrue, and all other Cretan statements are taken to be false. Actually, un-
der a number of circumstances Epimenides’ statement generates a number of 
paradoxical conundrums. For a brief philosophical history of variations of the 
Epimenides, see Eldridge-Smith (2004).  

Let “D” represent the predicate “is said by a Cretan”, and consider the proof 
below.  

(42) D〈∀x (Dx ⊃  ~Tx)〉                 premise 
(43) ∀x (Dx ⊃  ~Tx)                    assumption 
(44) D〈∀x (Dx ⊃  ~Tx)〉 ⊃  ~T〈∀x (Dx ⊃  ~Tx)〉 (43) ∀E* x/〈∀x(Dx ⊃  ~Tx)〉  
(45) ~T〈∀x (Dx ⊃  ~Tx)〉              (42) (44) Modus Ponens (MP) 
(46) T〈∀x (Dx ⊃  ~Tx)〉               (43) TI 
(47) ~∀x (Dx ⊃  ~Tx)                 (45) (46) ~I [43]  
(48) ∃ x (Dx & Tx)                      (44) Quantifier Negation (QN), SL 
I pause here to remark, as Alonzo Church does, how surprising it is that 
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merely from a Cretan saying that all Cretan statements are untrue that it seems 
to follow that there exists a true Cretan statement (Alonzo Church 1946)! I have 
marked ∀E with an asterisk at line (44), which will be explained later in this sec-
tion. Note also one can assert the falsity of Epimenides statement as follows. 

(49) T〈~∀x (Dx ⊃  ~Tx)〉                     (47) TI 
Given all other Ds, if any, are ~T: 
(50) ∀x ((Dx & x ≠ 〈∀x (Dx ⊃  ~Tx)〉) ⊃  ~Tx)  Premise 
(51) Da & Ta                                Assumption 
(52) (Da & a ≠ 〈∀x (Dx ⊃  ~Tx)〉) ⊃  ~Ta       (50) ∀E 
(53) a = 〈∀x (Dx ⊃  ~Tx)〉                    (51) (52) SL 
(54) Ta                                     (51) & E 
(55) T〈∀x (Dx ⊃  ~Tx)〉                       (54) (53) =E* 
(56) ∀x (Dx ⊃  ~Tx)                         (55) TE 
(57) ∀x (Dx ⊃  ~Tx)                         (48), (51)-(56) ∃E [51], 

# with line (47) 
The inference of line (55) by =E is invalid. So line (57) does not follow, and 

therefore the contradiction between it and line (47) is avoided. However, with-
out a further restriction, our theory is an omega-inconsistent theory; even 
though it is not syntactically inconsistent. For any particular Cretan statement, 
including Epimenides own, is not true as per lines (49) and (50). Nevertheless, 
we cannot prove—not by the above means anyway—that all Cretan statements 
are not true! If we could, the system would be inconsistent. The usual way of 
doing it would be as above, but the use of =E marked with an asterisk is invalid 
in our system. In other words, without further restriction, we can prove that 
some Cretan statement is true but there is no particular Cretan statement, in the 
given circumstances, that we can assert is true. Better minds than mine may be 
able to cope with omega inconsistency; perhaps an omega-paraconsistent theory 
would be interesting. Personally, I think the way forward involves finding one 
further fallacy. And I am not the first to think that there is one! As I already 
mentioned, Alonzo Church (1946) found the proof represented by lines (42) to 
(48) surprising, even paradoxical. 

Seeking guidance again from considerations about related hypodoxes, there is 
a redundancy in proving related hypodoxes between use of ∀E and use of truth 
introduction (TI). Once again, those hypodoxes need not rely on TI; they can 
prove an instance of that rule using universal instantiation, which in first-order 
logic is the rule for universal quantifier elimination, ∀E.  

Consider the hypodox when instead Epimenides says ‘All Cretan statements 
are true’ and instead all other Cretan statements are true. What is the truth-value 
of this alternative Epimenides statement? Well, it could consistently be true or 
false, but nothing seems to determine which. It is hypodoxical. Compare the fol-
lowing proof to the first lines of our proof of the Epimenides above. 

(58) D〈∀x(Dx ⊃  Tx)〉                  Premise 
(59) ∀x(Dx ⊃  Tx)                     Assumption 
(60) D〈∀x(Dx ⊃  Tx)〉 ⊃  T〈∀x(Dx ⊃ Tx)〉   (59) ∀E* 
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(61) T〈∀x(Dx ⊃  Tx)〉                     (58) (60) MP; or (59) TI 
(62) ∀x(Dx ⊃  Tx) ⊃  T〈∀x(Dx ⊃ Tx)〉      (59)-(58) ⊃  I [59] 
In the 4th line of this proof we have derived a truth (under an assumption). It 

could be derived in two ways, either by using ∀E (and MP), or by using TI. But 
the correlative results of using ∀E (and MP) in proving line (45) of the Epi-
menides was the contradiction of what results from using TI in that proof. Mo-
tivated by this, either ∀E, MP or TI should be restricted to remedy this source of 
omega-contradiction. I think this is a predicate paradox, requiring a predicate 
remedy; so, I do not think MP is the cause of this inconsistency. In other words, 
I can see no reasonable way of restricting MP that avoids this inconsistency 
without making many more seemingly valid inferences illicit. And, again, TI is 
the rule intended to introduce truth, not ∀E. Therefore, I propose the following 
restriction on ∀E.  

(∀E) ∀x(φ(x)) ⊦φ(b) where b replaces all and any x in φ if b does not occur in 
the scope of T in φ; and, if it does, ⊦∀x(φ(x)) entails ⊦ φ(b) only if φ is Tor ~T. 

The first clause permits instantiation for all occurrences of x in φ except in the 
scope of the truth predicate, whether or not ∀x(φ(x)) is proven under an as-
sumption and whether or not ∀x(φ(x)) is a compositionally complex. The last 
clause is for the case that ∀x(φ(x)) is a theorem (i.e. derived from premises, rules 
and axioms; but not a step under any undischarged assumptions), and φ is not 
some complex predicate but simply the truth predicate or its negation. In which 
case, given that the system satisfies presumption (θ), ∀E cannot result in incon-
sistent overdetermination. 

6.4. Yablo’s Paradox 

Whereas in one form of the Epimenides, all other Cretans’ statements are false, 
Yablo’s paradox references an infinite list of statements each of which says all the 
subsequent statements in the list are not true (Yablo 1993). Thus, where “Yi” ab-
breviates “the ith Yablo statement”, Yi, = 〈∀x (x >i ⊃  ~TYx)〉. The interesting 
feature about Yablo’s paradox is that it prima facie does not rely on self-reference, 
or even circular reference. Given our restriction to the CT-schema, here is part 
of a proof of Yablo’s paradox:  

(63) Y1 = 〈∀x (x > 1 ⊃  ~TYx)〉                premise 
(64) ∀x (x > 1 ⊃  ~TYx)                      assumption 
(65) 2>1 ⊃  ~TY2                           (64) ∀E* x/2  
(66) ~TY2                                   2 > 1, (65) SL 
(67) ∀x (x > 2 ⊃  ~TYx) → T〈∀x (x > 2 ⊃  ~TYx)〉  CT-schema, SL 
(68) ~∀x (x > 2 ⊃  ~TYx)                     (66) =E*, (67) SL 
(69) ~∀x (x > 1 ⊃  ~TYx)                     (64)-(68) ~I [64] 
(70) ∃x (x > 1 & TYx)                         (69) QN, SL 
One can see that this particular derivation is invalid in our intended system at 

two steps, line (65) and line (68). For present purposes, we need not continue 
with this derivation. Yablo’s paradox is at the centre of a debate about whether it 
is a relative of the Liar that does not actually use circular reference. Nothing 
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among our present proposals depends on this; although it is a crucial issue for 
some other proposed approaches to the Liar and its relatives. 

6.5. Grelling’s Is a Different Kind of Paradox 

Corresponding to the CT-schema is a Canonical Truth Relation schema 
CTR-schema: 〈φ(x)〉 is true of b ↔ φ(b) 
For example, 
“Ariadne loves x” is true of Theseus ↔ Ariadne loves Theseus. 
Now, following Quine (1976), using the enquotation of “x is true of itself” for 

both the name of an open sentence and as a term, we have the following instance 
of this schema: 

(71) “x is not true of itself” is true of “x is not true of itself” iff “x is not true of 
itself” is not true of itself 
which is grammatically equivalent to: 

(72) “x is not true of itself” is true of itself iff “x is not true of itself” is not true 
of itself 

Such is Quine’s variation of Grelling’s paradox. Quine himself claims this is 
Grelling’s paradox. Eldridge-Smith (2015) distinguishes it as a different kind of 
paradox from those depending on substitution of identicals and schemata such 
as the CT-schema and CTR-schema that are restricted to canonical names. That 
this distinction is correct is my presumption (ι) above. The paradox using the 
truth relation that is a generalization of the Liar is Eldridge-Smith’s (2012b; 
2015) Unsatisfied paradox. 

6.6. The Unsatisfied Paradox 

The Unsatisfied paradox is so named after the satisfaction relation, the converse of 
the truth relation. Here, using the truth relation, is a variation of Eldridge-Smith’s 
Unsatisfied paradox (Eldridge-Smith 2015: p. 88), the so-called Untrue paradox. 

(1) s = 〈s is not true of x〉                          Premise 
(2) 〈s is not true of x〉 is true of t iff s is not true of t   CTR-schema 
(3) s is true of t iff s is not true of t                 (1), (2) =E* 
An interesting feature of the Unsatisfied paradox (and its Untrue variation) is 

that t could be anything: the Eiffel tower, Chicago, Edith Piaf, Hypatia or snow. 
But our present concern is that (3) would be invalid in our system, given a natu-
ral generalization of our restrictions on =E from the truth predicate extended to 
the truth relation. 

7. Consistency 

In general, if a logic with identity is consistent and satisfies presumptions (α) 
through (η), it can be extended with a truth predicate in this way. In the exten-
sion, since truth can only be introduced or eliminated where it predicates a ca-
nonical name, this would force the use of Identity Elimination or universal in-
stantiation to derive a Liar paradox, but that usage is restricted. Specifically, an 
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underlying classical first-order logic with identity is consistent. I presume its ex-
tension with the CT-schema but unrestricted Identity Elimination satisfies (θ). 
Then, the resultant extension of that system with a truth predicate implementing 
the three proposed restrictions is consistent, or at least free of contradictions due 
to using an informal T-schema and having more than one way of introducing 
and eliminating the truth predicate. 

This systematic extension of a first-order system with a truth predicate with 
these restricted principles does not require any modifications to the theorems of 
the underlying logic it extends—certainly with respect to extending classical 
first-order logic with identity. Not a single theorem of that underlying logic is 
revoked by this extension, even though the application of Identity Elimination 
and universal instantiation are restricted. These restrictions affect only new 
theorems of the extended system. 

There is still much work to do. If the system is further extended with a truth 
relation, relatives of the Liar, such as the unsatisfied paradox can be defused to 
hypodox by an extension of our restrictions to the truth relation. However, as 
per Section 6.5 and given presumption (ι), there is another kind of paradox of 
the truth relation. I do have other proposals to defuse that other kind of paradox, 
but this article is concerned with the Liar and its ilk. 

8. Conclusion 

Defusing the Liar paradox to the Liar hypodox demonstrates in detail how a 
paradox can be defused to a hypodox. A fortiori, this demonstrates a new way of 
dealing with paradoxes: defuse them to hypodoxes. This must be done methodi-
cally. My method was to identify three sources of contradiction and invalidate 
those sources of contradiction by making some minimal restriction. While doing 
so, I have been careful to state my presumptions. 

I have presented each source of contradiction and my recommended restric-
tion in a certain sequence. This sequence reflects my confidence in each. I am 
convinced, given my stated presumptions, that the informal T-schema is falla-
cious as I argued in Section 2. I hope that this result will be of general use in re-
search towards a theory of truth. To avoid this source of contradiction, I rec-
ommend restricting rules for truth introduction and elimination to canonical 
names (and the derived CT-schema). This restriction seems a reasonable restric-
tion to avoid this source of contradiction since the contradiction arises from the 
informality of the T-schema, and the CT-schema validates all but the informal 
instances of the T-schema. As the T-schema has intuitive support and the 
CT-schema only validates a proper subset of its instances, the CT-schema should 
also have intuitive support. 

More is clearly required because the CT-schema together with unrestricted 
substitution of identicals would entail all instances of the original T-schema, an-
other source of contradiction. (Substitution of identicals is implemented by the 
Identity Elimination rule in first-order logic.) Truth Introduction and Elimina-
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tion are the intended rules for introducing and eliminating the truth predicate. 
Yet in Section 3, I find that for the hypodoxical Truth-teller, =E can produce the 
same result as these rules of truth; but in the corresponding circumstances for 
the Liar, =E results in contradicting what is derived by TI and TE.  

In remediating this source of contradiction, I think my argument that Identity 
Elimination should be restricted is reasonable. One could instead try to further 
restrict Truth Introduction and Truth Elimination. There are many ways in 
which that might be done (Friedman & Sheard 1987). Generally, further re-
stricting those rules of truth leads to weaker logics. My reasoning for preferring 
to restrict Identity Elimination is that that rule is not actually true to name, 
whereas Truth Introduction and Elimination are, and should remain the rules 
for introducing and eliminating the truth predicate. For example, in the infer-
ence from a = b, T〈Pa〉 to Pb, no occurrence of “=” has actually been eliminated 
from “T〈Pa〉”; whereas in the inference from T〈Pa〉 to Pa by TE, the truth predi-
cate has clearly been eliminated.  

For similar reasons in Section 6.3, I argued that a similar restriction is required 
on Universal instantiation in the extended logic. (Universal instantiation is im-
plemented as the rule for universal quantifier elimination (∀E) in a first-order 
logic.) Again, I compared inferences made using ∀E and Truth Introduction in a 
Truth-teller argument with the corresponding inferences made in the Epi-
menides argument, and argued that it is ∀E that needs to be restricted as it is a 
source of contradiction in these cases. 

It is clear that my proposals make no modification to the theorems of first-order 
logic with identity. These can still be proven without using the truth predicate, 
and therefore none of my proposed restrictions will affect those proofs. More-
over, my restriction on theorems of the logic extended with a truth predicate is 
relatively minimalistic. It seems appropriate to me that all restrictions to defuse 
the Liar paradox are restrictions on predicate and quantifier rules in the ex-
tended logic, since I believe the Liar paradox is a predicate paradox.  

To cap off my list of presumptions with a 10th, I have withheld formally de-
claring one last presumption till the end. 

(κ) The Liar paradox has a complex cause. 
I have been operating under this presumption throughout. I think that is why 

the Liar is so resistant to remediation. Since no single source of contradiction 
and remediation will solve the Liar paradox, given (κ). Under this and my other 
presumptions, I have identified three sources of contradiction, and invalidated 
those sources of contradiction by making minimal restrictions. The result is that 
the Liar paradox is defused to a hypodox. Explosion does not follow from the 
Liar hypodox just as it does not follow from the Truth-teller. 

Having said that, it is not proven that three sources of contradiction are all 
there are. Nevertheless, it is demonstrated that the Eubulidean Liar, in its Simple 
and Strengthened versions are reduced to hypodoxes. Then it is demonstrated 
that a variety of generalizations of the Liar no longer result in contradictions, viz. 
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truth-functional variations of the Liar, Curry’s paradox using the truth predicate, 
the classical Epimenides, Yablo’s paradox and Eldridge-Smith’s Unsatisfied 
paradox. Still, my consistency claim is a relative and conditional one.  

In considering this, the reader may also wish to consider that defusing the Liar 
to a hypodox leaves open the question of how hypodoxes are to be addressed. 
Various semantic or epistemic solutions to hypodoxes may be compatible with 
the way in which we have defused the Liar. 
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