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Abstract 
The solar and wind renewable energy is developing very rapidly to fulfill the 
energy gap. This specific increasing share of renewable energy is a reaction to 
the ecological trepidations to conciliate economics with security due to the 
new challenges in power system supply. In solar and wind renewable energy, 
the only partially predictable is the output with very low controllability which 
creates unit commitment problems in thermal units. In this research paper, a 
different linear formulation via mixed integer is presented that only requires 
“binary variables” and restraints concerning earlier stated models. The 
framework of this model allows precisely the costs of time-dependent startup & 
intertemporal limitations, for example, minimum up & down times and a 
ramping limit. To solve the unit commitment problem efficiently, a commer-
cially available linear programming of mixed-integer is applied for sizeable 
practical scale. The results of the simulation are shown in conclusions. 
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1. Introduction 
1.1. Background and Motivation 

The new era of technology created a competitive environment in power system 
which needs perfect and useful tools to support the resources scheduling deci-
sions. In a centralized power system, the unit commitment problem has been 
solved traditionally by determination of time when to start up or shut down the 
thermal generating units to fulfill the demands while dispatching online. Keep-
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ing in view of the spinning reserve necessities by satiating all generation con-
straints such as ramping limits, production and up & down minimum times, this 
operation is made over an explicit short-term time duration, to minimize inclu-
sive process cost [1].  

The independent system operator (ISO) solves the generating scheduling 
problems in present electricity market [2], which is similar as a problem of unit 
commitment in non-viable centralized Power System which is sponsored by 
Standard Market Design FERC’s [3]. The critical intangible dissimilarity in both 
problems is instead of minimizing operation costs; the independent system op-
erator maximizes social welfare measure which is a function of bids and offers 
market participant. Consequently, the solution of the old-fashioned centralized 
unit commitment problem for the economic power industry is relevant. 

1.2. Literature Review 

In the field of potential saving for several decades the combinatorial of 
mixed-integer on a large scale and the nonlinear programming problem is a vi-
gorous topic for researchers. As a significance numerous elucidations methods 
have been offered such as dynamic programming [4] [5] [6], heuristics [7] [8] 
[9] [10], MILP (Mixed-Integer Linear Programming) [11] [12] [13] [14] [15], 
simulated annealing [16] [17], Lagrangian Relaxation [12]-[18]. In [19] an ex-
tensive recent literature review on unit commitment can also be seen. 

The Dynamic programming is a way to solve problems of different variety of 
sizes, which can be easily changed to the model features of explicit utilities. The 
disadvantage of dynamic programming is that, it needs to limit the commit-
ments measured at any time period and the suboptimal treatment of constraints 
(minimum up/down time) along with startup costs (time dependent). The heu-
ristic algorithm is used when exact solutions are ineludibly computationally 
costly but imprecise solutions are adequate and produce solution independently. 
The hindrance of heuristic algorithm produces near optimal outcomes very ra-
pidly. So there is always doubt of correctness. The Lagrangian Relaxation is uti-
lized in manufacture UC programs more than Dynamic. The sub-optimality 
moves to zero when the number of units rises. One of its characteristic is that, it 
easily accommodates to the model characteristic of specific utilities. The key 
drawback of lagrangain relaxation is its intrinsic sub-optimality. The simulated 
annealing is the analogy among annealing procedure and optimization problem. 
Its strong feature is being autonomous to the preliminary solution and mathe-
matical intricacy. 

The unique advantages of mixed integer linear programming are as follows: 1) 
the parameter and structural can be achieved at the same time. 2) The discrete 
and logical constraints can be fingered plainly with binary numbers. 3) With 
mathematical tools a general systematic framework can be expressed for differ-
ent problems. 4) It can deal with binary variables (linear) and separable from 
continuous variable (nonlinear). 5) Its efficient representation leads to super-
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structure which can deal with problems of any size in convenient time. 6) The 
efficient optimization can also exploit the structure of problems. In a finite 
number of steps, the MILP warranties the convergence to the optimal solution 
[11] by providing an accurate and flexible modeling framework. Furthermore, 
the optimal solution is available in the proximity while searching the problem 
tree. The branch-and-cut algorithm, which is an efficient mixed-integer linear 
software, has been proposed and currently available with a large scale capability 
and optimized as a commercial solver. That’s why MILP based approaches re-
ceived a great deal of attention as a consequence. 

The MILP was applied in [11] to resolve the unit commitment problem with a 
formulation is composed of a set of three binary variables. These variables have 
modeled the startup & shutdown, the ON & OFF states for every unit and the 
subject period. In [1] the mixed-integer linear formulation was modeled with an 
extended form to face the self-scheduling problem in the electricity market by a 
single generating unit. At the expense of binary variables increasing numbers, 
many cost and constraints are included such as time-dependent startup cost, 
non-convex production cost, the intertemporal constraints (ramping limits) 
minimum up and down times. 

In the realistic scenario, the power system consists of several generators, and 
the model in [12] and [11] needs binary variables in large numbers. Therefore, 
the ensuing MILP problems maybe intensively calculative for branch-and-cut 
algorithm implementation [12] [13] with its current computing capabilities. 

The linear expression, which requires a single binary variable, was formulated 
in [20] with start-up costs and minimum up & down times. Furthermore, on the 
spinning reserve constraints, the influence of ramping limits is not considered, 
and also shutdown cost is not included either. 

A linear formulation is presented in this paper for the thermal unit commit-
ment with an alternative mixed-integer which is symbolized by MILP-UC which 
needs a binary variable with a single set of one per unit as per period. In contrast 
to different MILP previous methods [12] [13], the binary variables with a lower 
number of MILP-UC produce a decrease when branch-and-cut algorithm search 
tree used for some nodes. Thus the solver uses less computational time to solve 
the realistic case. Furthermore, the MILP-UC precisely mockups the thermal 
unit commitment states, which improves the modeling capability in intertem-
poral constraints and time depended on startup costs [20]. 

The proposed model is also capable of solving the problems of scheduling 
which arises in markets for electricity furthermore, Market clearing processes 
(solved by ISO’s), self-scheduling problems (solved by generating companies) to 
originate bidding tactics which are used to analyze the market participant’s be-
havior by using market simulators. Hence this MILP-UC can also benefit the 
market agents.  

1.3. Contribution  

This paper contributes to a new formulation, of MILP-UC which needs less bi-
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nary variables and constraints to model the thermal unit commitment problem 
which can accurately reduce the burden of computational on existing MILP ap-
proaches. Furthermore, the scientific experience is presented by resolving a real 
application.  

1.4. Paper Organization 

The proposed MILP-UC detailed description is provided in this section. Fur-
thermore, it also includes the intertemporal and physical constraints as a precise 
model for power generators. While in section III, the numerical outcomes are 
discussed and presented. In IV Section, the appropriate and relevant conclusion 
is presented. Lastly, in the appendix, the statistics cast-off for the simulation is 
given. 

2. Unit Commitment 
2.1. Modeling Assumptions  

The assumptions playing in the proposed model are out listed below in numeri-
cal order for the purpose of clarity.  

1) A Pool-Based energy-only power wholesale marketplace is considered 
where a market agent Clears the market one time a day with day-ahead and 
hourly-horizon. The market operator seeks to minimalize the total generation 
cost considering the generation price generation limits submitted by the genera-
tion unit, as well as the demand and reserve existing in this market. The market 
clearing outcomes are hourly unit state, production, start-up and shunt down 
cost. 

2) Reserve in the market is set to be 10% of overall system demand, which re-
flects the GB market. However, the reserve can be adjusted accordingly, which 
will be considered in future work. 

2.2. UC Optimization Model 

In the model, the most critical task is to minimize and control the Total Opera-
tion Cost (TOC). The TOC is directly proportional to three main components 
the overall cost of production and the cost of startup and shutdown which can 
be formulated as [1]. 

( ),min k k k
j j jj k cp cd cu+ +∑                        (1) 

{ }, , ,k k t k
j j j jV p v cu cd=                          (2) 

In scheduling Problems usually, the quadratic production cost function is 
used which can be written as (3). As presented in Figure 1 the cost function in 
(3) can be precisely approximated by a piecewise block. Moreover, power output 
is referred as a quadratic function of Production cost, while before initiating the 
start-up cost is modeled for the offline time as exponential function [1].  

( )min , ,k k k k
j j j j jcp A B p P j k= + − ∀                     (3) 
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Figure 1. Piecewise linear production cost. 

 
The stair wise start-up cost is proposed with the help of a mixed integer linear 

formulation. The stair wise function asymptotically approximates the discrete 
start-up cost which is a more accurate due number of intervals as increased. As 
the time span, the start-up cost is decentralized in hourly periods, so it can be 
written as a discrete function of start-up cost as shown in Equation (4).  

2
min min , ,k k

j j j j j j jA a v b P c P j k= + + ∀                    (4) 

In [10] and [11] with shutdown state, extra binary variables are associated. In 
the scenario of wastage of fuel [1] if unit j is kept offline then the shutdown cost 
incurred can be set as constant. As shown in Equation (5). 

min2 , ,k
j j j jB b c P j k= + ∀                        (5) 

With the span of time for every generating unit set of constraints are formu-
lated as thermal constraints. The Power security constraints as shown in (6) pro-
vide spinning reserve margins, where the reserve in the market is set to be 10% 
of overall system demand, which has been assumed in Section III-A.  

( ) { }1 , , , 1, , 1tt t k k n
j j j jncu CU v v j k t k−

=
≥ − ∀ ∈ −∑               (6) 

( ) { }1 , , 1, ,k k k
j j j jcd CD v v j k T−≥ − ∀ ∈                   (7) 

Power Security: constraints (8) provide spinning reserve margins, where the 
reserve in the market is set to be 10% of overall system demand, which has been 
assumed in Section III-A.  

,k K K
jj J p D R k

∈
≥ + ∀∑                        (8) 

The (9) constraints confine the minimum power output of the generation and 
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with an all-out existing power output of unit-j in k period, jp , It is a 
non-negative bounded variables of the above unit capacity (10).  

, ,k k k
j j j j jP v p p v j k≤ ≤ ∀                         (9) 

Note here that If in the period of k, the unit j is offline then 0k
jv = , so both 

k
jp  and jp  will be equal to 0. 

0 , ,k
j j jp P v j k≤ ≤ ∀                         (10) 

In (11) the rates of ramp-up and start-up and in (13) the shutdown ramp rates 
both constrained the k

jp  while (12) represents the constraints in which 
ramp-down limits are enforced on the power output. In [21] the spinning re-
serve contribution of each unit in each period is precisely modeled which is ex-
tended by formulation (9)-(13), which can compute easily k

jp  and k
jp  differ-

ence. It’s important to note here that in (8) spinning reserve constraints which 
includes variables k

jp  to fulfill the ramping-limitations and yielding the actual 
operation of generating units by an accurate representation. 

( ) ( ) { }1 1 1 1 , , 2, ,k k k k k k
j j j j j j j j jp p RU v SU v v P v j k T− − −≤ + + − − − ∀ ∈       (11) 

( ) ( ) { }1 1 11 , , 2, ,k k k k k k
j j j j j j j j jp p RD v SD v v P v j k T− − −≥ − + − + − ∀ ∈       (12) 

( ) { }1 1 , , 1, , 1k k k k
j j j j j jp P v SD v v j k T+ +≤ + − ∀ ∈ −              (13) 

The minimum up and down constraints was initially expressed in [22] as a 
mixed integer linear expression depends concomitant with the on/off of binary 
variables, start-up/shutdown of generating unit’s states. Further, a similar linear 
formulation of mixed integer based on binary variables which are presented as 

k
jv . The novel countenance for the minimum uptime is given as follow 

1 1 0,jG k
jk v j

=
 − = ∀ ∑                          (14) 

In (15) the jG  is expressed mathematically. As well-defined by jG  in (15) 
is subject to the preliminary position of the units which are related to constraints 
(14)  

( ){ }0 0min , ,j j j jG T UT U V j= − ∀                    (15) 

To satisfy the minimum time up constraint, the (16) constraints are used for 
the subsequent periods during all consecutive period of size jUT  for all possi-
ble sets. 

( ) { }1 1 , , 1, , 1jk UT n k k
j j j j j jn k v UT v v j k G T UT+ − −

=
≥ − ∀ ∈ + − +∑           (16) 

The Final 1jUT −  period in constraints (17) model where if unit j will be 
started up, and continue online till the end of spam time (minimal up and 
downtime)  

( ){ } { }1 0, , 1, , 1T k k k
j j j j jn k v v v j k G T UT−

=
− − ≥ ∀ ∈ + − +∑            (17) 

Similarly, the constraints for minimum downtime are formulated as follow 
(18)-(21)  
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1 0,jL k
jk v j

=
= ∀∑                           (18) 

( )( ){ }0 0min , 1 ,j j j jL T DT S V j= − − ∀                  (19) 

( ) ( ) { }1 11 , , 1, , 1jk DT n k k
j j j j j jn k v DT v v j k G T UT+ − −

=
− ≥ − ∀ ∈ + − +∑       (20) 

( ){ } { }11 0, , 1, , 1T n k k
j j j j jn k v v v j k G T UT−

=
− − − ≥ ∀ ∈ + − +∑         (21) 

In short, from the problem (1)-(21) establishes the proposed MILP-UC, that 
only needs binary variables of single types, namely, k

jv , a contrast to the 
formulation of other MILP [11]. The extra binary variables definition is based on 
[22]. The model of [22] is also outperforms by MILP-UC by allowing for a pre-
cise model of ramping limits & distinct contribution to the spinning reverse 
prerequisite. 

3. Case Studies  
3.1. Test Data and Implementation 

In test market, a case study is carried out with hourly day ahead resolution. The 
examined wholesale market reflects the properties of the GB power system and 
includes 7 electricity producers, with their cost features, and all-out yield limits 
are resulting from [23] The examined retailer is assumed to serve a certain per-
centage of the entire population of the consumers in the wholesale market and 
offer the maximum allowable limit of the retail prices to its served consumers 
being 200 £/MWh, which is imposed by the regulatory framework. The daily 
demand profile and the benefit characteristics of consumers are derived from 
[23]. Furthermore, the total generation capacity is assumed to be 10% of the re-
newable energy. In Figure 2 the related renewable uncertainties under normal 
distribution are modeled with equitable probability.  

A case study with a real size is based on a ten-unit system of [20], Furthermore,  
 

 
Figure 2. Power output of renewable energy with uncertainties. 

0

50

100

150

200

250

300

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

R
en

ew
ab

le
 g

en
er

at
io

n 
w

ith
 u

nc
er

ta
in

tie
s 

(M
W

)

Time (h)

 

DOI: 10.4236/jpee.2018.66001 7 Journal of Power and Energy Engineering 
 

https://doi.org/10.4236/jpee.2018.66001


M. K. Ahsan et al. 
 

the load demand has also been multiplied by 10 accordingly. The time span is 
divided to meet 10% of the spinning reserve requirement each of the 24 hourly 
periods. The inventive ten-unit structure can be seen in the appendix [20] for 
quick reference. To simplify the evaluation of the fallouts, the quadratic produc-
tion cost is linearized with four segments through a piecewise linear approxima-
tion. The time-dependent start-up cost has been modeled by 15 intermissions 
stair wise linear function. As the solution obtained from MILP-UC, a quadrat-
ic-programming-based economic dispatch is run. 

The recommended model has been executed with CPLEX 9.0 [24]. The Dell 
Power Edge 6600 of a memory ram of 2 GB and with a processor of 1.60 GHz in 
two numbers are used to solve the MILP with uncertainties and MINOS 5.51 
[25] for the quadratic economic dispatch. In parameters can be indicated in 
CPLEX to find optimal solution or sub optimal solution.  

Table 1 summarizes the results of three MILP centered methods which pro-
duces the similar solution when the optimal parameter of 0.25% is detailed. The 
computational act of the proposed method is gaged with two alike MILP formu-
lation denoted as MILP-2 and MILP-2R respectively. The proposed methods 
show good results in term of total operation cost with respect to others. While 
comparison through reduction and computation time by 2.12, 2.67 and 3.19 re-
spectively which shows the computational advantages of eliminating variables 
with respect to startup and shutdown. For the purpose of illustration, the pro-
duction schedule establishes by MILP-UC is shown in Table 2. Finally, to eva-
luate the impact of problem size on the computational aspect of MILP-UC, 
MILP-2 and MILP-2R a data set of 10 units has been taken as Table 2 and ap-
plied to the ten-unit system to create 100 unit set data from the original data 
[20]. The computational time which is shown in Table 3 shows the satisfying 
solutions at an optimally tolerance of 0.25%. 

3.2. Results 

Table 3 summarizes the power output which reflects the states of 10 units in 24 
hours depending on the relevant unit states while in Figure 3 of Table 3 the 
change in data is more clearly visible. It can be seen from the table that the unit 1 
is always online in 24 hours, and the output power is also up to its Start-up  
 
Table 1. Computational dimension and results comparison. 

Name MILP-UC MILP-2 MILP-2R 

Binary Variables (No’s) 2100 6900 4500 

Continuous Variables (No’s) 18,901 18,901 21,301 

Constraints (No’s) 69,189 74,049 74,049 

Non-zero Elements in constraints  
Matrix (No’s) 

388,161 411,741 411,741 

Computing Times in seconds 113 314 399 

Total Operating Cost ($) 564,889 5,611,828 5,606,577 
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Table 2. Power output of unit-J at K period (MW). 

Unit J 
Period K 

1 2 3 4 5 6 7 8 9 10 11 12 

1 455 455 455 455 455 455 455 455 455 455 455 455 

2 150 150 195 305 360 450 455 455 455 455 455 455 

3 20 65 130 130 130 130 130 130 130 130 130 130 

4 120 130 130 130 130 130 130 130 130 130 130 130 

5 25 25 25 25 25 25 75 130 162 162 162 162 

6 0 0 0 0 0 20 20 20 78 80 80 80 

7 0 0 0 0 0 0 0 0 0 25 63 85 

8 0 0 0 0 0 0 0 0 10 55 55 55 

9 0 0 0 0 0 0 0 0 10 38 55 55 

10 0 0 0 0 0 0 0 0 0 10 10 43 

Sum 770 825 935 1045 1100 1210 1265 1320 1430 1540 1595 1650 

D 700 750 850 950 1000 1100 1150 1200 1300 1400 1450 1500 

R 70 75 85 95 100 110 115 120 130 140 145 150 

Unit J 
Period K 

13 14 15 16 17 18 19 20 21 22 23 24 

1 455 455 455 455 455 455 455 455 455 455 455 455 

2 455 455 455 415 360 455 455 455 455 455 275 165 

3 130 130 130 130 130 130 130 130 130 130 130 130 

4 130 130 130 130 130 130 130 130 130 130 130 130 

5 162 162 130 25 25 40 100 162 162 25 0 0 

6 80 78 20 0 0 0 20 80 68 20 0 0 

7 25 0 0 0 0 0 0 0 0 0 0 0 

8 55 10 0 0 0 0 10 55 10 0 0 0 

9 55 10 0 0 0 0 10 55 10 0 0 0 

10 10 0 0 0 0 0 10 18 10 0 0 0 

Sum 1540 1430 1320 1155 1100 1210 1320 1540 1430 1210 990 880 

D 1400 1300 1200 1050 1000 1100 1200 1400 1300 1100 900 800 

R 140 130 120 105 100 110 120 140 130 110 90 80 

 
Table 3. Impact of problem size on computational time. 

Number of units MILP-UC MILP-2 MILP-2R 

1 - 10 0.88 2.05 2.51 

11 - 20 3.45 15.12 14.99 

21 - 30 10.72 62.78 43.06 

31 - 40 18.48 75.18 75.04 

41 - 50 24.60 118.63 117.90 

51 - 60 36.78 170.15 160.80 

61 - 70 49.66 170.19 16.80 

71 - 80 132.83 215.33 202.92 

81 - 90 166.69 230.92 348.38 

91 - 100 172.45 322.95 408.95 
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Figure 3. Power output of unit-J at K period (MW). 
 
Ramping limit, 455 MW. However, with the operation of the system, the units 
start to change their states while meeting the constraints and system demand 
and spinning reserve requirements.  

The Purple (D) line and dark green (R) line in Figure 4 represents the system 
demands and spinning reserve requirements respectively in 24 hours. The leg-
end of J1 to J10 (unit1 to 10) indicate the individual unit power output in 24 
hours. And it can be found, the sum of 10 units’ power outputs in individual pe-
riod is exactly equal to the amount of demand plus spinning reserve in the same 
period. Thus, it can be summarized that the system is in a good production per-
formance (In this case, the spinning reserve is assumed to be the 10% of the de-
mands.).  

The production costs of 10 units in 24 hours are also presented in Figure 5. 
The production costs follow the same trend of the power output in Figure 4 for 
each unit and each hour period.  

3.3. Conclusion 

In this paper, the linear formulation of thermal unit commitment problem with 
uncertainties through a computationally efficient mixed integer is presented. 
The significant features of the proposed method are the single type binary num-
bers requirement, which precisely model the startup costs (time dependent), 
along with the intertemporal constraints and, especially individual contributions 
to spinning reserve. The problem of reduction in computation time which is 
normally a huge issue in unit commitment is decreased by the accessible com-
mercial software. The recommended model has been effectively tested on a ge-
nuine situation study for wind and PV uncertainties. The numerical results show 
the efficient and correct computational performance. Finally, it is also applicable 
to the new scheduling problem arising in electricity market although the formu-
lation has been used in traditional centralized power system for the unit com-
mitment problem. 
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Figure 4. Hourly demand, reserve and power outputs of each generation company. 

 

 
Figure 5. Hourly demand, reserve and power outputs of each generation company. 
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Appendix 

In Table A1 the data of Ten-unit system is provided [20]. 
 
Table A1. The system data. 

Unit J jp  (MW) jP  (MW) UT (h) DT (h) V0 (h) 

1 455 150 8 8 8 

2 455 150 8 8 8 

3 130 20 5 5 -5 

4 130 20 5 5 -5 

5 162 25 6 6 -6 

6 80 20 3 3 -3 

7 55 25 3 3 -3 

8 55 10 1 1 -1 

9 55 10 1 1 -1 

10 55 10 1 1 -1 

 
Unit J a (£/h) b (£/MWh) C (£/MW2h) 

1 1000 16.19 0.00048 

2 970 17.26 0.00031 

3 700 16.60 0.00200 

4 680 16.65 0.00211 

5 450 19.70 0.00398 

6 370 22.26 0.00712 

7 480 27.74 0.00079 

8 660 25.92 0.00413 

9 665 27.27 0.00222 

10 670 27.79 0.00173 
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Nomenclature 
Indices 

j J∈  Set of generation units  
k K∈  Set of periods  

Parameters 

jP   The Minimum generation limit of generation unit-j (MW) 

jP   The Maximum generation limit of generation unit-j (MW) 

jUT  The Minimum start-up time of generation unit-j (s) 

jDT  The Minimum shunt down time of generation unit-j (s) 

0 jU   The time of Initial start-up to generation unit j (s) 

0 jS   The time of Initial shunt-down to generation unit-j (s) 

0 jV   Initial commitment state of generation unit-j (online: 1, offline: 0) 

ja   The coefficient of Fixed quadratic production cost function to genera-
tion unit j (£/h) 

jb   The Linear coefficient for the quadratic production cost function of 
generation unit-j (£/MWh) 

jc   Quadratic coefficient for the quadratic production cost function of 
generation unit-j (£/MWh^2) 

k
jA   Cost of generation unit j at k (£) period 
k
jB   The Cost of generation unit-j at k (£) period 

t
jCU  The cost of Maximum start-up for generation unit-j at period k 

(£/MWh) 

jCD  The cost of Maximum shut down for generation unit-j at period k 
(£/MWh) 

jSU  Start-up ramping of generation unit-j (MW) 

jSD  Shunt down ramping of generation unit -j (MW) 
KD   Demand at period K (MW) 
KR   Reverse at period K (MW) 

Variables 
k
jv   On-Off state of generation unit-j at period t [0/1] 
k
jp   Generation output of generation unit-j at period t (MW) 
t
jcu   Start-up cost of generation unit-j at period k (£/MWh) 
k
jcd  The cost of Shunt down for generation unit-j at the k period (£/MWh) 
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