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Abstract

The Muttalib-Borodin biorthogonal ensemble is a probability density function for n particles on

the positive real line that depends on a parameter θ and an external field V . For θ = 1

2
we find

the large n behavior of the associated correlation kernel with only few restrictions on V . The idea

is to relate the ensemble to a type II multiple orthogonal polynomial ensemble that can in turn

be related to a 3 × 3 Riemann-Hilbert problem which we then solve with the Deift-Zhou steepest

descent method. The main ingredient is the construction of the local parametrix at the origin, with

the help of Meijer G-functions, and its matching condition with a global parametrix. We will present

a new iterative technique to obtain the matching condition, which we expect to be applicable in more

general situations as well.

1 Introduction and statement of results

1.1 The Muttalib-Borodin ensemble

The Muttalib-Borodin biorthogonal ensemble with parameter θ > 0 and weight function w is the following
probability density function for the position of n particles on the positive half line [0,∞)

1

Zn

∏

j<k

(xk − xj)(x
θ
k − xθj )

n∏

j=1

w(xj). (1.1)

We will consider an n-dependent weight function

w(x) = xαe−nV (x) (1.2)

with α > −1 and an external field V that has enough increase at infinity.
The model is named after Muttalib [36], who introduced it as a simplified model for disordered con-

ductors in the metallic regime and Borodin [10], who obtained profound mathematical results for specific
weights, in particular for Laguerre and Jacobi weights. Due to its relation to eigenvalue distributions of
random matrix models [12, 25, 31] the model has attracted considerable attention in recent years.

In the large n limit the particles have an almost sure limiting empirical measure µ∗ which minimizes
a corresponding equilibrium problem [9, 11, 21]. The equilibrium problem was studied in detail in [13].
In [27] it was pointed out that there is an equivalent vector equilibrium problem for vectors of q + r − 1
measures, when θ = q

r with q, r ∈ N and q < r.
The Muttalib-Borodin ensemble is a determinantal point process (in fact a biorthogonal ensemble

[10]) and as such it has a corresponding correlation kernel Kα,θ
V,n. The kernel is given by

Kα,θ
V,n(x, y) = w(y)

n−1∑

j=0

pj(x)qj(y
θ) (1.3)
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where pj , qj are polynomials of degree j satisfying for j, k = 0, 1, . . . , n− 1,

∫ ∞

0

pj(x)qk(x
θ)w(x)dx = δj,k (1.4)

see [36]. Such polynomials exist uniquely (up to multiplicative constants) under certain conditions, as
was shown in [13].

Borodin [10] computed the hard edge scaling limit for the Laguerre case, namely if V (x) = x, then

lim
n→∞

1

n1+1/θ
Kα,θ

V,n

( x

n1+1/θ
,

y

n1+1/θ

)
= K

(α,θ)(x, y) (1.5)

with limiting kernel

K
(α,θ)(x, y) = θyα

∫ 1

0

Jα+1
θ , 1θ

(ux)Jα+1,θ

(
(uy)θ

)
uαdu (1.6)

where

Ja,b(x) =
∞∑

j=0

(−x)j
j!Γ(a+ bj)

.

is Wright’s generalization of the Bessel function. For θ = 1, the limit (1.5) reduces to the well-known
Bessel kernel in the theory of random matrices.

Several other expressions are known for the kernel (1.6). For example, Zhang [41, Theorem 1.2] gives
a double contour integral, and if θ or 1/θ is an integer, then (1.5) can be expressed in terms of Meijer
G-functions [31]. These so-called Meijer G-kernels appear in singular value distributions for products of
random matrices [2, 3] and in their hard edge scaling limit [4, 5, 23, 25, 26, 32]. See [1] for a survey paper.
The bulk and soft edge scaling limits for singular values of Ginibre random matrices are the usual sine
and Airy kernels [33], and these classical limits were also established for the Muttalib-Borodin model in
the Laguerre case [41].

It is natural to expect that the limit (1.5) is not restricted to the case V (x) = x, but holds for much
more general external fields. In this paper we consider θ = 1

2 and we show that the hard edge scaling
limit (1.5) indeed holds for a large class of external fields V .

1.2 Statement of main result

The main assumption on the external field V concerns the behavior of an equilibrium measure, that we
describe first. We use

I(µ) =

∫∫
log

1

|x− y|dµ(x)dµ(y), I(µ, ν) =

∫∫
log

1

|x− y|dµ(x)dν(y),

to denote the logarithmic energy of the measure µ, and the mutual energy of two measures µ and ν,
respectively. We also write

Iθ(µ) =

∫∫
log

1

|xθ − yθ|dµ(x)dµ(y).

The equilibrium problem that is relevant for (1.1) with weight (1.2) is the following. Minimize

IV,θ(µ) =
1

2
I(µ) +

1

2
Iθ(µ) +

∫
V (x)dµ(x) (1.7)

among all probability measures µ on [0,∞). We assume that V is continuous and

lim
x→+∞

V (x)

log x
= +∞.

Then existence and uniqueness of the minimizer can be shown with usual methods from logarithmic
potential theory [15, 38] as the functional IV,θ is lower semi-continuous and strictly convex on the set of
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all probability measures with finite logarithmic energy. The minimizer µ∗
V,θ is called the θ-equilibrium

measure in the presence of the external field V . If V and θ are clear from the context then we simply
say equilibrium measure.

It is known that the equilibrium measure has a compact support and it is characterized by the
Euler-Lagrange variational conditions, see e.g. [13],

∫
log |x− s|dµ∗

V,θ(s) +

∫
log |xθ − sθ|dµ∗

V,θ(s)

{
= V (x) + ℓ, x ∈ supp(µ),

≤ V (x) + ℓ, x ∈ [0,∞),
(1.8)

for some ℓ ∈ R. The equilibrium problem can be analyzed exactly in case V (x) = x, see [13, section 4.5.1]
where this was done for θ > 1 and in particular θ = 2, and see Proposition 2.5 below for θ = 1

2 . The
equilibrium measure has a support [0, q] for some q > 0 with a density that has a square root behavior
at q and behaves like s−1/(1+θ) as s→ 0+.

This is a generic behavior in a wider class of external fields, as was shown by Claeys and Romano [13,
Theorem 1.8], see also Proposition 2.5 below, and our results apply to external fields that are one-cut
θ-regular in the following sense.

Definition 1.1. We call the external field V one-cut θ-regular if the θ equilibrium measure µ∗
V,θ in

external field V is supported on one interval [0, q] for some q > 0 with a density that is positive on (0, q)
and satisfies

dµ∗
V,θ(s)

ds
=




c0,V s

− 1
θ+1 (1 + o(1)) , as s→ 0+,

c1,V (q − s)1/2 (1 + o(1)) , as s→ q−,
(1.9)

with positive constants c0,V , c1,V > 0, and, in addition, the inequality in (1.8) is strict for x > q.

The conditions of Definition 1.1 hold generically for external fields V that do not push the equilibrium
measure away from 0. See Proposition 2.4 below for a sufficient condition on V in case θ = 1

2 . For
V (x) = x we are able to determine the density of µ∗

V, 12
explicitly in Proposition 2.5. From this formula

the conditions (1.9) can be verified directly.
The main result of our paper is the following theorem.

Theorem 1.2. Let α > −1, θ = 1
2 , and let V : [0,∞) → R be a one-cut θ-regular external field in the

sense of Definition 1.1, which is real analytic on [0,∞). Then for x, y ∈ (0,∞) we have

lim
n→∞

1

(cV n)3
K

α, 12
V,n

(
x

(cV n)3
,

y

(cV n)3

)
= K

(α, 12 )(x, y) (1.10)

uniformly on compact subsets of (0,∞), where cV = 2π√
3
c0,V , and c0,V > 0 is the constant from (1.9).

In the bulk and at the soft edge we find the usual sine and Airy kernels as the scaling limits of K
α, 12
V,n

as n→ ∞, but we do not give the details for that.

Remark 1.3. The one-cut assumption is not essential, but is included for convenience only. Theorem
1.2 remains valid if the equilbrium measure is supported on several intervals, provided that one of
the intervals is of the form [0, q] and the density of the equilibrium measure has the behavior (1.9) as
s → 0+. Similarly, we may relax the regularity assumption. Theorem 1.2 also holds if the density of
the equilibrium measure vanishes somewhere in the interior of its support, or if there is a higher order
vanishing at a non-zero endpoint of the support, or if the inequality (1.8) is an equality at a finite number
of points outside of the support. These singular cases are also present in the classical case θ = 1 that is
connected with orthogonal polynomials and 2×2 matrix valued RH problems [16]. Each of these singular
cases can be treated by means of special local parametrices, and this would work in a similar way in our
situation.

In section 2 we discuss the main ingredients for the proof of Theorem 1.2. These include the equi-
librium measure and the interpretation of the biorthogonality property (1.4) as multiple orthogonality
in case θ = 1/r with an integer r ∈ N. The multiple orthogonality leads to a Riemann-Hilbert (RH)
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problem [40] of size (r + 1)× (r + 1). To analyze the large n limit we are going to apply the Deift-Zhou
steepest descent method [18] that was first applied to orthogonal polynomials in the influential papers
[16, 17]. The Meijer G-functions appear in the construction of a local parametrix at 0. The model RH
problem for Meijer G-functions is discussed in section 3.

The steepest descent analysis is in sections 4–6. The main technical difficulty is the matching of the
local parametrix with the global parametrix. We deal with this issue in section 5. The matching is a
serious problem for larger size RH problems as has been observed in other situations [6, 19, 20, 29]. As
in [6] we develop an iterative technique to improve the matching step by step. The proof of Theorem 1.2
is in the final section 6.

Remark 1.4. We conjecture that Theorem 1.2 holds for any θ > 0, with the exponent 3 replaced by
1 + 1/θ as in (1.5). Namely, for real analytic one-cut θ-regular external fields V we expect that there is
a constant cV > 0 such that

lim
n→∞

1

(cV n)1+1/θ
Kα,θ

V,n

(
x

(cV n)1+1/θ
,

y

(cV n)1+1/θ

)
= K

(α,θ)(x, y). (1.11)

It seems likely that the techniques of this paper extend to the case θ = 1/r with r ∈ N, r ≥ 3. As
already mentioned, this case leads to a RH problem of size (r + 1)× (r + 1). The main ingredients that
we are going to use (see next section) are available for any integer r. The challenge will be to establish
the matching condition which becomes technically more involved.

The case θ = 2 is related to θ = 1/2 by a change of variables. Putting xj = y
1/2
j for j = 1, . . . , n in

(1.1) with θ = 2 gives a Muttalib-Borodin ensemble with θ = 1/2 and external field V (
√
x). Theorem 1.2

applies provided that x 7→ V (
√
x) is real analytic on [0,∞). This in turn means that (1.11) with θ = 2

holds provided that V is real analytic and even (and one-cut θ-regular). The extension to arbitrary real
analytic external fields remains open.

We use the assumption that V is real analytic at 0 in the proof of Lemma 5.3, and in particular for
the identity (5.25).

Throughout the paper we use the principal branches of fractional powers, i.e., with a branch cut on
the negative real axis and positive on the positive real axis.

2 Preliminaries

We discuss the main ingredients for the proof of Theorem 1.2.

2.1 Multiple orthogonal polynomials

The first step in the proof is the observation that the polynomials pj that appear in the kernel (1.3) and
that satisfy the biorthogonality (1.4) can be viewed as multiple orthogonal polynomials in case θ = 1/r
and r is an integer. Without loss of generality we can take these polynomials to be monic. Thus pn is a
polynomial of degree n that is characterized by the property that

∫ ∞

0

pn(x)x
kθw(x)dx = 0, k = 0, 1, . . . , n− 1. (2.1)

Lemma 2.1. Suppose θ = 1/r with r an integer. Then pn is the unique monic polynomial of degree n
that satisfies

∫ ∞

0

pn(x)x
kwi(x)dx = 0, i = 1, . . . , r, k = 0, . . . , ⌊n−i

r ⌋, (2.2)

where wi(x) = x(i−1)θw(x) for i = 1, . . . , r.

Proof. If i, k are as in (2.2) then rk + i− 1 ≤ n− 1, and thus by (2.1) we have
∫ ∞

0

pn(x)x
(rk+i−1)θw(x)dx = 0

which reduces to (2.2) in view of the definition of wi(x).
Thus (2.1) implies (2.2) and it is easy to see that the converse holds as well.
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The relations (2.2) are multiple orthogonality conditions with respect to weight functions w1, w2,
. . . , wr, and with the multi-index (n1, . . . , nr) where ni = ⌊n−i

r ⌋ + 1 for i = 1, . . . , r. While (2.2) is a
simple reformulation of (1.4) it has the advantage of leading to a RH problem.

2.2 Riemann-Hilbert problem

We state the RH problem for the case r = 2. In this case the RH problem has size 3× 3. For general r
the size is (r + 1)× (r + 1), see [40].

Riemann-Hilbert Problem 2.2.

RH-Y1 Y : C \ [0,∞) → C
3×3 is analytic.

RH-Y2 Y has boundary values for x ∈ (0,∞), denoted by Y+(x) (from the upper half plane) and Y−(x)
(from the lower half plane), and

Y+(x) = Y−(x)



1 w(x) x

1
2w(x)

0 1 0
0 0 1


 , x > 0. (2.3)

RH-Y3 As |z| → ∞

Y (z) =

(
I+O

(
1

z

))

zn 0 0
0 z−⌈n

2 ⌉ 0
0 0 z−⌊n

2 ⌋


 . (2.4)

RH-Y4 As z → 0

Y (z) = O



1 hα(z) hα+ 1

2
(z)

1 hα(z) hα+ 1
2
(z)

1 hα(z) hα+ 1
2
(z)


 with hα(z) =





|z|α, if α < 0,

log |z|, if α = 0,

1, if α > 0.

(2.5)

The O condition in (2.4) and (2.5) is to be taken entry-wise.

The RH problem is the analogue of the Fokas-Its-Kitaev RH problem [22] for orthogonal polynomials.
The condition RH-Y4 is an endpoint condition that is analogous to the endpoint condition in [30].

There is a unique solution of the RH problem (since the polynomial pn uniquely exists [13]) and

Y11(z) = pn(z), Y12(z) =
1

2πi

∫ ∞

0

pn(x)w(x)

x− z
dx, Y13(z) =

1

2πi

∫ ∞

0

pn(x)x
1
2w(x)

x− z
dx,

are the entries in the first row of the solution Y . The other two rows are built in the same way out of
suitable polynomials of lower degree. Indeed, Y21 and Y31 are two polynomials of degree ≤ n − 1, that
are expressible in terms of the biorthogonal polynomials pn−1 and pn−2 of degrees n− 1 and n− 2, and
for j = 2, 3,

Yj2(z) =
1

2πi

∫ ∞

0

Yj1(x)w(x)

x− z
dx, Yj3(z) =

1

2πi

∫ ∞

0

Yj1(x)x
1
2w(x)

x− z
dx.

Lemma 2.3. The correlation kernel (1.3) with θ = 1
2 is expressed in terms of the solution of the RH

problem for Y as follows

K
α, 12
V,n (x, y) =

1

2πi(x− y)

(
0 w(y) y

1
2w(y)

)
Y −1
+ (y)Y+(x)



1
0
0




=
yβe−nV (y)

2πi(x− y)

(
0 y−

1
4 y

1
4

)
Y −1
+ (y)Y+(x)



1
0
0


 , β = α+

1

4
, (2.6)

for x, y > 0.
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Proof. The first identity is due to [7]. See also [14] for the extension to r ≥ 3. The second identity in
(2.6) follows from the form (1.2) of the weight function w(y).

The first identity in (2.6) is a Christoffel-Darboux formula that expresses the kernel in terms of a
finite number of biorthogonal polynomials. See also [13] for a Christoffel-Darboux formula for general
rational values of θ. For asymptotic analysis the expression (2.6) in terms of the RH problem is very
convenient.

2.3 Vector equilibrium problem

The Deift-Zhou method of steepest descent consists of a number of explicit transformations of the RH
problem. One of the transformations depends on the θ-equilibrium measure µ∗

V,θ that minimizes the
energy functional (1.7).

When θ = 1/r with r an integer, the θ-equilibrium measure can also be characterized as the first
component of the minimizer of a vector equilibrium problem [27] and this will be important for us. We
state it here for the case r = 2. In case r = 2, the vector equilibrium problem asks to minimize the
energy functional

I(µ)− I(µ, ν) + I(ν) +

∫
V (x)dµ(x) (2.7)

among all pairs of measures (µ, ν) such that

• µ is a probability measure on [0,∞),

• ν is a measure on (−∞, 0] of total mass 1/2.

For general θ = 1/r the vector equilibrium problem has r measures.
It is shown in [27] that there is a unique minimizer (µ∗, ν∗) and the first component µ∗ coincides

with the minimizer µ∗
V, 12

of the θ-energy functional (1.7) with θ = 1
2 . In addition, the measure ν∗ has

full support supp(ν∗) = (−∞, 0], and the variational conditions

2

∫
log |x− s|dµ∗(s)−

∫
log |x− s|dν∗(s)

{
= V (x) + ℓ, x ∈ supp(µ∗),

≤ V (x) + ℓ, x ∈ [0,∞),
(2.8)

2

∫
log |x− s|dν∗(s)−

∫
log |x− s|dµ∗(s) = 0, x ∈ (−∞, 0], (2.9)

are satisfied, with a constant ℓ that is possibly different from the one appearing in (1.8). The identity
(2.9) expresses that 2ν∗ is the balayage of µ∗ onto the negative real axis.

We use the two measures from the vector equilibrium problem in the steepest descent analysis that
will follow. We also use the vector equilibrium problem in the proof of the following sufficient condition
for an external field to be one-cut regular.

Proposition 2.4. Suppose V is twice differentiable on [0,∞) such that xV ′(x) is increasing for x > 0.
Then V is one-cut 1

2 -regular in the sense of Definition 1.1.

Proof. Because of (2.7) we have that µ∗ = µ∗
V, 12

is the minimizer of the energy functional I(µ) +
∫
Ṽ dµ

with the modified potential

Ṽ (x) = V (x) +

∫
log(x− s)dν∗(s).

For every s < 0, we have that x 7→ x
x−s is increasing on [0,∞). Since ν∗ is supported on (−∞, 0], it then

easily follows from this and the assumption of the proposition that x 7→ xṼ ′(x) = xV ′(x) +
∫

x
x−sdν

∗(s)
is strictly increasing for x ∈ [0,∞). It then follows by well-known results on equilibrium measures in
external fields that supp(µ∗) = [0, q] is an interval containing 0, see e.g. [38, Theorem IV.1.10 (c)].

Knowing that the support is an interval we can use [13, Theorem 1.11 and formula (1.28)] to conclude
that the density of µ∗ is positive on (0, q) and has the required endpoint behavior (1.9). Actually, the
result in [13] is stated for θ > 1, but it also applies to 0 < θ < 1.
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It remains to show that the inequality (1.8) is strict for x > q. From (2.8) we have

Ṽ (x) + ℓ− 2

∫
log(x− s)dµ∗(s) ≥ 0, x ≥ q

with equality for x = q. Then the derivative is non-negative at x = q, which implies

xṼ ′(x)− 2

∫
x

x− s
dµ∗(s) ≥ 0 (2.10)

for x = q. The function in the left-hand side of (2.10) is strictly increasing for x ≥ q. To see this we use
that xṼ ′(x) is strictly increasing and the fact that x 7→ x

x−s , x > q, is decreasing for every s ∈ [0, q]. It
follows that strict inequality holds in (2.10) for x > q, which in turn leads to the property that (1.8) is
strict for x > q. This concludes the proof of the proposition.

For V (x) = x we can calculate the equilibrium measure explicitly. For this V the θ-equilibrium
measure with θ = 2 was computed in [34]. See also [24] for similar calculations.

Proposition 2.5. When V (x) = x and θ = 1
2 , the equilibrium measure of the Muttalib-Borodin ensemble

is supported on [0, 278 ] with density

dµ∗
V, 12

(s)

ds
=

√
3

4πs2/3



(
1− 4s

3
+

8s2

27
+

√
1− 8s

27

)1/3

+

(
−1 +

4s

3
− 8s2

27
+

√
1− 8s

27

)1/3



0 < s <
27

8
. (2.11)

In particular, (1.9) holds with constants q = 27
8 , c0,V =

√
3

25/3π
and c1,V = 16

√
2

81π .

Proof. By Proposition 2.4 we have supp(µ∗) = [0, q] for some q > 0. By differentiating the identities in

(2.8)-(2.9) we see that the functions F1(z) =

∫
dµ∗(s)

z − s
and F2(z) =

∫
dν∗(s)

z − s
satisfy

F1,+(x) + F1,−(x)− F2(x) = V ′(x) = 1, x ∈ (0, q),

F2,+(x) + F2,−(x)− F1(x) = 0, x ∈ (−∞, 0).
(2.12)

Let R be the compact three sheeted Riemann surface with sheets R0 = C \ [0, q], R1 = C \ (−∞, q] and
R2 = C \ (−∞, 0] with sheet structure as in Figure 1. Then it follows from (2.12) that Ψ defined by

Ψ(z) =





Ψ0(z) = 1− F1(z), if z ∈ R0,

Ψ1(z) = F1(z)− F2(z), if z ∈ R1,

Ψ2(z) = F2(z), if z ∈ R2,

(2.13)

is meromorphic on R. We note the asymptotic behaviors

Ψ0(z) = 1− 1

z
+O(z−2), Ψ1(z) =

1

2z
+O(z−3/2), Ψ2(z) =

1

2z
+O(z−3/2), (2.14)

as z → ∞. Thus Ψ has a double zero at the point at infinity that is common to sheets R1 and R2. From
Proposition 2.4 we know that µ∗ has a density that behaves like c0,V s

−2/3 as s→ 0+, see (1.9). Then it
can be shown that F1(z) ∼ −cz−2/3 as z → 0 with c = 2π√

3
c0,V , which means that Ψ has a double pole

at z = 0, as z = 0 is a double branch point of the Riemann surface. There are no other poles and zeros
of Ψ.

From (2.14) we obtain

Ψ0(z) + Ψ1(z) + Ψ2(z) = 1 +O(z−3/2),

Ψ0(z)Ψ1(z) + Ψ0(z)Ψ2(z) + Ψ1(z)Ψ2(z) =
1

z
+O(z−2)

Ψ0(z)Ψ1(z)Ψ2(z) =
1

4z2
+O(z−3)
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Figure 1: The Riemann surface R used in the proof of Proposition 2.5. The three sheets are defined by
R0 = C \ [0, q],R1 = C \ (−∞, q] and R2 = C \ (−∞, 0]. The sheets are connected in the usual crosswise
manner.

as z → ∞. The three above functions are meromorphic in the full complex plane with a possible pole at
z = 0 only. Because Ψj(z) = O(z−2/3) as z → 0 for every j = 1, 2, 3, it follows that all O terms vanish
identically. Thus

3∏

j=1

(ζ −Ψj(z)) = ζ3 − ζ2 +
1

z
ζ − 1

4z2

and

z2ζ3 − z2ζ2 + zζ − 1

4
= 0 (2.15)

is the algebraic equation satisfied by Ψ.
The discriminant of (2.15) is z4 8z−27

16 and it follows that there is a branch point at z = 27
8 . For real

z > 27
8 there are three real solutions of (2.15), and for real z ∈ (0, 278 ) there is one real solution (namely

ζ = Ψ2(z)) and two complex conjugate non-real solutions ζ = Ψj(z), j = 0, 1.
The density of µ∗ satisfies

dµ∗

ds
= − 1

π
ImF1,+(s) =

1

π
ImΨ0,+(s) (2.16)

because of (2.13) and the Stieltjes inversion formula. Thus µ∗ is supported on [0, 278 ]. With Cardano’s
method for solving a cubic equation we find the solutions of (2.15) for z = s ∈ (0, 278 ). Ψ0(s) is the
unique solution with positive imaginary part and the calculations result in the formula (2.11).

2.4 Meijer G-functions

The final main ingredient concerns the Meijer G-functions, that will be used in the construction of a
local parametrix at 0. In [32] the limiting kernel K(α, 12 )(x, y) from our main result Theorem 1.2 was
expressed in terms of Meijer G-functions, see also Theorem 2.8 below.

The appearance of Meijer G-functions, or equivalently, generalized hypergeometric functions, can also
be expected from the recent paper [39] on multiple Laguerre polynomials. In case w(x) = xαe−nx the
multiple orthogonal polynomials from (2.2) are such multiple Laguerre polynomials, and it was shown in
[39, Theorem 3] that in a suitable scaling regime these polynomials tend to a generalized hypergeometric
function

0Fr

( −
1 + α1, . . . , 1 + αr

;−z
)

=

∞∑

k=0

1

(1 + α1)k · · · (1 + αr)k

(−z)k
k!

where αj = α+ j−1
r for j = 1, . . . , r. This is the so-called Mehler-Heine asymptotics and it captures the

behavior of the polynomials near the origin. The case r = 2 is relevant for the present paper and then
we obtain

φ0(z) := 0F2

( −
1 + α, 32 + α

;−z
)

(2.17)
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which is a solution of the third order differential equation (we use ϑ = z d
dz as in [37], for example),

ϑ(ϑ+ α)(ϑ+ α+ 1
2 )φ+ zφ = 0, ϑ = z

d

dz
. (2.18)

In case 2α 6∈ Z, other solutions of (2.18) are z−α
0F2

( −
1− α, 32

;−z
)
, and z−α− 1

2 0F2

( −
1
2 − α, 12

;−z
)
.

Together with φ0 they are a basis of all solutions as they come from applying the Frobenius method to
(2.18). In case 2α ∈ Z (the resonant case), this method produces series solutions with additional log
terms. The Frobenius method provides a basis that is suitable for the study of solutions near z = 0.

We could have worked with the above 0F2 hypergeometric functions. However, we prefer to use
instead a representation of solutions of (2.18) in terms of Meijer G-functions, since this representation
is more convenient to describe the behavior of solutions as z → ∞.

The general Meijer G-function is defined by the following contour integral:

Gm,n
p,q

(
a1, . . . , ap
b1, . . . , bq

∣∣∣∣ z
)

=
1

2πi

∫

L

∏m
j=1 Γ(bj + s)

∏n
j=1 Γ(1− aj − s)

∏q
j=m+1 Γ(1− bj − s)

∏p
j=n+1 Γ(aj + s)

z−sds, (2.19)

where Γ denotes the gamma function and empty products in (2.19) should be interpreted as 1, as usual.
The numbers m,n, p, and q are integers with 0 ≤ m ≤ q and 0 ≤ n ≤ p. See [35, section 5.2] for
conditions on the parameters a1, . . . , ap and b1, . . . , bq and the contour L.

By [37, formula 16.18.1] and (2.17) we have

φ0(z) = Γ(1 + α)Γ( 32 + α)G 1,0
0,3

(
−

0,−α,−α− 1
2

∣∣∣∣ z
)

=
Γ(1 + α)Γ( 32 + α)

2πi

∫

L

Γ(s)

Γ(1 + α− s)Γ( 32 + α− s)
z−sds (2.20)

with a Hankel contour L that encircles the negative real axis. Another solution of (2.18), see [37, formula
16.21.1], is

G 3,0
0,3

(
−

0,−α,−α− 1
2

∣∣∣∣ z
)

=
1

2πi

∫

L

Γ(s)Γ(s− α)Γ(s− α− 1
2 )z

−sds, (2.21)

where now L encircles the interval (−∞,max(0, α+ 1
2 )] in the complex s-plane (or alternatively it could

be a vertical line Re s = c > max(0, α+ 1
2 ) in the complex s-plane).

This solution behaves like e−3z
1
3 as z → ∞ with −4π < arg z < 4π. In particular, it is the recessive

solution of (2.18) in −π < arg z < π. More precise asymptotics are given in (3.3) below. Analytic
continuations of (2.21) to other Riemann sheets provide other solutions.

Besides φ0 we will use the following four solutions of (2.18), each defined in the sector −π < arg z < π.

φ1(z) = ie2πiαG 3,0
0,3

(
−

0,−α,−α− 1
2

∣∣∣∣ ze
2πi

)
, (2.22)

φ2(z) = −ie−2πiαG 3,0
0,3

(
−

0,−α,−α− 1
2

∣∣∣∣ ze
−2πi

)
, (2.23)

φ3(z) = G 3,0
0,3

(
−

0,−α,−α− 1
2

∣∣∣∣ z
)
, (2.24)

φ4(z) = φ1(z) + φ2(z). (2.25)

Here the notation ze2πi means that we have analytically continued φ3 along a counterclockwise loop
around the origin. Likewise, the notation ze−2πi means that we have analytically continued φ3 along
a clockwise loop around the origin. Indeed, these expressions are also given by (2.21) by picking the
argument of z appropriately.

Lemma 2.6. We have

φ4(z) = − 4π2

Γ(1 + α)Γ( 32 + α)
φ0(z) (2.26)
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Proof. We use the reflection formula Γ(z)Γ(1− z) = π
sinπz to write the combination of gamma functions

appearing in (2.20) as

Γ(s)

Γ(1 + α− s)Γ( 32 + α− s)
= Γ(s)Γ(s− α)Γ(s− α− 1

2 )
sinπ(s− α) sinπ(s− α− 1

2 )

π2

= Γ(s)Γ(s− α)Γ(s− α− 1
2 )

1

(2πi)2

(
e2πi(s−β) + e−2πi(s−β)

)
.

Using this in (2.20) and comparing with (2.21), (2.22), (2.23), we see that (2.20) is equal to − 1
4π2 (φ1(z)+

φ2(z)). Then (2.26) follows by (2.17), (2.25), and (2.20).

We collect the solutions into a matrix valued function that is piecewise analytic in the complex plane.

Definition 2.7. We define (where ϑ = z d
dz as in (2.18))

Φα(z) =








φ1(z) φ2(z) φ3(z)

ϑφ1(z) ϑφ2(z) ϑφ3(z)

ϑ2φ1(z) ϑ2φ2(z) ϑ2φ3(z)


 , 0 < arg(z) < π

2 ,




φ4(z) φ2(z) φ3(z)

ϑφ4(z) ϑφ2(z) ϑφ3(z)

ϑ2φ4(z) ϑ2φ2(z) ϑ2φ3(z)


 , π

2 < arg(z) < π,




φ2(z) −φ1(z) φ3(z)

ϑφ2(z) −ϑφ1(z) ϑφ3(z)

ϑ2φ2(z) −ϑ2φ1(z) ϑ2φ3(z)


 , −π

2 < arg(z) < 0,




φ4(z) −φ1(z) φ3(z)

ϑφ4(z) −ϑφ1(z) ϑφ3(z)

ϑ2φ4(z) −ϑ2φ1(z) ϑ2φ3(z)


 , −π < arg(z) < −π

2 .

(2.27)

The definition is such that Φα satisfies a convenient RH problem that will be discussed in the next
section.

We conclude this preliminary section by announcing the following main result. It expresses the
limiting kernel K(α, 12 ), see (1.6) and (1.10), in terms of Φα and its inverse matrix Φ−1

α .

Theorem 2.8. We have for x, y > 0,

K
(α, 12 )(x, y) =

1

2πi(x− y)

(
−1 1 0

)
Φ−1

α,+(y)Φα,+(x)



1
1
0


 , (2.28)

We prove Theorem 2.8 in the next section.
Theorem 1.2 follows from a steepest descent analysis of the RH problem for Y , where Φα is used to

construct a local parametrix near 0. In the appropriate scaling the expression (2.6) for the correlation
kernel tends to the kernel (2.28) as given in terms of Φα.

3 RH problem for Φα and proof of Theorem 2.8

We discuss the RH problem satisfied by Φα.

3.1 Jump conditions

The definition (2.27) is such that Φα has the following jumps along each of the contours in ΣΦ = R∪ iR,

10
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Figure 2: The directions of the contour ΣΦ = R∪ iR used in Lemma 3.1 and in the model RH problem.

Lemma 3.1. Φα is analytic in each of the four quadrants with constant jumps (all contours are oriented
away from the origin, see Figure 2)

Φα,+(z) = Φα,−(z)×








0 1 0

−1 0 0

0 0 1


 , z ∈ R

+,



1 0 0

1 1 0

0 0 1


 , z ∈ iR±,



1 0 0

0 0 ie2πiα

0 −ie2πiα 0


 , z ∈ R

−

(3.1)

Proof. We only have to verify the jump conditions for the first row, since the jump matrices are constant
along each of the four contours. Indeed, once we have the jump conditions for the first row, the conditions
for the other rows will follow by simple differentiation and multiplying by z.

The jumps on R
+ and on iR± follow immediately from the definition (2.27) combined with (2.25).

To check the jump on R
−, we note that φ4 is entire because by (2.26) and (2.17) it is a multiple of the

0F2 hypergeometric function, which is entire. Thus φ4,+ = φ4,− on R
−. The identities φ1,+ = e2πiβφ3,−

and φ3,+ = e2πiβφ2,− are almost immediate from (2.22)–(2.25). For example if z = −x with x > 0, then
by (2.22) and (2.24)

φ1,+(z) = φ1,+(xe
−πi) = e2πiβGα(xe

πi) = e2πiβφ3,−(z).

This shows that the jump conditions (3.1) on R
− are indeed satisfied.

3.2 Behavior as z → 0

Lemma 3.2. As z → 0 we have the behavior

Φα(z) =





O



h−α− 1

2
(z) h−α− 1

2
(z) h−α− 1

2
(z)

h−α− 1
2
(z) h−α− 1

2
(z) h−α− 1

2
(z)

h−α− 1
2
(z) h−α− 1

2
(z) h−α− 1

2
(z)


 , for Re z > 0,

O



1 h−α− 1

2
(z) h−α− 1

2
(z)

1 h−α− 1
2
(z) h−α− 1

2
(z)

1 h−α− 1
2
(z) h−α− 1

2
(z)


 , for Re z < 0,

(3.2)

where h−α− 1
2
is as in (2.5).

Proof. Because of (2.26) and (2.17) the solution φ4 is entire and thus bounded at 0. By the definition
(2.27) the function φ4 appears in the first column of Φα in the left half-plane. This accounts for the O(1)
terms in (3.2) as z → 0 with Re z < 0.
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The remaining terms come from the behavior of the functions φj , j = 1, 2, 3 as z → 0. These are
solutions of the linear differential equation (2.18), which can be solved by the method of Frobenius. The

indicial equation has roots 0, −α and −α − 1
2 . If α > − 1

2 then all solutions behave as O(z−α− 1
2 ) as

z → 0. Also ϑφj and ϑ2φj have the same behavior and (3.2) follows.
Similar considerations give (3.2) in case α = − 1

2 , in which case there is a generic O(log z) behavior
as z → 0, or −1 < α < − 1

2 , in which case solutions remain bounded as z → 0.

Remark 3.3. The behavior (3.2) suffices for the purposes of this paper. However it is possible to obtain
more precise information on the behavior near 0 by means of connection matrices Cj , j = 1, 2, 3, 4, that
are such that

Φα(z)Cj = O



1 z−α z−α− 1

2

1 z−α z−α− 1
2

1 z−α z−α− 1
2




as z → 0 in the jth quadrant. For α = 0 or α = − 1
2 there are additional log terms in either the second

or the third columns.

3.3 Behavior as z → ∞
The behavior of Φα(z) as z → ∞ will be deduced from the known asymptotic behavior of Meijer G-
functions given in [35, Theorem 5, page 179]. It gives us

G 3,0
0,3

(
−

0,−α,−α− 1
2

∣∣∣∣ z
)

∼ 2π√
3
z−γe−3z

1
3

(
1 +

∞∑

k=1

Mkz
− k

3

)
, −4π < arg z < 4π (3.3)

as z → ∞ with explicit constants (with β = α+ 1
4 as in (2.6))

γ =
2

3
α+

1

2
=

2

3
β +

1

3
, (3.4)

M1 =
1

3
α2 +

1

6
α− 1

36
, (3.5)

M2 =
1

18
α4 +

1

54
α3 − 17

216
α2 − 1

54
α+

25

2592
, (3.6)

and other Mk can be calculated, if necessary.

Lemma 3.4. Let β = α+ 1
4 and ω = e2πi/3. Then we have as z → ∞,

TαΦα(z) =
2π√
3
z−

2β
3

(
I+Aαz

−1 +O(z−2)
)
Lα(z)×







e−3ωz1/3

0 0

0 e−3ω2z1/3

0

0 0 e−3z1/3


 , Im(z) > 0,



e−3ω2z1/3

0 0

0 e−3ωz1/3

0

0 0 e−3z1/3


 , Im(z) < 0,

(3.7)

where

Lα(z) =



z−

1
3 0 0

0 1 0

0 0 z
1
3


×







ω2 ω 1

1 1 1

ω ω2 1






e

2πiβ
3 0 0

0 e−
2πiβ

3 0

0 0 1


 , Im(z) > 0,



ω −ω2 1

1 −1 1

ω2 −ω 1






e−

2πiβ
3 0 0

0 e
2πiβ

3 0

0 0 1


 , Im(z) < 0

(3.8)
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Aα is a certain constant matrix and

Tα =




1 0 0
t1 −1 0
t2 t3 1


 (3.9)

is a lower triangular matrix with entries

t1 = −γ −M1, t2 = γ(γ − 1
3 ) +M1(M1 + γ − 2

3 )−M2, t3 = 2γ − 1
3 +M1 (3.10)

where γ, M1 and M2 are given in (3.4), (3.5), (3.6).

Proof. Let us focus on the last column of Φα, see (2.24) and (2.27), with −π < arg z < π. Then by
(2.24) and (3.3) we have

φ3(z) =
2π√
3
z−γe−3z

1
3
(
1 +M1z

− 1
3 +M2z

− 2
3 +O(z−1)

)
(3.11)

The expansion (3.3) can be differentiated termwise and we find

−ϑφ3(z) =
2π√
3
z−γe−3z

1
3
(
z

1
3 + (M1 + γ) +

(
M2 + (γ + 1

3 )M1

)
z−

1
3 +O(z−

2
3 )
)

(3.12)

ϑ2φ3(z) =
2π√
3
z−γe−3z

1
3
(
z

2
3 +

(
M1 + 2γ − 1

3

)
z

1
3 +

(
M2 + (2γ + 1

3 )M1 + γ2
)
+O(z−

1
3 )
)
. (3.13)

If we choose constants t1, t2, t3 as in (3.10) then we get from (3.11), (3.12), (3.13),

t1φ3(z)− ϑφ3(z) =
2π√
3
z−γe−3z

1
3
(
z

1
3 +O(z−

1
3 )
)
, (3.14)

t2φ3(z) + t3ϑφ3(z) + ϑ2φ3(z) =
2π√
3
z−γe−3z

1
3
(
z

2
3 +O(z−

1
3 )
)
. (3.15)

With the matrix Tα from (3.9) we write (3.11), (3.14) and (3.15) as

Tα




φ3(z)
ϑφ3(z)
ϑ2φ3(z)


 =

2π√
3
z−γ+ 1

3 e−3z
1
3



z−

1
3 +O(z−

2
3 )

1 +O(z−
2
3 )

z
1
3 +O(z−

2
3 )


 ,

which may also be written as

TαΦα(z)



0
0
1


 =

2π√
3
z−γ+ 1

3

(
I+O(z−1)

)
Lα(z)



0
0
1


 e−3z

1
3 (3.16)

by the definitions (3.8) of Lα and (2.27) of Φα. This is the equality (3.7) for the third column with
I+Aαz

−1 +O(z−2) replaced by I+O(z−1). The equality of the other two columns follows in a similar
manner, and with the same matrix Tα, although the details are a bit more involved. We apply (3.3) with
ze2πi and ze−2πi instead of z, and this leads to the various factors of ω and ω2 in (3.7) and (3.8). The
result is that (3.7) holds with I+O(z−1) instead of I+Aαz

−1 +O(z−2).
To obtain the sharper order estimate, we consider

L̂α(z) =
2π√
3
z−

2β
3 Lα(z)×







e−3ωz1/3

0 0

0 e−3ω2z1/3

0

0 0 e−3z1/3


 , Im(z) > 0,



e−3ω2z1/3

0 0

0 e−3ωz1/3

0

0 0 e−3z1/3


 , Im(z) < 0,

(3.17)
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and we verify that L̂α has the same jumps as Φα has on R
±. The details of this calculation are similar

to what we will do in the the proof of Lemma 5.10(a) below. This lemma is about a slightly different
function, Fn(z), but the arguments are essentially the same. It follows that

Rα = TαΦαL̂
−1
α = I+O(z−1) (3.18)

has no jumps on R
±, and therefore is analytic in C \ iR.

Note that L̂α is analytic across the imaginary axis, while Φα has the jump (3.1) there. For Rα we
then have the jump matrix

R−1
α,−(z)Rα,+(z) = L̂α(z)



1 0 0
1 1 0
0 0 1



(
L̂α(z)

)−1

, z ∈ iR,

which by (3.17) is equal to

R−1
α,−(z)Rα,+(z) = Lα(z)




1 0 0

e±3(ω−ω2)z1/3

1 0
0 0 1


L−1

α (z), z ∈ iR±,

= Lα(z)




1 0 0

e−
3
√

3
2 |z|1/3 1 0
0 0 1


L−1

α (z).

The entries of Lα(z) and L−1
α (z) are O(z1/3) as z → ∞, as can be seen from (3.8). Hence there is a

constant c > 0 such that Rα,+(z) = Rα,−(z)
(
I+O(e−c|z|1/3)

)
as z → ∞ along the imaginary axis.

It follows from this and (3.18) that the O term in (3.18) can be written as an asymptotic series
in powers of z−1 as z → ∞. In particular we find that there is a constant matrix Aα such that
Rα(z) = I+Aαz

−1 +O(z−2) and the lemma follows.

3.4 RH problem for Φα

We combine the above to conclude that Φα satisfies the following RH problem.

Riemann-Hilbert Problem 3.5.

RH-Φ1 Φα is analytic in each of the four quadrants.

RH-Φ2 Φα has the constant jumps (3.1) on ΣΦ = R ∪ iR.

RH-Φ3 Φα has the asymptotic behavior (3.7) as z → ∞.

RH-Φ4 Φα has the behavior (3.2) as z → 0.

With standard RH arguments it can be shown that the solution to the RH problem is unique (and
thus is given by (2.27)), and that

detΦα(z) = −
(
2π√
3

)3

z−2β ,

where β = α+ 1
4 as before.

Remark 3.6. In their analysis of coupled random matrices in a p-chain, Bertola and Bothner [6] also
construct a model RH problem for Meijer G-functions. It is called Bare Meijer G-parametrix in [6,
section 4.2.1]. For p = 2 the RH problem as well as its solution in terms of Mellin-Barnes type integrals
shows great similarity with RH problem 3.5, although there does not seem to be a direct way to connect
the two RH problems.
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3.5 The inverse of Φα

The inverse of Φα also appears in the formula for the limiting kernel K(α, 12 )(x, y) in Theorem 2.8. The

inverse contains the Meijer G-functions G 3,0
0,3

(
−

0, α, α+ 1
2

∣∣∣∣−z
)
. We define, for −π < arg(z) < π,

ψ1(z) = G 3,0
0,3

(
−

0, α, α+ 1
2

∣∣∣∣ ze
−πi

)
, (3.19)

ψ2(z) = G 3,0
0,3

(
−

0, α, α+ 1
2

∣∣∣∣ ze
πi

)
, (3.20)

ψ3(z) = −ie2πiαG 3,0
0,3

(
−

0, α, α+ 1
2

∣∣∣∣ ze
−πi

)
+ ie2πiαG 3,0

0,3

(
−

0, α, α+ 1
2

∣∣∣∣ ze
−3πi

)
, (3.21)

= ie−2πiαG 3,0
0,3

(
−

0, α, α+ 1
2

∣∣∣∣ ze
πi

)
− ie−2πiαG 3,0

0,3

(
−

0, α, α+ 1
2

∣∣∣∣ ze
3πi

)
, (3.22)

ψ4(z) = ψ2(z)− ψ1(z). (3.23)

The functions ψj are solutions of the third order differential equation (2.18), but with α replaced by
−α− 1

2 , and z replaced by −z, i.e.,

ϑ(ϑ− α)(ϑ− α− 1
2 )ψ − zψ = 0. (3.24)

This differential equation has Frobenius indices 0, α and α + 1
2 . When 2α 6∈ Z, (3.24) has a basis of

solutions around z = 0 formed by the functions

0F2

( −
1− α, 32 − α

; z

)
, zα0F2

( −
1 + α, 32

; z

)
and zα+

1
2 0F2

( −
1
2 + α, 12

; z

)
. (3.25)

In particular, there are (real) constants c1, c2, c3 such that for −π < arg(z) < π

ψ1(z) = c1 0F2

( −
1− α, 32 − α

; z

)
+c2e

−πiαzα0F2

( −
1 + α, 32

; z

)
−c3ie−πiαzα+

1
2 0F2

( −
1
2 + α, 12

; z

)
.

By analytically continuing this expression along circles we can write the other ψj in terms of the Frobenius
basis. Note that, regardless of whether we use (3.21) or (3.22), the Frobenius basis (3.25) yields that

ψ3(z) = 2c2 sin(πα)z
α
0F2

( −
1 + α, 32

; z

)
− 2c3 cos(πα)z

α+ 1
2 0F2

( −
1
2 + α, 12

; z

)
, (3.26)

showing that the two definitions (3.21) and (3.22) are indeed the same. By continuity, the equality also
holds true if 2α ∈ Z.

Definition 3.7. We define, with ϑ = z d
dz as before,

Ψα(z) =







ϑ2ψ1(z) ϑ2ψ2(z) ϑ2ψ3(z)

ϑψ1(z) ϑψ2(z) ϑψ3(z)

ψ1(z) ψ2(z) ψ3(z)


 , 0 < arg(z) < π

2 ,



ϑ2ψ1(z) ϑ2ψ4(z) ϑ2ψ3(z)

ϑψ1(z) ϑψ4(z) ϑψ3(z)

ψ1(z) ψ4(z) ψ3(z)


 , π

2 < arg(z) < π,



ϑ2ψ2(z) −ϑ2ψ1(z) ϑ2ψ3(z)

ϑψ2(z) −ϑψ1(z) ϑψ3(z)

ψ2(z) −ψ1(z) ψ3(z)


 , −π

2 < arg(z) < 0,



ϑ2ψ2(z) ϑ2ψ4(z) ϑ2ψ3(z)

ϑψ2(z) ϑψ4(z) ϑψ3(z)

ψ2(z) ψ4(z) ψ3(z)


 , −π < arg(z) < −π

2 .

(3.27)
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The main property of Ψα is contained in

Lemma 3.8. We have

ΦαΨ
T
α = −4π2




1 0 0
−2α− 1

2 −1 0
α(α+ 1

2 ) 2α+ 1
2 1




−1

(3.28)

Proof. It is clear that Ψα is analytic in each of the four quadrants with jumps

Ψα,+(z) = Ψα,−(z)×








0 1 0

−1 0 0

0 0 1


 , z ∈ R

+,



1 −1 0

0 1 0

0 0 1


 , z ∈ iR±,



1 0 0

0 0 −ie−2πiα

0 ie−2πiα 0


 , z ∈ R

−.

(3.29)

Indeed, the jumps on R
+ and iR± are immediate from (3.27). To verify the jump on R

− we have to
check that on R

−

ψ2,+ = ψ1,−, ψ3,+ = ie−2πiαψ4,−, ψ4,+ = −ie−2πiαψ3,−.

These identities are indeed satisfied because of the definitions (3.19)–(3.23). We use that z− = z+e
2πi

for z ∈ R
−, since the negative real axis is oriented from right to left.

The jump matrices in (3.29) are the inverse transposes of those in (3.1). It follows that ΦαΨ
T
α is

analytic across all contours, and so is analytic in C \ {0}. The isolated singularity at 0 is at most a pole,
since all functions involved in Φα and Ψα have a power law behavior near 0.

The functions ψj are solutions of (3.24) which has Frobenius indices 0, α and α + 1
2 at 0. As such

they are linear combinations of the functions (3.25) when 2α 6∈ Z. If α < 0 then all solutions are O(zα)

as z → 0, and it follows from (3.27) that Ψα(z) = O(zα). By (3.2) one has Φα(z) = O(z−α− 1
2 ) for

− 1
2 < α < 0 or Φα = O(1) for α < − 1

2 . Thus

Φα(z)Ψ
T
α(z) = O

(
zmin(α,− 1

2 )
)

if α ∈ (−1, 0) \ {− 1
2}. (3.30)

For α = − 1
2 or α = 0 there is an additional log term in the O term in (3.30). Since α > −1, we see from

(3.30) that the isolated singularity is removable in case α ≤ 0.
For α > 0 we have to be a little more careful. Now all solutions are bounded at 0, but we use that

ψ3 and ψ4 are solutions of (3.24) which are O(zα) as z → 0. This fact can be checked by writing the
solutions out in the Frobenius basis around z = 0. We already did this for ψ3 in (3.26) and the situation
for ψ4 is analogous. Then it follows from (3.27) that

Ψα(z) = O



1 zα zα

1 zα zα

1 zα zα


 (3.31)

as z → 0 with Re z < 0. Thus

Φα(z)Ψ
T
α(z) = O



1 z−α− 1

2 z−α− 1
2

1 z−α− 1
2 z−α− 1

2

1 z−α− 1
2 z−α− 1

2


O




1 1 1
zα zα zα

zα zα zα


 = O



z−

1
2 z−

1
2 z−

1
2

z−
1
2 z−

1
2 z−

1
2

z−
1
2 z−

1
2 z−

1
2




as z → 0 with Re z < 0. The singularity of ΦαΨ
T
α at 0 is at most a pole, and thus it must be removable,

since if it were a pole the absolute value of some entry would be ≥ C
|z| for some C > 0 and all z close

enough to 0. We conclude that ΦαΨ
T
α is entire.

16



Next we investigate the behavior as z → ∞. The asymptotic behavior of Φα is given in (3.7). With
similar arguments we find the behavior of Ψα. We use (3.3), (3.4), (3.5), (3.6) with α replaced by −α− 1

2
and find

G 3,0
0,3

(
−

0, α, α+ 1
2

∣∣∣∣ z
)

∼ 2π√
3
e−3z

1
3 z−γ̃

(
1 +

∞∑

k=1

M̃kz
− k

3

)
, −4π < arg z < 4π (3.32)

with

γ̃ = −2

3
α+

1

6
= −2

3
β +

1

3
, (3.33)

M̃1 =
1

3
α2 +

1

6
α− 1

3
, (3.34)

M̃2 =
1

18
α4 +

5

54
α3 − 5

216
α2 − 5

108
α+

1

2592
. (3.35)

We then have for ψ3

ψ3(z) = − 2π√
3
z−γ̃e3z

1
3
(
1− M̃1z

− 1
3 + M̃2z

− 2
3 +O(z−1)

)
, (3.36)

ϑψ3(z) = − 2π√
3
z−γ̃e3z

1
3
(
z

1
3 − (M̃1 + γ̃) + (M̃2 + ( 13 + γ̃)M̃1)z

− 1
3 +O(z−

2
3 )
)
, (3.37)

ϑ2ψ3(z) = − 2π√
3
z−γ̃e3z

1
3
(
z

2
3 + (−2γ̃ + 1

3 − M̃1)z
1
3 + (M̃2 + ( 13 + 2γ̃)M1 + γ̃2) +O(z−

1
3 )
)
.

(3.38)

These calculations come from applying (3.32) to the second term in either (3.21) or (3.22), since this
term is dominant in the full range −π < arg z < π.

Then with numbers analogous to (3.10)

t̃1 = γ̃ + M̃1, t̃2 = γ̃(γ̃ − 1
3 ) + M̃1(M̃1 + γ̃ − 2

3 )− M̃2, t̃3 = 2γ̃ − 1
3 + M̃1, (3.39)

and

T̃α =



1 t̃3 t̃2
0 1 t̃1
0 0 1


 (3.40)

we have

T̃α



ϑ2ψ3(z)
ϑψ3(z)
ψ3(z)


 = − 2π√

3
z

2β
3 e3z

1
3



z

1
3 +O(z−

2
3 )

1 +O(z−
2
3 )

z−
1
3 +O(z−

2
3 )


 .

After similar calculations for ψ1, ψ2, ψ4 we find

T̃αΨα(z) = − 2π√
3
z

2β
3

(
I+O(z−1)

)
L̃α(z)×







e3ωz1/3

0 0

0 e3ω
2z1/3

0

0 0 e3z
1/3


 , Im(z) > 0,



e3ω

2z1/3

0 0

0 e3ωz1/3

0

0 0 e3z
1/3


 , Im(z) < 0,

(3.41)

with

L̃α(z) =



z

1
3 0 0
0 1 0

0 0 z−
1
3


×







ω ω2 1

1 1 1

ω2 ω 1






e−

2πiβ
3 0 0

0 e
2πiβ

3 0

0 0 1


 , Im(z) > 0,



ω2 −ω 1

1 −1 1

ω −ω2 1






e

2πiβ
3 0 0

0 e−
2πiβ

3 0

0 0 1


 , Im(z) < 0.

(3.42)
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For z → ∞ we then have from (3.7) and (3.41),

TαΦα(z)Ψ
T
α(z)T̃

T
α = TαΦα(z)

(
T̃αΨα(z)

)T

= −
(
2π√
3

)2 (
I+O(z−

1
3 )
)
Lα(z)L̃

T
α(z)

(
I+O(z−

1
3 )
)T

(3.43)

By multiplying (3.8) and (3.42) we get

Lα(z)L̃
T
α(z) = 3I. (3.44)

Thus (3.43) remains bounded as z → ∞. Since Φα(z)Ψ
T
α(z) is entire, (3.43) is a constant matrix by

Liouville’s theorem, and using (3.44) we conclude

TαΦα(z)Ψ
T
α(z)T̃

T
α = −4π2

I (3.45)

for all z ∈ C. A final computation (that we checked with Maple), based on (3.9), (3.40), and (3.10),
(3.39) shows that

T̃T
α Tα =




1 0 0
t̃3 1 0
t̃2 t̃1 1






1 0 0
t1 −1 0
t2 t3 1


 =




1 0 0
−2α− 1

2 −1 0
α(α+ 1

2 ) 2α+ 1
2 1




which by (3.45) leads to the identity in (3.28).

3.6 Proof of Theorem 2.8

Proof. We are going to use [32, Proposition 5.4] with parameters M = 2 and ν0 = 0, ν1 = α, and
ν2 = α+ 1

2 . In the paper [32] the parameters νj are supposed to be integers, but this fact does not play
a role in the proof of the formula (5.13) of [32], and we can use it in our situation. The result is that

K
(α, 12 )(x, y) =

−1

x− y

2∑

j=0

2−j∑

i=0

(−1)jai+j

(
ϑjxf(x)

) (
ϑiyg(y)

)
(3.46)

with a0 = α(α+ 1
2 ), a1 = −2α− 1

2 , a2 = 1, and

f(x) = G 1,0
0,3

(
−

0,−α,−α− 1
2

∣∣∣∣x
)
, g(y) = G 2,0

0,3

(
−

α, α+ 1
2 , 0

∣∣∣∣ y
)
.

Thus

K
(α, 12 )(x, y) =

−1

x− y

(
ϑ2yg(y) ϑyg(y) g(y)

)



1 0 0
−2α− 1

2 1 0
α(α+ 1

2 ) −2α− 1
2 1






f(x)
−ϑxf(x)
ϑ2xf(x)


 (3.47)

.
By (2.20), (2.26), and (2.25) we have f(x) = − 1

4π2 (φ1(x) + φ2(x)). Also, by [35, page 151] we have

2πiG 2,0
0,3

(
−

α, α+ 1
2 , 0

∣∣∣∣ z
)

= G 3,0
0,3

(
−

0, α, α+ 1
2

∣∣∣∣ ze
−πi

)
−G 3,0

0,3

(
−

0, α, α+ 1
2

∣∣∣∣ ze
πi

)
. (3.48)

so that g(y) = 1
2πi (ψ1(y)− ψ2(y)) by (3.19) and (3.20). Thus in view of (2.27) and (3.27),




f(x)
ϑxf(x)
ϑ2xf(x)


 = − 1

4π2
Φα,+(x)



1
1
0


 and



ϑ2yg(y)
ϑyg(y)
g(y)


 =

1

2πi
Ψα+

(y)




1
−1
0




with x, y > 0. Thus (3.47) gives us

K
(α, 12 )(x, y) =

1

2πi(x− y)

(
1 −1 0

) 1

4π2
ΨT

α,+(y)




1 0 0
−2α− 1

2 −1 0
α(α+ 1

2 ) 2α+ 1
2 1


Φα,+(x)



1
1
0


 (3.49)

In view of (3.28) we arrive at (2.28).
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4 Transformations of the Riemann-Hilbert problem

In sections 4-6 we apply the Deift-Zhou steepest descent method [18] to the RH problem 2.2 for Y . The
method consists of a sequence of explict transformations Y 7→ X 7→ T 7→ S 7→ R.

4.1 First transformation Y 7→ X

We start with a preliminary transformation that simplifies the jump condition in the RH problem on the
positive real axis. It also introduces a jump on the negative real axis.

Definition 4.1. If n is even then

X(z) =



1 0 0
0 1 0
0 0 i


Y (z)



1 0 0

0 z
1
4 0

0 0 z−
1
4





1 0 0
0 1√

2
1√
2

0 1√
2

− 1√
2





1 0 0
0 1 0
0 0 i


 , (4.1)

with z ∈ C \ R, while if n is odd then

X(z) =



1 0 0
0 1 0
0 0 i





1 0 0
0 0 1
0 1 0


Y (z)



1 0 0
0 0 1
0 1 0





1 0 0

0 z−
1
4 0

0 0 z
1
4





1 0 0
0 1√

2
1√
2

0 1√
2

− 1√
2





1 0 0
0 1 0
0 0 i


 .

(4.2)

The RH problem for X follows from the definitions (4.1)-(4.2) and the RH problem 2.2 for Y . While
there is a different definition for X in the cases n even and n odd, the RH problem for X sees the two
cases only in the jump (4.5) on the negative real axis. We recall

β = α+
1

4
. (4.3)

Riemann-Hilbert Problem 4.2.

RH-X1 X : C \ R → C
3×3 is analytic.

RH-X2 X has boundary values for x ∈ (−∞, 0) ∪ (0,∞), denoted by X+(x) and X−(x), and

X+(x) = X−(x)



1

√
2xβe−nV (x) 0

0 1 0
0 0 1


 , x > 0, (4.4)

X+(x) = X−(x)



1 0 0
0 0 (−1)n+1

0 (−1)n 0


 , x < 0, (4.5)

RH-X3 As |z| → ∞

X(z) =

(
I+O

(
1

z

))

1 0 0

0 z
1
4 0

0 0 z−
1
4






1 0 0
0 1√

2
i√
2

0 i√
2

1√
2






zn 0 0
0 z−

n
2 0

0 0 z−
n
2


 . (4.6)

RH-X4 As z → 0

X(z) = O



1 z−

1
4hα+ 1

2
(z) z−

1
4hα+ 1

2
(z)

1 z−
1
4hα+ 1

2
(z) z−

1
4hα+ 1

2
(z)

1 z−
1
4hα+ 1

2
(z) z−

1
4hα+ 1

2
(z)


 . (4.7)

While the RH problem 4.2 follows in principle by straightforward calculations, it may be good to
point out a few of the features leading to it.
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First we may define Ỹ = Y in case n is even and

Ỹ (z) =



1 0 0
0 0 1
0 1 0


Y (z)



1 0 0
0 0 1
0 1 0





1 0 0
0 z−1/2 0
0 0 z1/2


 (4.8)

in case n is odd. Then Ỹ satisfies of course the RH problem for Y in case n is even. For odd n, the RH
problem is very close to that of Y . Namely the jump on the positive real axis remains the same with the

jump matrix



1 w(x) x

1
2w(x)

0 1 0
0 0 1


 as before. For odd n, there is an additional jump on the negative

real axis, but if we write the jump as

Ỹ+ = Ỹ−



1 0 0
0 (−1)n 0
0 0 (−1)n


 ,

then it applies to both cases n even and n odd.
In case n is odd we obtain the asymptotic behavior of Ỹ from (2.4) and (4.8). It gives us

Ỹ (z) =
(
I+O(z−1)

)


1 0 0
0 0 1
0 1 0





zn 0 0

0 z−
n+1
2 0

0 0 z−
n−1
2





1 0 0
0 0 1
0 1 0





1 0 0

0 z−
1
2 0

0 0 z
1
2




=
(
I+O(z−1)

)


zn 0 0
0 z−

n
2 0

0 0 z−
n
2


 (4.9)

and this is exactly the same as the asymptotic behavior (2.4) for n even.
The behavior near 0 follows from (2.5) and (4.8). In case n is odd it is

Ỹ (z) = O



1 z−1/2hα+ 1

2
z1/2hα(z)

1 z−1/2hα+ 1
2

z1/2hα(z)

1 z−1/2hα+ 1
2

z1/2hα(z)


 . (4.10)

From (4.1)-(4.2) and (4.8) we have that in both case n even and n odd,

X(z) =



1 0 0
0 1 0
0 0 i


 Ỹ (z)



1 0 0

0 z
1
4 0

0 0 z−
1
4





1 0 0
0 1√

2
1√
2

0 1√
2

− 1√
2





1 0 0
0 1 0
0 0 i


 . (4.11)

To come from (4.11) to the RH problem 4.2 requires some more calculations but these are more
routine. We only note that for the asymptotic behavior near 0, we use either (2.5) or (4.10) in (4.11)
and (4.7) follows in both cases since

z
1
4hα(z) = O

(
z−

1
4hα+ 1

2
(z)
)

as z → 0,

as can be checked from the definition of hα in (2.5).

4.2 Second transformation X 7→ T

The solution to the vector equilibrium problem [27], provides us with two measures µ∗ and ν∗ satisfying
the variational conditions (2.8) and (2.9). Here µ∗ = µ∗

V, 12
is the θ = 1

2 -equilibrium measure in the

external field V , which has a compact support

supp(µ∗) = ∆1, ∆1 = (0, q) (4.12)
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by our assumption on the external field V in Theorem 1.2. The measure ν∗ has support

supp(ν∗) = ∆2, ∆2 = (−∞, 0). (4.13)

Writing

Uµ∗

(z) =

∫
log

1

|z − s|dµ
∗(s), Uν∗

(z) =

∫
log

1

|z − s|dν
∗(s),

for the logarithmic potentials, we obtain from (2.8) and (2.9),

2Uµ∗ − Uν∗

+ V

{
= −ℓ on [0, q],

> −ℓ on (q,∞),

2Uν∗

= Uµ∗

on (−∞, 0].

(4.14)

The strict inequality on (q,∞) comes from the one cut θ-regular assumption in Theorem 1.2, see Def-
inition 1.1. Indeed the strict inequality that is assumed in (2.9) for x > q, translates into the strict
inequality in (4.14) for the minimizer of the vector equilibrium problem.

We define two g-functions by

g1(z) =

∫ q

0

log (z − s) dµ∗(s), z ∈ C \ (−∞, q], (4.15)

g2(z) =

∫ 0

−∞
log (z − s) dν∗(s), z ∈ C \ (−∞, 0], (4.16)

with principal branches of the logarithm. From the conditions (4.14) and definitions (4.15)-(4.16) it
follows that for x > 0

g1+(x)− g1−(x) = 2πiµ∗([x,∞)),

g1−(x) + g1+(x)− g2(x)− V (x)

{
= ℓ on [0, q],

< ℓ on (q,∞),

(4.17)

and for x < 0

g1+(x)− g1−(x) = 2πi,

g2+(x)− g2−(x) = 2πiν∗([x, 0]),

−g1−(x) + g2−(x) + g2+(x) = πi.

(4.18)

As before, the plus (minus) sign indicates that we use the limiting values from the upper (lower) half-
plane.

Proposition 4.3. For the behavior as z → ∞ we have

g1(z) = log z − m1

z
+O

(
z−2

)
(4.19)

g2(z) =
1

2
log z +

m 1
2√
z
− m1

2z
+O

(
z−

3
2

)
, (4.20)

where

m1 =

∫ q

0

s dµ∗(s) and m 1
2
=

∫ q

0

√
sdµ∗(s). (4.21)

Proof. The expansion (4.19) is immediate from (4.15), since µ∗ is a probability measure with compact
support. The first term of the expansion (4.20) for g2 comes from the fact that ν has total mass 1/2.
The full expansion can be obtained from the proofs of Propositions 3.1 and 3.2 in [27]. Namely, in the
proof of Proposition 3.2 we find the relation

ν∗ =

∫ q

0

νtdµ
∗(t), (4.22)
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where νt for t > 0 is the minimizer of the energy functional I(ν) +
∫
log |s− t|dν(s) among measures on

(−∞, 0] with total mass 1
2 . The proof of [27, Proposition 3.1] yields

∫ 0

−∞
log(z − s)dνt(s) = log(z − t)− log

(
z

1
2 −

√
t
)
= log

(
z

1
2 +

√
t
)
.

We therefore obtain from (4.16) and the above

g2(z) =

∫ q

0

(∫ 0

−∞
log(z − s)dνt(s)

)
dµ∗(t) =

∫ q

0

log
(
z

1
2 +

√
t
)
dµ∗(t). (4.23)

From the alternative expression (4.23) for g2 we find as z → ∞

g2(z) = log z
1
2 +

∫ q

0

log

(
1 +

√
t

z
1
2

)
dµ∗(t)

=
1

2
log z +

∫ q

0

(√
t

z
1
2

− t

2z
+O

(
z−

3
2

))
dµ∗(t),

which indeed yields the required expansion (4.20) as z → ∞.

The g functions are used in the transformation X 7→ T .

Definition 4.4. T is defined by

T (z) =



1 0 0
0 1 inm 1

2

0 0 1


L−1X(z)



e−ng1(z) 0 0

0 en(g1(z)−g2(z)) 0
0 0 eng2(z)


L, (4.24)

where

L =




√
2e

2nℓ
3 0 0

0 e−
nℓ
3 0

0 0 e−
nℓ
3


 . (4.25)

In the RH problem for T it will be convenient to use a function that we call ϕ. To define it, we
recall the assumption that V is real analytic on [0,∞). Thus V has an analytic continuation to an open
neighborhood OV of [0,∞) in the complex plane. Then

ϕ(z) = −g1(z) + 1
2g2(z) +

1
2 (V (z) + ℓ), (4.26)

is defined and analytic for z ∈ OV \ (−∞, q]. By (4.17) and (4.26),

ϕ±(x) = ∓πiµ∗([x,∞)) = ±πiµ∗([0, x])∓ πi, x ∈ [0, q]. (4.27)

From the variational inequality in (4.17) it follows that

ϕ(x) > 0 for real x > q. (4.28)

Then T satisfies the following RH problem.

Riemann-Hilbert Problem 4.5.

RH-T1 T : C \ R → C
3×3 is analytic.

RH-T2 T has boundary values for x ∈ ∆2 ∪∆1 ∪ (q,∞) and

T+(x) = T−(x)



e2nϕ+(x) xβ 0

0 e2nϕ−(x) 0
0 0 1


 , x ∈ ∆1 = (0, q), (4.29)

T+(x) = T−(x)



1 xβe−2nϕ(x) 0
0 1 0
0 0 1


 , x ∈ (q,∞), (4.30)

T+(x) = T−(x)



1 0 0
0 0 −1
0 1 0


 , x ∈ ∆2 = (−∞, 0). (4.31)
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RH-T3 As z → ∞

T (z) =

(
I+O

(
1

z

))

1 0 0

0 z
1
4 0

0 0 z−
1
4






1 0 0
0 1√

2
i√
2

0 i√
2

1√
2


 . (4.32)

RH-T4 As z → 0

T (z) = O



1 z−

1
4hα+ 1

2
(z) z−

1
4hα+ 1

2
(z)

1 z−
1
4hα+ 1

2
(z) z−

1
4hα+ 1

2
(z)

1 z−
1
4hα+ 1

2
(z) z−

1
4hα+ 1

2
(z)


 . (4.33)

The behavior (4.33) arises from (4.7) since g1 and g2 remain bounded near z. The jump in (4.29)
follows from the variational conditions (4.17)-(4.18) and (4.27). For x < 0, we have from (4.24) and (4.5)

T−1
− (x)T+(x) = L−1



eng1,−(x) 0 0

0 e−n(g1,−(x)−g2,−(x)) 0
0 0 e−ng2,−(x)




×



1 0 0
0 0 −(−1)n

0 (−1)n 0





e−ng1,+(x) 0 0

0 en(g1,+(x)−g2,+(x)) 0
0 0 eng2,+(x)


L (4.34)

The matrices L−1 and L commute with all other factors and thus cancel out because of the special
diagonal form (4.25) of L. Then (4.31) follows since by (4.18)

en(g1,+(x)−g1,−(x)) = 1 and en(−g1,−(x)+g2,+(x)+g2,−(x)) = (−1)n

for x < 0.
Because of (4.28) the jump matrix in (4.30) tends to the identity matrix as n→ ∞.
The distinction between the cases n even and n odd has disappeared in the RH problem for T .

4.3 Third transformation T 7→ S: opening of lenses

In the next transformation T 7→ S we open a lense around ∆1 = (0, q) as in Figure 3. The lense is
contained in the neighborhood OV around [0,∞) where V is analytic. We denote the upper and lower
lips of the lense by ∆+

1 and ∆−
1 , respectively, with orientation from 0 to q. The lips start from 0 in a

vertical direction. However, they do not necessarily follow the imaginary axis exactly, contrary to how it
is shown in the figure. Later we will construct a conformal map f in a neighborhood of 0 with f(0) = 0.
The lips of the lense near 0 should be such that they are mapped by f to the imaginary axis.

Definition 4.6. S is defined by

S(z) = T (z)




1 0 0
−z−βe2nϕ(z) 1 0

0 0 1


 ,

for z in the upper
part of the lense,

(4.35)

S(z) = T (z)




1 0 0
z−βe2nϕ(z) 1 0

0 0 1


 ,

for z in the lower
part of the lense,

(4.36)

S(z) = T (z), elsewhere. (4.37)

The corresponding RH problem is

Riemann-Hilbert Problem 4.7.

RH-S1 S : C \ ΣS → C
3×3 is analytic (see Figure 3 for the contour ΣS).
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0 q

∆+
1

∆−

1

∆2 ∆1

Figure 3: Contour ΣS = R ∪ ∆±
1 for the RH problem for S. The lense around ∆1 is contained in the

domain OV where V is analytic.

RH-S2 On ΣS we have the jumps

S+(x) = S−(x)




0 xβ 0
−x−β 0 0

0 0 1


 , x ∈ ∆1, (4.38)

S+(z) = S−(z)




1 0 0
z−βe2nϕ(z) 1 0

0 0 1


 , z ∈ ∆+

1 ∪∆−
1 , (4.39)

S+(x) = S−(x)



1 xβe−2nϕ(x) 0
0 1 0
0 0 1


 , x ∈ (q,∞), (4.40)

S+(x) = S−(x)



1 0 0
0 0 −1
0 1 0


 , x ∈ ∆2, (4.41)

RH-S3 As |z| → ∞

S(z) =

(
I+O

(
1

z

))

1 0 0

0 z
1
4 0

0 0 z−
1
4






1 0 0
0 1√

2
i√
2

0 i√
2

1√
2


 . (4.42)

RH-S4 As z → 0

S(z) = O



z−α− 1

2hα+ 1
2
(z) z−

1
4hα+ 1

2
(z) z−

1
4hα+ 1

2
(z)

z−α− 1
2hα+ 1

2
(z) z−

1
4hα+ 1

2
(z) z−

1
4hα+ 1

2
(z)

z−α− 1
2hα+ 1

2
(z) z−

1
4hα+ 1

2
(z) z−

1
4hα+ 1

2
(z)


 for z inside the lense, (4.43)

S(z) = O



1 z−

1
4hα+ 1

2
(z) z−

1
4hα+ 1

2
(z)

1 z−
1
4hα+ 1

2
(z) z−

1
4hα+ 1

2
(z)

1 z−
1
4hα+ 1

2
(z) z−

1
4hα+ 1

2
(z)


 for z outside the lense. (4.44)

The asymptotic behavior (4.43) for z → 0 inside the lens, comes from (4.33) combined with the factor
z−β that we have in the definitions (4.35)-(4.36). Note that ϕ remains bounded as z → 0.
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From the Cauchy-Riemann equations and (4.27) one can show that the real part of ϕ(z) is strictly
negative for z inside the lense with Re z ∈ (0, q) provided we take the lense close enough to [0, q]. In
section 5 we will do a closer analysis of ϕ and related functions near 0. As a consequence of the assumed
one-cut θ-regularity we have (5.30) and together with (5.13), (5.34) it implies that

ϕ(z) =




−πi+ 3πic0,V z

1
3 +O

(
z

2
3

)
, for z in the upper part of the lense,

πi− 3πic0,V z
1
3 +O

(
z

2
3

)
, for z in the lower part of the lense,

(4.45)

as z → 0. Thus for z close to the origin,

Reϕ(z) ≈ −3πc0,V sin
(
1
3 | arg(z)|

)
|z| 13 (4.46)

which is negative when z is not on the positive real line. In particular, Reϕ(z) < 0 for z on the parts of
∆±

1 that are close to 0.
By taking a smaller lense if necessary, we conclude that Reϕ(z) < 0 on the lips of the lense. Thus

the jump matrices on ∆±
1 and on (q,∞) (this is due to (4.28)) in the RH problem for S tend to the

identity matrix as n→ ∞.

4.4 Global parametrix

We expect that S is close to the solution of the following RH problem, at least away from the end points
0 and q:

r r✲ ✲
0 q

∆2 ∆1

Figure 4: Contour ΣN = (−∞, q] for the RH problem for N .

Riemann-Hilbert Problem 4.8.

RH-N1 N : C \ (−∞, q] → C
3×3 is analytic.

RH-N2 On ΣN (see Figure 4) we have the jumps

N+(x) = N−(x)




0 xβ 0
−x−β 0 0

0 0 1


 , for x ∈ (0, q), (4.47)

N+(x) = N−(x)



1 0 0
0 0 −1
0 1 0


 , for x < 0. (4.48)

RH-N3 As z → ∞

N(z) =

(
I+O

(
1

z

))

1 0 0

0 z
1
4 0

0 0 z−
1
4






1 0 0
0 1√

2
i√
2

0 i√
2

1√
2


 . (4.49)

In [29, section 4] a global parametrix Nα is constructed that is analytic in C \ (−∞, q] with jumps

Nα,+(x) = Nα,−(x)




0 xα 0
−x−α 0 0

0 0 1


 , x ∈ (0, q),

Nα,+(x) = Nα,−(x)



1 0 0
0 0 −|x|−α

0 |x|α 0


 , x < 0,
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and asymptotic behavior

Nα(z) =

(
I+O

(
1

z

))

1 0 0

0 z
1
4 0

0 0 z−
1
4






1 0 0
0 1√

2
i√
2

0 i√
2

1√
2






1 0 0
0 zα/2 0
0 0 z−α/2


 as z → ∞.

It is straightforward to check that

N(z) = N2β(z)



1 0 0
0 z−β 0
0 0 zβ


 (4.50)

satisfies the conditions in the RH problem 4.8.
From (4.50) and formulas (4.3) and (4.4) in [29] we also find the following behaviors near z = 0 and

z = q.

RH-N4

N(z)



z

2β
3 0 0

0 z−
β
3 0

0 0 z−
β
3


 = O



z−

1
3 z−

1
3 z−

1
3

z−
1
3 z−

1
3 z−

1
3

z−
1
3 z−

1
3 z−

1
3


 as z → 0, (4.51)

N(z) = O



(z − q)−

1
4 (z − q)−

1
4 1

(z − q)−
1
4 (z − q)−

1
4 1

(z − q)−
1
4 (z − q)−

1
4 1


 as z → q.

4.5 Local parametrix at the soft edge

We consider an open disk D(q, rq) around q with some small radius rq > 0, so that D(q, rq) is contained
in the region OV where V is analytic. The local parametrix problem around q is of the form:

Riemann-Hilbert Problem 4.9.

RH-Q1 Q is analytic on D(q, rq) \ (∆1 ∪∆1+ ∪∆1− ∪ [q,∞)).

RH-Q2 Q has the same jumps as S has on (∆1 ∪∆1+ ∪∆1− ∪ [q,∞)) ∩D(q, rq).

RH-Q3 Q has the same behavior as z → q as S has on D(q, rq).

RH-Q4 Q matches with N on the boundary:

Q(z)N−1(z) = I+O(n−1) as n→ ∞, (4.52)

uniformly for z ∈ ∂D(q, rq).

The construction of Q can be done by a standard procedure using Airy functions [15, 16, 17]. See
[28] for a similar construction in a 3× 3 matrix valued context. We omit the details.

5 Local parametrix at the hard edge 0

Our main task will be the construction of the local parametrix P around the origin with the help of
Meijer G-functions. Usually such a local parametrix is constructed in a (possibly shrinking) disk with
a matching condition on the boundary of the disk. We deviate from this by constructing the local
parametrix on two concentric disks, which leads to a matching condition on two circles. We introduce a
new iterative technique to improve the matching.
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0 rn R

∆+
1

∆1

∆−
1

∆2

Figure 5: The contours for the local parametrix P .

5.1 Statement of the RH problem for P

We consider two concentric disks with radii rn and R which are centered at the origin, see Figure 5. For
our purposes we will take

rn = n− 3
2 (5.1)

and R is fixed, but small enough so that the boundary of the disk D(0, R) is contained in the region OV

where V is analytic, and such that the boundary of the disk meets the lips of the lens in the (almost)
vertical parts of ∆±

1 , see Figure 3. We also want R < q. For large enough n we of course have rn < R
and this is what we assume without further notice. We use

A(0; rn, R) = {z ∈ C | rn < |z| < R} (5.2)

to denote the annular region bounded by the two circles of radius rn and R. Our aim is to construct a
local parametrix P in the neighborhood D(0, R) of 0 that also has a jump on the circle |z| = rn.

Riemann-Hilbert Problem 5.1.

RH-P1 P : D(0, R) \ (∂D(0, rn) ∪ ΣS) → C
3×3 is analytic.

RH-P2a P has the same jumps as S has on ΣS ∩D(0, rn), see RH-S2 in the RH problem 4.7 for S.
That is, we have

P+(x) = P−(x)




0 xβ 0
−x−β 0 0

0 0 1


 , x ∈ ∆1 ∩D (0, rn) , (5.3)

P+(z) = P−(z)




1 0 0
z−βe2nϕ(z) 1 0

0 0 1


 , z ∈

(
∆+

1 ∪∆+
2

)
∩D (0, rn) , (5.4)

P+(x) = P−(x)



1 0 0
0 0 −1
0 1 0


 , x ∈ ∆2 ∩D (0, rn) , (5.5)

where all contours are oriented as in Figure 5.

RH-P2b P has the same jumps as N has on ΣN ∩A(0; rn, R), see RH-N2 in the RH problem 4.8 for
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N , and no jump on (∆+
1 ∪∆−

1 ) ∩A(0; rn, R). That is, we have

P+(x) = P−(x)




0 xβ 0
−x−β 0 0

0 0 1


 , x ∈ ∆1 ∩A(0; rn, R), (5.6)

P+(x) = P−(x)



1 0 0
0 0 −1
0 1 0


 , x ∈ ∆2 ∩A(0; rn, R), (5.7)

P+(z) = P−(z), z ∈ ∆±
1 ∩A(0; rn, R). (5.8)

RH-P3 As z → 0, P has the same behavior as S has, see RH-S4 in the RH problem for S. That is,
we have

P (z) = O



z−α− 1

2hα+ 1
2
(z) z−

1
4hα+ 1

2
(z) z−

1
4hα+ 1

2
(z)

z−α− 1
2hα+ 1

2
(z) z−

1
4hα+ 1

2
(z) z−

1
4hα+ 1

2
(z)

z−α− 1
2hα+ 1

2
(z) z−

1
4hα+ 1

2
(z) z−

1
4hα+ 1

2
(z)


 for z to the right of ∆±

1 ∩D(0, R),

(5.9)

P (z) = O



1 z−

1
4hα+ 1

2
(z) z−

1
4hα+ 1

2
(z)

1 z−
1
4hα+ 1

2
(z) z−

1
4hα+ 1

2
(z)

1 z−
1
4hα+ 1

2
(z) z−

1
4hα+ 1

2
(z)


 for z to the left of ∆±

1 ∩D(0, R).

(5.10)

RH-P4 (Matching condition) We have

P+(z)P
−1
− (z) = I+O(n−1) as n→ ∞, uniformly for z ∈ ∂D (0, rn) , (5.11)

P (z)N−1(z) = I+O(n−1) as n→ ∞, uniformly for z ∈ ∂D (0, R) . (5.12)

5.2 Ansatz for P

We will look for P in a form that contains the matrix valued function Φα defined in (2.27) and that is
built out of Meijer G-functions. It has the piecewise constant jumps given in (3.1). We will combine it
with certain functions ϕ1 and ϕ2 to make sure that P has the correct jumps from (5.3)-(5.8). Of course,
we also have to take care of the behavior (5.9)-(5.10) as z → 0 and the matching condition (5.11)-(5.12).

Recall that ϕ is given in (4.26). We are going to use the slightly modified version

ϕ1(z) = ϕ(z) +

{
πi, if z ∈ OV , Im(z) > 0,

−πi, if z ∈ OV , Im(z) < 0.
(5.13)

We also introduce

ϕ2(z) = −g2(z) + 1
2g1(z) +

{
−πi

2 , if Im(z) > 0,
πi
2 , if Im(z) < 0,

(5.14)

where g1 and g2 are the functions from (4.15), (4.16). The ϕ1 and ϕ2 functions appear in the following
diagonal matrix

D0(z) =



e

2
3 (2ϕ1(z)+ϕ2(z)) 0 0

0 e
2
3 (ϕ2(z)−ϕ1(z)) 0

0 0 e−
2
3 (ϕ1(z)+2ϕ2(z))


 . (5.15)

We will look for P in the following form.
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Definition 5.2. Suppose f is a conformal map and Ein and Eout are non-singular analytic matrix-valued
functions on D(0, rn) and A(0; rn, R) respectively. Then we define

P (z) = Ein(z)Φα(n
3f(z))Dn

0 (z)



1 0 0
0 zβ 0
0 0 zβ


 , for z ∈ D(0, rn), (5.16)

P (z) = Eout(z)N(z), for z ∈ A(0; rn, R), (5.17)

where D0 is given by (5.15).

Lemma 5.3. Suppose that f is a conformal map in D(0, R) that maps the positive (negative) real line
inside D(0, R) to part of the positive (negative) real line. Suppose also that the lense is opened such
that ∆+

1 ∩D(0, R) is mapped to the positive imaginary axis and ∆−
1 ∩D(0, R) is mapped to the negative

imaginary axis. Then for any analytic non-singular 3 × 3 matrix valued functions Ein and Eout the
function P (z) defined in (5.16) and (5.17) satisfies the conditions RH-P1, RH-P2a, RH-P2b, and
RH-P3 of the RH problem for P .

Proof. The analyticity condition RH-P1 is clearly satisfied. The condition RH-P2b is also immediate
since the jumps in (5.6)-(5.8) are satisfied by N , and they do not change if we multiply by an analytic
prefactor Eout as in (5.17). For RH-P3 we note that by the definition of hα in (2.5) we check that

h−α− 1
2
(z) = z−α− 1

2hα+ 1
2
(z). Then we use (3.2) and (5.16) where we note that ϕ1(z) and ϕ2(z) remain

bounded as z → 0. Also Eout(z) is bounded as z → 0 and the conditions (5.9) and (5.10) of RH-P3

follow. What remains is to prove RH-P2a.
We first check the jumps on the imaginary axis. The functions z 7→ zβ , ϕ1 and ϕ2 are analytic on

the imaginary axis. Then by (3.1) and (5.16), we have for z ∈ ∆1± ∩D(0, rn),

P−1
− (z)P+(z) =



1 0 0
0 z−β 0
0 0 z−β


D−n

0 (z)



1 0 0
1 1 0
0 0 1


Dn

0 (z)



1 0 0
0 zβ 0
0 0 zβ




=




1 0 0
z−βe2nϕ1(z) 1 0

0 0 1


 . (5.18)

Because of (5.13) we may replace ϕ1 by ϕ in (5.18), since n is an integer. Thus (5.4) holds.
When checking the jumps on the real line, we have to take into account the fact that ϕ1 and ϕ2 have

jumps there. Also z 7→ zβ is defined as the principal branch and so it has a jump on the negative real
axis (unless β is an integer). For x ∈ ∆1, we find by (4.27) that

ϕ1,±(x) = ±πiµ∗([0, x]) = ±πi(1− µ∗([x,∞)) (5.19)

and therefore

ϕ1,−(x) = −ϕ1,+(x), x ∈ ∆1. (5.20)

From (5.14) and (4.17), we find (since g2 is analytic across ∆1)

ϕ2,+(x)− ϕ2,−(x) =
1

2
(g1,+(x)− g1,−(x))− πi = πiµ∗([x,∞))− πi

which by (5.19) leads to

ϕ2,−(x) = ϕ1,+(x) + ϕ2,+(x), x ∈ ∆1. (5.21)

The two jump relations (5.20) and (5.21) are used in the calculation of the jump of P across ∆1.
By (3.1) and (5.16), we have for x ∈ ∆1 ∩D(0, rn),

P−1
− (x)P+(x) =



1 0 0
0 x−β 0
0 0 x−β


(D−n

0

)
− (z)




0 1 0
−1 0 0
0 0 1


 (Dn

0 )+ (z)



1 0 0
0 xβ 0
0 0 xβ


 . (5.22)
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If we do the multiplication we find three non-zero entries with an exponential factor containing certain
linear combinations of ϕ1,±(x) and ϕ2,±(x). Because of (5.20) and (5.21) all three linear combinations
turn out to vanish identically for x ∈ ∆1. The factors xβ and x−β end up in the 12- and 21-entries,
respectively, and the jump condition (5.3) follows.

Something similar happens on ∆2. From (5.14) and (4.15), (4.16) we deduce

ϕ2,±(x) = ∓πiν∗([x, 0]), x ∈ ∆2, (5.23)

and therefore

ϕ2,−(x) = −ϕ2,+(x), x ∈ ∆2, (5.24)

Also from (4.18), (4.26), (5.13), and the fact that V is analytic in OV , we get for x ∈ ∆2 ∩OV ,

ϕ1,+(x)− ϕ1,−(x) = −g1,+(x) + g1,−(x)− 1
2 (g2,+(x)− g2,−(x)) + 2πi = πiν∗([x, 0]),

which by (5.23) leads to

ϕ1,−(x) = ϕ1,+(x) + ϕ2,+(x), x ∈ ∆2 ∩OV . (5.25)

By (3.1) and (5.16), we then have for x ∈ ∆2 ∩D(0, rn),

P−1
− (x)P+(x)

=



1 0 0

0 x−β
− 0

0 0 x−β
−


(D−n

0

)
− (z)



1 0 0
0 0 ie2πiα

0 −ie2πiα 0




−1

(Dn
0 )+ (z)



1 0 0

0 xβ+ 0

0 0 xβ+


 . (5.26)

Note that the inverse of the jump matrix in (3.1) appears in (5.26), since the orientation on the negative
real axis is from left to right, while in (3.1) it is from right to left.

Multiplying the matrices in (5.26) we get a jump matrix with three non-zero entries. Each entry has
an exponential factor containing a linear combination of ϕ1,±(x) and ϕ2,±(x). Each of these three linear
combinations vanishes because of the identities (5.25) and (5.24). What we are left with from (5.26)
then is

P−1
− (x)P+(x) =



1 0 0

0 0 ie−2πiαx−β
− xβ+

0 −ie2πiαx−β
− xβ+ 0


 , x ∈ ∆2 ∩OV . (5.27)

Finally, we also use that x−β
− = |x|−βeπiβ and xβ+ = |x|βeπiβ , so that x−β

− xβ+ = e2πiβ = ie2πiα for x ∈ ∆2,
where we recall β = α+ 1

4 , see (4.3). Then (5.27) reduces to (5.4), as claimed.

In view of Lemma 5.3 our remaining task is to construct a specific conformal map f and analytic
prefactors Ein and Eout such that the matching condition RH-P4 is satisfied as well.

5.3 The conformal map f

Remember that V can be analytically continued to an open neighborhood OV of [0,∞), and that
D(0, R) ⊂ OV .

We let O0
V be such that D(0, R) ⊂ O0

V ⊂ OV and O0
V is slighly larger than D(0, R). We make sure

that Re z < q for z ∈ O0
V . On O0

V \ R we define the auxiliary functions

f1(z) = −z− 1
3 ×

{
−ω2ϕ1(z) + ϕ2(z), for z ∈ O0

V , Im(z) > 0,

−ωϕ1(z) + ϕ2(z), for z ∈ O0
V , Im(z) < 0,

(5.28)

f2(z) = −z− 2
3 ×

{
−ωϕ1(z) + ϕ2(z), for z ∈ O0

V , Im(z) > 0,

−ω2ϕ1(z) + ϕ2(z), for z ∈ O0
V , Im(z) < 0.

(5.29)
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Proposition 5.4. The functions f1 and f2 have analytic continuation to O0
V , and

f1(0) = 3
√
3πc0,V > 0. (5.30)

Proof. It follows from (5.20), (5.23), (5.25) and (5.21) that f1 and f2 have no jumps on O0
V ∩ R. For

example for x ∈ ∆2 ∩O0
V we have

f1−(x) = −eπi
3 |x|− 1

3 (−ωϕ1−(x) + ϕ2−(x))

= −eπi
3 |x|− 1

3 (−ω(ϕ1+(x) + ϕ2+(x)) + ϕ2−(x))

= −eπi
3 |x|− 1

3 (−ωϕ1+(x)− (1 + ω)ϕ2+(x))

= −e−πi
3 |x|− 1

3 (−ω2ϕ1+(x) + ϕ2+(x)) = f1+(x), (5.31)

where we have used (5.25) in the second line and (5.23) in the third line. We conclude that f1 and f2
have a Laurent series around z = 0. In the upper half plane we have

z1/3f1(z) + z2/3f2(z) = −ϕ1(z)− 2ϕ2(z) (5.32)

ω2z1/3f1(z) + ωz2/3f2(z) = ϕ2(z)− ϕ1(z). (5.33)

It follows that (where we use 1 + 2ω = i
√
3 and 1 + 2ω2 = −i

√
3),

i
√
3z1/3f1(z)− i

√
3z2/3f2(z) = 3ϕ1(z), Im z > 0. (5.34)

Thus using the behavior (1.9) of the density of the equilibrium measure µ∗ we have
√
3ix1/3f1(x)−

√
3ix2/3f2(x) = 3ϕ1+(x) = 3πiµ∗([0, x]) ∼ 9πic0,V x

1/3 as x ↓ 0. (5.35)

This is only possible if f1 and f2 do not have negative powers in their respective Laurent series. We
conclude that f1 and f2 can be analytically continued to O0

V .
The value (5.30) follows from (5.35).

Inverting the relations (5.28), (5.29), we see that for z ∈ O0
V , Im z > 0,

2ϕ1(z) + ϕ2(z) = ωz1/3f1(z) + ω2z2/3f2(z),

ϕ2(z)− ϕ1(z) = ω2z1/3f1(z) + ωz2/3f2(z),

−ϕ1(z)− 2ϕ2(z) = z1/3f1(z) + z2/3f2(z),

(5.36)

A similar relation, with ω and ω2 interchanged, holds for Im z < 0. Observe that the combinations (5.36)
appear in the diagonal matrix D0, see (5.15).

Our choice of conformal map is dictated by the desire that D1(n
3f(z)) should cancel with Dn

0 (z) in
(5.16) as much as possible, where

D1(z) =







e−3ωz1/3

0 0

0 e−3ω2z1/3

0

0 0 e−3z1/3


 , for Im z > 0,



e−3ω2z1/3

0 0

0 e−3ωz1/3

0

0 0 e−3z1/3


 , for Im z < 0,

(5.37)

is the exponential part of the asymptotic formula for Φα. Ideally, we would have D1(n
3f(z))Dn

0 (z) = I,
but this is not possible.

Definition 5.5. Let f1 be given by (5.28). We define for z ∈ O0
V ,

f(z) =
8

729
zf31 (z)

=
8

729
×





(
ω2ϕ1(z)− ϕ2(z)

)3
, Im z > 0,

(ωϕ1(z)− ϕ2(z))
3
, Im z < 0.

(5.38)
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The second equality in (5.38) follows from (5.28).

Proposition 5.6. f is a conformal map near 0 that maps positive and negative numbers to positive and
negative numbers, respectively.

Proof. From (5.38) and (5.30) we learn that f ′(0) = 8
729f1(0)

3 = 8π3

3
√
3
c30,V > 0. Thus f is conformal in

some small enough neighbourhood of 0. Now let x be a real number in this open neighbourhood, then

f(x) =
8

729

(
ωϕ1+(x)− ϕ2+(x)

)3
=

8

729
(ωϕ1−(x)− ϕ2−(x))

3
= f(x). (5.39)

Here we have used that ϕ1+(x) = ϕ1−(x) and ϕ2+(x) = ϕ2−(x), which follows from the definitions (5.13),
(5.14) and the fact that g1+(x) = g1−(x) and g2+(x) = g2−(x), which is immediate from the definitions of
the g-functions. It follows that real numbers are mapped to real numbers. Since f(0) = 0 and f ′(0) > 0
it then follows that positive numbers are mapped to positive numbers, and negative numbers are mapped
to negative numbers.

Remark 5.7. From now on we adjust the construction so that the conditions regarding the conformal
map in Lemma 5.3 are satisfied. That is, we let f be as in (5.38), and if necessary we decrease R so that
f is a conformal map in D(0, R). We open the lense so that f maps

f
(
∆±

1 ∩D(0, R)
)
⊂ iR±.

Proposition 5.8. The conformal map f is such that D1(f(z))D0(z) = D2(z), z ∈ O0
V , with

D2(z) =







e

2
3ω

2z2/3f2(z) 0 0

0 e
2
3ωz2/3f2(z) 0

0 0 e
2
3 z

2/3f2(z)


 , for Im z > 0,



e

2
3ωz2/3f2(z) 0 0

0 e
2
3ω

2z2/3f2(z) 0

0 0 e
2
3 z

2/3f2(z)


 , for Im z < 0,

(5.40)

Proof. We combine (5.36) with the definitions (5.15), (5.37), and (5.38).

Observe that for |z| = rn = n−3/2 the diagonal entries of Dn
2 (z) remain bounded and bounded away

from 0 as n→ ∞, since f2 is analytic by Proposition 5.4.

5.4 First step towards the matching

From the asymptotic behavior of Φα in (3.7) and Proposition 5.8 we obtain

TαΦα(n
3f(z))Dn

0 (z) =
2π√
3

(
n3f(z)

)− 2β
3

(
I+

Aα

n3f(z)
+O

(
1

n6f(z)2

))
Lα(n

3f(z))Dn
2 (z) (5.41)

with a constant matrix Aα. In the first step towards the matching condition, we forget about the terms
Aα

n3f(z) and O
(

1
n6f(z)2

)
and in view of (5.16)-(5.17), we aim to find E

(1)
in and E

(1)
out such that

E
(1)
in (z)T−1

α

2π√
3

(
n3f(z)

)− 2β
3 Lα(n

3f(z))Dn
2 (z)



1 0 0
0 zβ 0
0 0 zβ


 = E

(1)
out(z)N(z), |z| = rn, (5.42)

To that end we introduce the following definitions.
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Definition 5.9. We define

Fn(z) = Lα(n
3f(z))Dn

2 (z), (5.43)

En(z) = N(z)



z

2β
3 0 0

0 z−
β
3 0

0 0 z−
β
3


F−1

n (z)Tα, (5.44)

E
(1)
in (z) =

√
3

2π
n2β

(
f(z)

z

) 2β
3

En(z), (5.45)

E
(1)
out(z) = I. (5.46)

With these definitions (5.42) holds. In (5.45) we separated the scalar factors from the matrix valued

factors which are in En. We need that E
(1)
in is analytic in a neighborhood of 0, which in view of (5.45)

means that we have to show that En is analytic.

Lemma 5.10. (a) N(z)



z

2β
3 0 0

0 z−
β
3 0

0 0 z−
β
3


, Lα(z) and Fn(z) all satisfy the same jump conditions

near z = 0. Namely, all three matrix valued functions are analytic in O0
V \ R, with jump matrix


0 1 0
−1 0 0
0 0 1


 for x > 0, and



e

4πiβ
3 0 0

0 0 −e− 2πiβ
3

0 e−
2πiβ

3 0


 for x < 0.

(b) In addition, all three matrix valued functions are O(z−1/3) as z → 0.

(c) En(z) is an invertible and analytic matrix valued function in a neighborhood of z = 0.

Proof. (a) Using RH-N2 we obtain for x ∈ (0, q),



x

2β
3
− 0 0

0 x
− β

3
− 0

0 0 x
− β

3
−




−1

N−1
− (x)N+(x)



x

2β
3
+ 0 0

0 x
− β

3
+ 0

0 0 x
− β

3
+




=



x−

2β
3 0 0

0 x
β
3 0

0 0 x
β
3







0 xβ 0
−x−β 0 0

0 0 1






x

2β
3 0 0

0 x−
β
3 0

0 0 x−
β
3


 =




0 1 0
−1 0 0
0 0 1


 , (5.47)

and for x < 0 we get



x

2β
3
− 0 0

0 x
− β

3
− 0

0 0 x
− β

3
−




−1

N−1
− (x)N+(x)



x

2β
3
+ 0 0

0 x
− β

3
+ 0

0 0 x
− β

3
+




=



|x|− 2β

3 e
2πiβ

3 0 0

0 |x| β3 e−πiβ
3 0

0 0 |x| β3 eπiβ
3






1 0 0
0 0 −1
0 1 0






|x| 2β3 e 2πiβ

3 0 0

0 |x|− β
3 e−

πiβ
3 0

0 0 |x|− β
3 e−

πiβ
3




=



e

4πiβ
3 0 0

0 0 −e− 2πiβ
3

0 e−
2πiβ

3 0


 . (5.48)
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Next we notice using (3.8) that for x > 0

L−1
α,−(x)Lα,+(x) =



e−

2πiβ
3 0 0

0 e
2πiβ

3 0
0 0 1




−1

ω −ω2 1
1 −1 1
ω2 −ω 1




−1

ω2 ω 1
1 1 1
ω ω2 1





e

2πiβ
3 0 0

0 e−
2πiβ

3 0
0 0 1




=



e

2πiβ
3 0 0

0 e−
2πiβ

3 0
0 0 1






0 1 0
−1 0 0
0 0 1





e

2πiβ
3 0 0

0 e−
2πiβ

3 0
0 0 1


 =




0 1 0
−1 0 0
0 0 1


 , (5.49)

and for x < 0 we obtain

L−1
α,−(x)Lα,+(x) =


e−

2πiβ
3 0 0

0 e
2πiβ

3 0
0 0 1




−1

ω −ω2 1
1 −1 1
ω2 −ω 1




−1

ω2 0 0
0 1 0
0 0 ω





ω2 ω 1
1 1 1
ω ω2 1





e

2πiβ
3 0 0

0 e−
2πiβ

3 0
0 0 1




=



e

2πiβ
3 0 0

0 e−
2πiβ

3 0
0 0 1





1 0 0
0 0 −1
0 1 0





e

2πiβ
3 0 0

0 e−
2πiβ

3 0
0 0 1


 =



e

4πiβ
3 0 0

0 0 −e− 2πiβ
3

0 e−
2πiβ

3 0


 .

(5.50)

Since f is a conformal map that maps the positive (negative) real line near 0 to the positive (negative)
real line near 0, we find that Lα(n

3f(z)) has the same jump matrices (5.49)-(5.50) as Lα(z). Then by
the definition (5.43) of Fn, we obtain for x ∈ O0

V ∩ R,

F−1
n,−(x)Fn,+(x) =

(
D−n

2

)
− (x)




0 1 0
−1 0 0
0 0 1


 (Dn

2 )+ (x), x > 0, (5.51)

F−1
n,−(x)Fn,+(x) =

(
D−n

2

)
− (x)



e

4πiβ
3 0 0

0 0 −e− 2πiβ
3

0 e−
2πiβ

3 0


 (Dn

2 )+ (x), x < 0. (5.52)

The definition (5.40) of D2 is such that (where we recall f2 is analytic in a neighborhood of 0)

D2,+(x) =



0 1 0
1 0 0
0 0 1


D2,−(x)



0 1 0
1 0 0
0 0 1


 , x > 0,

D2,+(x) =



1 0 0
0 0 1
0 1 0


D2,−(x)



1 0 0
0 0 1
0 1 0


 , x < 0.

Combining this with (5.51)-(5.52) and using the fact that D2 is a diagonal matrix, we obtain that Fn

has the correct jumps as claimed in part (a).

(b) Part (b) is a direct consequence of RH-N4, (3.8) and (5.38).

(c) It follows from (a) and the definition (5.44) that En has the identity jump on O0
V ∩ (R \ {0}) and

therefore En is analytic in O0
V \{0}. By (b) it is O(z−2/3) as z → 0 and we conclude that the singularity

at z = 0 is removable, and thus En is analytic in O0
V . Furthermore, since all the factors in the definition

on En are invertible, En itself is also invertible.

As in (5.16)-(5.17) we now make the first attempt in defining P .

Definition 5.11. We define

P (1)(z) =





E
(1)
in (z)Φα(n

3f(z))Dn
0 (z)



1 0 0

0 zβ 0

0 0 zβ


 , for z ∈ D(0, rn)

E
(1)
out(z)N(z) = N(z), for z ∈ A(0; rn, R),

(5.53)
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with E
(1)
in (z) and E

(1)
out(z) as in (5.45)-(5.46).

In what follows we will give ∂D(0, rn) a positive orientation.

Corollary 5.12. For |z| = rn,

P
(1)
+ (z)P

(1)
− (z)−1 = I+

A
(1)
n (z)

n3z
+ En(z)O(n−3)E−1

n (z) (5.54)

where

A(1)
n (z) =

1

f ′(0)
En(z)T

−1
α AαTαE

−1
n (z). (5.55)

Proof. Let |z| = rn. Then we have 1
n6f(z)2 = O(n−3) and 1

n3f(z) =
1

n3f ′(0)z +O(n−3). Plugging this into

(5.41) and using (5.43) gives us

TαΦα(n
3f(z))Dn

0 (z) =
2π√
3

(
n3f(z)

)− 2β
3

(
I+

Aα

n3f ′(0)z
+O

(
n−3

))
Fn(z), (5.56)

Now using (5.44) and (5.56) we get

TαΦα(n
3f(z))Dn

0 (z)



1 0 0
0 zβ 0
0 0 zβ


N−1(z)

=
2π√
3

(
n3f(z)

z

)− 2β
3
(
I+

Aα

n3f ′(0)z
+O

(
n−3

))
TαE

−1
n (z).

Finally, from this and (5.53), (5.45), (5.46), and (5.44) we arrive at

P
(1)
+ (z)P

(1)
− (z)−1 = E

(1)
in (z)T−1

α

2π√
3

(
n3f(z)

z

)− 2β
3
(
I+

Aα

n3f ′(0)z
+O

(
n−3

))
TαE

−1
n (z)

= En(z)T
−1
α

(
I+

Aα

n3f ′(0)z
+O

(
n−3

))
TαE

−1
n (z)

= I+
A

(1)
n (z)

n3z
+ En(z)O

(
n−3

)
E−1

n (z),

where we have used (5.55) in the last line.

Unfortunately, (5.54) is not I + ”small” since both En(z) and E−1
n (z) are O(n) as n → ∞ with

|z| = rn, as we prove in the next subsection. Then it follows from (5.55) that A
(1)
n (z) = O(n2) and thus

A
(1)
n (z)

n3z
= O(n1/2) as n→ ∞ with |z| = rn = n−

3
2 .

5.5 Estimates on En

The following result will turn out to be key to obtain the matching.

Lemma 5.13. We have En(z) = O(n) and E−1
n (z) = O(n) as n → ∞, uniformly for z ∈ D(0, rn).

Furthermore, we have

E−1
n (z1)En(z2) = I+O

(
n

5
2 (z1 − z2)

)
(5.57)

as n→ ∞, uniformly for z1, z2 ∈ D(0, rn).
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Proof. We write (5.44) with Fn given in (5.43) as

En(z) =Mα(z)



n

1
2 0 0
0 1 0

0 0 n−
1
2


Lα(n

3/2z)D−n
2 (z)L−1

α (n3/2f(z))



n

1
2 0 0
0 1 0

0 0 n− 1
2


Tα (5.58)

with

Mα(z) = N(z)



z

2β
3 0 0

0 z−
β
3 0

0 0 z−
β
3


L−1

α (z).

To obtain (5.58) we also used the identities

Lα(n
3/2z) =



n− 1

2 0 0
0 1 0

0 0 n
1
2


Lα(z), Lα(n

3/2f(z)) =



n

1
2 0 0
0 1 0

0 0 n− 1
2


Lα(nf(z))

that follow from the definition (3.8) of Lα.
ThenMα(z) is analytic by Lemma 5.10 and does not depend on n. Therefore it is certainly uniformly

bounded for z ∈ D(0, rn).
Each of the factors in Lα(n

3/2z)D−n
2 (z)L−1

α (n3/2f(z)) remains bounded for |z| = rn, and since the
product is analytic (which follows from Lemma 5.10 and (5.43)), the product also remains bounded for
D(0, rn), uniformly in n, by the maximum modulus principle. So the only factors in (5.58) that grow
are the two diagonal matrices and they are O(n1/2), which in total leads to En(z) = O(n). Similarly
E−1

n (z) = O(n).
To prove (5.57), let us denote

Ln(z) := Lα(n
3/2z)D−n

2 (z)L−1
α (n3/2f(z)). (5.59)

We already observed that Ln is an analytic function that is bounded by an n-independent constant on
D(0, rn). The uniform bound also works on D(0, 2rn). Cauchy’s integral formula then gives us

Ln(z2)− Ln(z1) =
z1 − z2
2πi

∮

|z|=2rn

Ln(z)

(z − z1)(z − z2)
dz = O

(
n

3
2 (z1 − z2)

)
(5.60)

uniformly for z1, z2 ∈ D(0, rn). Combining this with L−1
n (z1) = O(1), we get

L−1
n (z1)Ln(z2) = I+ L−1

n (z1)(Ln(z2)− Ln(z1)) = I+O
(
n

3
2 (z1 − z2)

)
. (5.61)

uniformly for z1, z2 ∈ D(0, rn).
We also have M−1

α (z1)Mα(z2) = I + O(z1 − z2) if z1, z2 ∈ D(0, rn). Applying these estimates and
using (5.58) yields for z1, z2 ∈ D(0, rn),

E−1
n (z1)En(z2) = T−1

α



n− 1

2 0 0
0 1 0

0 0 n
1
2


L−1

n (z1)



n− 1

2 0 0
0 1 0

0 0 n
1
2


 (I+O(z1 − z2))

×



n

1
2 0 0
0 1 0

0 0 n− 1
2


Ln(z2)



n

1
2 0 0
0 1 0

0 0 n− 1
2


Tα

= T−1
α



n− 1

2 0 0
0 1 0

0 0 n
1
2


L−1

n (z1) (I+O(n(z1 − z2)))Ln(z2)



n

1
2 0 0
0 1 0

0 0 n− 1
2


Tα

= T−1
α



n−

1
2 0 0

0 1 0

0 0 n
1
2



(
I+O

(
n

3
2 (z1 − z2)

))


n

1
2 0 0
0 1 0

0 0 n− 1
2


Tα

= I+O
(
n

5
2 (z1 − z2)

)
.

as claimed in the lemma.
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Note that (5.57) implies that for z1, z2 ∈ D(0, rn) we have

E−1
n (z1)En(z2) = O(n)

while for z1 = x
(cV n)3 , z2 = y

(cV n)3 with fixed x, y > 0 we have

E−1
n (z1)En(z2) = I+O

(
n− 1

2 (x− y)
)
.

We find from Lemma 5.13 the following estimates for the terms in (5.54).

Corollary 5.14. Uniformly for |z| = rn, we have
A

(1)
n (z)

n3z
= O(n

1
2 ) and En(z)O(n−3)E−1

n (z) = O(n−1)
as n→ ∞.

5.6 Estimates on A
(1)
n (z)

After the first step towards the matching condition we obtained E
(1)
in and E

(1)
out and a corresponding P (1),

as in (5.45), (5.46) and (5.53), such that (5.54) holds for |z| = rn. To proceed we need estimates on

A
(1)
n (z).

Proposition 5.15. Let k = 1, 2, 3, . . ..

(a) We have uniformly for z ∈ D(0, rn) that
(
A(1)

n (z)
)k

= O(n2). (5.62)

(b) We have uniformly for z1, z2, . . . , zk ∈ D(0, rn) that

A(1)
n (z1) · · · · ·A(1)

n (zk) = O(nk+1). (5.63)

When ℓ indices j ∈ {1, 2, . . . , k − 1} are such that zj = zj+1 then this is replaced by

A(1)
n (z1) · · · · ·A(1)

n (zk) = O(nk+1−ℓ). (5.64)

(c) We have uniformly for z1, z2 ∈ D(0, rn) that

A(1)
n (z1)En(z2) = O(n2) (5.65)

E−1
n (z1)A

(1)
n (z2) = O(n2). (5.66)

Proof. To prove (a) we notice using definition (5.55) that
(
A(1)

n (z)
)k

=
1

f ′(0)k
En(z)T

−1
α Ak

αTαE
−1
n (z). (5.67)

The only n-dependent factors here are En(z) and E−1
n (z) which are both O(n) for z ∈ D(0, rn) by

Lemma 5.13, leading to an overall O(n2) behavior.
For (b) we first remark that by Lemma 5.13 we have for j = 1, 2, . . . , k − 1 that

E−1
n (zj)En(zj+1) = O(n) (5.68)

uniformly on D(0, rn). This implies by (5.55) that

A(1)
n (z1) · · · · ·A(1)

n (zk) =
1

f ′(0)k
En(z1)




k−1∏

j=1

T−1
α AαTαE

−1
n (zj)En(zj+1)


T−1

α AαTαE
−1
n (zk)

= En(z1)O(nk−1)E−1
n (zk). (5.69)

The factors En(z1) and E−1
n (zk) are O(n) uniformly by Lemma 5.13 and this leads to the O(nk+1)

behavior.
A combination of this argument and the proof of part (a) gives the second statement of (b).
To prove (c) we notice that

A(1)
n (z1)En(z2) =

1

f ′(0)
En(z1)T

−1
α AαTα

(
E−1

n (z1)En(z2)
)

(5.70)

and this is indeed O(n2) by Lemma 5.13. A similar argument gives us (5.66).
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5.7 Second step towards the matching

To improve the matching we now define

Definition 5.16.

E
(2)
in (z) =

(
I− A

(1)
n (z)−A

(1)
n (0)

n3z

)
E

(1)
in (z), z ∈ D(0, rn) (5.71)

E
(2)
out(z) =

(
I− A

(1)
n (0)

n3z

)−1

, z ∈ A(0; rn, R), (5.72)

and

P (2)(z) =





(
I− A

(1)
n (z)−A

(1)
n (0)

n3z

)
P (1)(z), z ∈ D(0, rn),

(
I− A

(1)
n (0)

n3z

)−1

P (1)(z), z ∈ A(0; rn, R).

(5.73)

Note that E
(2)
in (z) is analytic at z = 0.

For n large enough, the inverse
(
I− A(1)

n (0)
n3z

)−1

in (5.72) does indeed exist. The reason for this is that
(

A(1)
n (0)
n3z

)2
= O(n−1) for |z| ≥ rn by (5.62), and this implies that for sufficiently large n,

A(1)
n (0)
n3z does not

have an eigenvalue equal to 1.

Lemma 5.17. On ∂D(0, rn) we have the jump

P
(2)
+ (z)

(
P

(2)
− (z)

)−1

= I+
A

(2)
n (z)

n6z
− A

(1)
n (0)A

(1)
n (z)A

(1)
n (0)

n9z3
+O(n−1) (5.74)

with

A(2)
n (z) =

A
(1)
n (0)

(
A

(1)
n (z)−A

(1)
n (0)

)

z
(5.75)

The terms in (5.74) satisfy, for |z| = rn,

A
(2)
n (z)

n6z
= O(1), and

A
(1)
n (0)A

(1)
n (z)A

(1)
n (0)

n9z3
= O(n−

1
2 ). (5.76)

Proof. On D(0, rn) we have by (5.54) and (5.73),

P
(2)
+ (z)

(
P

(2)
− (z)

)−1

=

(
I− A

(1)
n (z)−A

(1)
n (0)

n3z

)(
I+

A
(1)
n (z)

n3z
+ En(z)O(n−3)E−1

n (z)

)(
I− A

(1)
n (0)

n3z

)

We first expand the product of the second and third factors on the right to obtain

P
(2)
+ (z)

(
P

(2)
− (z)

)−1

=

(
I− A

(1)
n (z)−A

(1)
n (0)

n3z

)

×
(
I+

A
(1)
n (z)−A

(1)
n (0)

n3z
− A

(1)
n (z)A

(1)
n (0)

n6z2
+ En(z)O(n−3)E−1

n (z) +O(n−
3
2 )

)

The O(n− 3
2 ) term comes from

En(z)O(n−3)E−1
n (z)

A
(1)
n (0)

n3z
= O(n− 3

2 ), |z| = rn, (5.77)
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where we used Lemma 5.13 and (5.66). When we multiply this with the remaining factor on the left we
get

P
(2)
+ (z)

(
P

(2)
− (z)

)−1

=

I− A
(1)
n (z)A

(1)
n (0)

n6z2
−
(
A

(1)
n (z)−A

(1)
n (0)

n3z

)2

+
(A

(1)
n (z)−A

(1)
n (0))A

(1)
n (z)A

(1)
n (0)

n9z3
+O

(
1

n

)
.

(5.78)

Here we again used (5.57) and (5.62) and (5.65) to obtain the O
(
1
n

)
behavior.

By (5.62) and (5.64) respectively we get
A(1)

n (z)2

n6z2 = O
(
1
n

)
and

A(1)
n (z)2A(1)

n (0)
n9z3 = O

(
n− 3

2

)
and we

obtain (5.74). The estimates in (5.76) follow directly from (5.63).

5.8 Third step towards the matching

In the next step we define

Definition 5.18.

E
(3)
in (z) =

(
I− A

(2)
n (z)−A

(2)
n (0)

n6z

)
E

(2)
in (z), z ∈ D(0, rn) (5.79)

E
(3)
out(z) =

(
I− A

(2)
n (0)

n6z

)−1

E
(2)
out(z), z ∈ A(0; rn, R), (5.80)

and

P (3)(z) =





(
I− A

(2)
n (z)−A

(2)
n (0)

n6z

)
P (2)(z), z ∈ D(0, rn)

(
I− A

(2)
n (0)

n6z

)−1

P (2)(z), z ∈ A(0; rn, R),

(5.81)

By (5.63) we have

(
A

(2)
n (0)

n6z

)2

=
A

(1)
n (0)(A

(1)
n (z)−A

(1)
n (0))A

(1)
n (0)(A

(1)
n (z)−A

(1)
n (0))

n12z4
= O

(
1

n

)
(5.82)

and we may use this to conclude that for n large enough,
A

(2)
n (0)

n6z
does not have eigenvalue 1 for |z| ≥ rn.

Therefore the inverse in (5.80) and (5.81) is well-defined.

Lemma 5.19. On ∂D(0, rn) we have the jump

P
(3)
+ (z)

(
P

(3)
− (z)

)−1

= I+
A

(3)
n (z)

n9z
+O(n−1) (5.83)

with

A(3)
n (z) = −

(
A

(1)
n (z)−A

(1)
n (0)

)
A

(1)
n (z)

(
A

(1)
n (z)−A

(1)
n (0)

)

z2
, (5.84)

and for |z| = rn,

A
(3)
n (z)

n9z
= O

(
n− 1

2

)
. (5.85)
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Proof. By (5.74) and (5.81) we have

P
(3)
+ (z)

(
P

(3)
− (z)

)−1

=

(
I− A

(2)
n (z)−A

(2)
n (0)

n6z

)

×
(
I+

A
(2)
n (z)

n6z
+
A

(1)
n (0)A

(1)
n (z)A

(1)
n (0)

n9z3
+O(n−1)

)(
I− A

(2)
n (0)

n6z

)
. (5.86)

By counting the number of A
(1)
n factors it follows from (5.63) and (5.75) that for |z| = rn,

A
(2)
n (z)

n6z

A
(2)
n (0)

n6z
= O

(
n−1

)

A
(1)
n (0)A

(1)
n (z)A

(1)
n (0)

n9z3
A

(2)
n (0)

n6z
= O

(
n− 3

2

)

A
(2)
n (0)

n6z
= O(1).

Hence the product of the middle and the right factors in (5.86) equals

I+
A

(2)
n (z)−A

(2)
n (0)

n6z
+
A

(1)
n (0)A

(1)
n (z)A

(1)
n (0)

n9z3
+O(n−1).

To also incorporate the factor on the left, we again count the number of A
(1)
n factors and use (5.63) and

(5.75) to get

(
A

(2)
n (z)−A

(2)
n (0)

n6z

)2

= O
(
n−1

)

A
(2)
n (z)−A

(2)
n (0)

n6z

A
(1)
n (0)A

(1)
n (z)A

(1)
n (0)

n9z3
= O

(
n−

3
2

)

We conclude that

P
(3)
+ (z)

(
P

(3)
− (z)

)−1

= I− A
(1)
n (0)A

(1)
n (z)A

(1)
n (0)

n9z3
+O(n−1). (5.87)

Note that by (5.84) and (5.64)

−A
(1)
n (0)A

(1)
n (z)A

(1)
n (0)

n9z3
=
A

(3)
n (z)

n9z3
+O

(
n− 3

2

)
(5.88)

for |z| = rn. We use (5.88) in (5.87) and the result (5.83) follows. The estimate (5.85) follows from
(5.76) and (5.88).

Note that A
(3)
n (z) is analytic at z = 0.

We now have by (5.83) and (5.85) that uniformly on ∂D(0, rn)

P
(3)
+ (z)

(
P

(3)
− (z)

)−1

= I+O(n−
1
2 )

as n → ∞. This is a weaker form of the matching condition (5.11), with O(n−1) replaced by O(n− 1
2 ).

The weaker form is not sufficient to prove the scaling limit of the correlation kernel. Therefore we make
another step.
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5.9 Final step towards the matching

The final step takes a by now familiar form.

Definition 5.20. We define

E
(4)
in (z) =

(
I− A

(3)
n (z)−A

(3)
n (0)

n9z

)
E

(3)
in (z) (5.89)

E
(4)
out(z) =

(
I− A

(3)
n (0)

n9z

)−1

E
(3)
out(z) (5.90)

and

P (4)(z) =





(
I− A

(3)
n (z)−A

(3)
n (0)

n9z

)
P (3)(z), z ∈ D(0, rn)

(
I− A

(3)
n (0)

n9z

)−1

P (3)(z), z ∈ A(0; rn, R),

(5.91)

Again, we argue in similar fashion as before that the inverse is well-defined provided n is large enough.

Lemma 5.21. On ∂D(0, rn) we have the jump

P
(4)
+ (z)

(
P

(4)
− (z)

)−1

= I+O(n−1) (5.92)

Proof. By (5.83) and (5.91) the jump is given by

P
(4)
+ (z)

(
P

(4)
− (z)

)−1

=

(
I− A

(3)
n (z)−A

(3)
n (0)

n9z

)(
I− A

(1)
n (0)A

(1)
n (z)A

(1)
n (0)

n9z3
+O(n−1)

)(
I− A

(3)
n (0)

n9z

)

=

(
I− A

(3)
n (z)−A

(3)
n (0)

n9z

)(
I+

A
(3)
n (z)

n9z
+O(n−1)

)(
I− A

(3)
n (0)

n9z

)
. (5.93)

By counting the number of A
(1)
n factors and applying (5.63) we obtain

A
(3)
n (z)

n9z

A
(3)
n (0)

n9z
= O

(
n−2

)
and

A
(3)
n (0)

n9z
= O

(
n− 1

2

)
.

Hence the product of the middle and right factor in (5.93) equals

I+
A

(3)
n (z)−A

(3)
n (0)

n9z
+O(n−1).

Again by counting the number of A
(1)
n factors and applying (5.63) we obtain

(
A

(3)
n (z)−A

(3)
n (0)

n9z

)2

= O
(
n−2

)

and we arrive at (5.92).

We are ready to fix the definitions of Ein and Eout.

Definition 5.22. We set Ein = E
(4)
in and Eout = E

(4)
out, where E

(4)
in and E

(4)
out are as in (5.89) and (5.90).

Theorem 5.23. P , as defined in (5.16) and (5.17) with Ein = E
(4)
in and Eout = E

(4)
out, satisfies the

matching condition. That is, we have

P+(z)P
−1
− (z) = I+O(n−1) as n→ ∞, uniformly for z ∈ ∂D (0, rn) , (5.94)

P (z)N−1(z) = I+O(n−1) as n→ ∞, uniformly for z ∈ ∂D (0, R) . (5.95)
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Proof. The matching condition (5.94) on ∂D(0, rn) was just proved in (5.92). To prove the matching
condition (5.95) on ∂D(0, R), we notice that P = P (4) satisfies, by (5.91), (5.81), (5.73), (5.53)

P (z) =

(
I− A

(3)
n (0)

n9z

)−1(
I− A

(2)
n (0)

n6z

)−1(
I− A

(1)
n (0)

n3z

)−1

N(z), z ∈ ∂D(0, R). (5.96)

In (5.65) we already noted that A
(1)
n (0) = O(n2) and therefore

(
I− A

(1)
n (0)

n3z

)−1

= I+O
(
n−1

)
as n→ ∞,

uniformly for |z| = R. From the definition (5.75) we see that A
(2)
n contains terms with products of two

A
(1)
n factors which by (5.66) gives the estimate A

(2)
n (z) = O(n9/2) for |z| = rn. Since A

(2)
n is analytic, we

may then use the maximum modulus principle to conclude that also A
(2)
n (0) = O(n9/2) as n→ ∞. As a

result

(
I− A

(2)
n (0)

n6z

)−1

= I+O
(
n− 3

2

)

uniformly for |z| = R. From (5.84) we get that A
(3)
n has terms with three A

(1)
n factors. We again use the

estimate (5.66) (now with k = 3). Then reasoning as before we obtain A
(3)
n (0) = O(n7) as n→ ∞. This

leads to

(
I− A

(3)
n (0)

n9z

)−1

= I+O
(
n−2

)

uniformly for |z| = R. Inserting all the O estimates in (5.96)is, we obtain (5.95) and we are done.

Remark 5.24. As already noted at the end of the introduction, the matching condition can be an
issue in larger size Riemann-Hilbert problems, and other constructions have been proposed before in
the literature. In [19, 20, 29] the matching condition was established by means of a modification of the
global parametrix. It also relied on the nilpotency of a term that appears in the jump matrix which is

analogous to our matrix A
(1)
n .

An iterative method was designed by Bertola and Bothner [6] in a situation that is similar to ours.
At the initial step of the construction of the local parametrix also a “matching” of the form I+O(n1/2) is
obtained. Bertola and Bothner also modify the analytic prefactor step by step to improve the matching.
They use very detailed information on the O(n1/2) term which is also nilpotent.

It differs from our method since we do not use the nilpotency, but instead we have control on the

behavior of the powers of A
(1)
n as n → ∞, see (5.62). We also need technical estimates on the analytic

prefactor En as in Lemma 5.13. Having these estimates our transformations proceed in a systematic
fashion where the estimates come from a rather straightforward counting procedure, namely we count

the number of A
(1)
n factors as we go along. We also introduced the novel trick to construct a matching

condition on two circles.
We expect that the ideas behind our method may be more wider applicable. The first test case will

be the generalization of this work to the case θ = 1
r with r ≥ 3.

6 Final transformation and proof of Theorem 1.2

6.1 Final transformation S 7→ R

Having the global parametrix N , and the local parametrices P (in the neighborhood D(0, R) of 0) and
Q (in the neighborhood D(q, rq) of q) we define the final transformation as follows.
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0 q

Figure 6: The contour ΣR for R.

Definition 6.1. We define R as

R(z) =





S(z)N−1(z), z ∈ C \
(
ΣS ∪D(0, R) ∪D(q, rq)

)
,

S(z)P−1(z), z ∈ D(0, R) \ (ΣS ∪ ∂D(0, rn)) ,

S(z)Q−1(z), z ∈ D(q, rq) \ ΣS .

(6.1)

Since the jumps of S and N agree on (−∞, 0)∪ (0, q) we find that R is analytic across (−∞,−R) and
(R, q− rq). Also the jumps of S and Q agree inside D(q, rq) and so R is analytic in D(q, rq). Finally, the
jumps of S and P agree inside D(0, rn) and on (−R, 0) and (0, R). Therefore R has analytic continuation
to C \ (ΣR ∪ {0}) where

ΣR = ∂D(0, rn) ∪ ∂D(0, R) ∪ ∂D(q, rq) ∪
(
∆±

1 \ (D(0, rn) ∪D(q, rq))
)
∪ [q + rq,∞) (6.2)

see Figure 6. We show that the isolated singularity at 0 is removable.

Lemma 6.2. The singularity of R at 0 is removable, and thus R has analytic continuation to C \ ΣR.

Proof. We analyse the behavior of R(z) as z → 0 in the left half plane. We have from (3.28) and (5.16)

R(z) = S(z)



1 0 0
0 z−β 0
0 0 z−β


D−n

0 (z)ΨT
α(n

3f(z))
−1

4π2




1 0 0
−2α− 1

2 −1 0
α(α+ 1

2 ) 2α+ 1
2 1


E−1

in (z) (6.3)

We have from (4.44) that, as z → 0 with Re z < 0,

S(z)



1 0 0
0 z−β 0
0 0 z−β


 = O



1 h−α− 1

2
(z) h−α− 1

2
(z)

1 h−α− 1
2
(z) h−α− 1

2
(z)

1 h−α− 1
2
(z) h−α− 1

2
(z)


 ,

since z−β− 1
4hα+ 1

2
(z) = h−α− 1

2
(z). Since D−n

0 (z) is a diagonal matrix which remains bounded as z → 0,
we also find

S(z)



1 0 0
0 z−β 0
0 0 z−β


D−n

0 (z) = O



1 h−α− 1

2
(z) h−α− 1

2
(z)

1 h−α− 1
2
(z) h−α− 1

2
(z)

1 h−α− 1
2
(z) h−α− 1

2
(z)


 , (6.4)

as z → 0 with Re z < 0. For Ψα we recall the behavior (3.31) which for general α > −1 is

ΨT
α(z) = O



hα(z) hα(z) hα(z)
zα zα zα

zα zα zα


 (6.5)
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as z → 0 with Re z < 0.
The remaining factors in (6.3) are either constant or analytic at z = 0 and therefore remain bounded

as z → 0. Then using (6.4) and (6.5) in (6.3) we get

R(z) = O (hα(z)) +O
(
zαh−α− 1

2
(z)
)
=





zα, −1 < α < − 1
2 ,

z−
1
2 log(z), α = − 1

2 ,

z−
1
2 , α > − 1

2 ,

as z → 0 with Re z < 0.
In all cases we have zR(z) → 0 as z → 0 with Re z < 0. This implies that R cannot have a pole at

z = 0. There cannot be an essential singularity either, and therefore the singularity at z = 0 is indeed
removable.

As a result of the steepest descent analysis, and in particular the matching condition in Theorem
5.23 we now have.

Proposition 6.3. (a) As n→ ∞ we have

R+(z) = R−(z)

(
I+O

(
1

n

))
, for z ∈ ∂D (0, R) ∪ ∂D (0, rn) ∪ ∂D(q, rq), (6.6)

R+(z) = R−(z)
(
I+O

(
e−c1

√
n
))

, for z ∈ ∆±
1 ∩A(0; rn, R), (6.7)

R+(z) = R−(z)
(
I+O

(
e−c2n

))
, on remaining parts of ΣR. (6.8)

where c1, c2 are certain positive constants. All O terms in (6.6)-(6.8) are uniform for z on the
indicated contours.

(b) We have

R(z) = I+O
(
1

n

)
as n→ ∞ (6.9)

uniformly for z ∈ C \ ΣR.

Proof. For z ∈ ∂D(0, rn) we have by the definition (6.1) that

R−1
− (z)R+(z) = (S(z)P−(z))

−1
S(z)P+(z) = P−1

− (z)P+(z)

since S has no jump on ∂D(0, rn). Then (6.6) for z ∈ ∂D(0, rn) follows from (5.94). Similarly, (6.6) for
z ∈ ∂D(0, R) follows from (5.95) and for z ∈ ∂D(q, rq) it follows from the matching condition (4.52) for
the local parametrix at q.

For z ∈ ΣR outside the disks D(0, R) and D(q, rq) we have by (6.1)

R−1
− (z)R+(z) = N(z)S−1

− (z)S+(z)N
−1(z)

and S−1
− (z)S+(z) = I+O(e−cn), which follows from the jumps in the RH problem for S, since Reϕ(z) ≤

−c < 0 on (∆+
1 ∪∆−

1 ) \ (D(0, R) ∪D(q, rq)), while Reϕ(x) ≥ c > 0 on (q + rq,∞). Then the estimate
(6.8) also follows.

For (6.7) we have to be a little bit more careful. For z ∈ ∆±
1 ∩A(0; rn, Rn) we have R(z) = S(z)P−1(z)

and P+(z) = P−(z) by (5.8). By the jump of S in (4.39), we get

R−1
− (z)R+(z) = P (z)S−1

− (z)S+(z)P
−1(z)

= I+ z−βe2nϕ(z)P (z)



0 0 0
1 0 0
0 0 0


P−1(z).

On ∆±
1 we have by (4.46) that Reϕ(z) ≤ −c|z|1/3 for some constant c > 0. Since |z| ≥ n− 3

2 on the

annulus A(0; rn, R) we have
∣∣e2nϕ(z)

∣∣ ≤ e−2c
√
n for z ∈ ∆±

1 ∩ A(0; rn, R). Then (6.7) follows since the
entries of P (z) and P−1(z) have at most a power law singularity as z → 0.

Part (b) follows from part (a) by standard arguments from Riemann-Hilbert theory. Compare for
example with the arguments in Appendix A from [8] that deal explicitly with a RH problem containing
a varying shrinking contour.
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6.2 Rewriting of the correlation kernel

Before we take the scaling limit we follow the transformations Y 7→ X 7→ T 7→ S 7→ R to see their effect
on the correlation kernel for x, y near 0.

Lemma 6.4. For x, y ∈ (0, rn), we have

K
α, 12
V,n (x, y) = e

2
3n(V (x)−V (y))

1

2πi(x− y)

(
−1 1 0

)
Φ−1

α,+(n
3f(y))E−1

in (y)R−1(y)R(x)Ein(x)Φα,+(n
3f(x))



1
1
0


 . (6.10)

Proof. We start with the formula (2.6) for the correlation kernel in terms of Y . The first two transfor-
mations Y 7→ X 7→ T from Definitions 4.1 and 4.4 lead to

K
α, 12
V,n (x, y) =

√
2yβe−nV (y)

2πi(x− y)

(
0 1 0

)
X−1

+ (y)X+(x)



1
0
0




=
yβe−n(V (y)−g1,+(y)+g2(y)+ℓ)eng1,+(x)

2πi(x− y)

(
0 1 0

)
T−1
+ (y)T+(x)



1
0
0


 .

The next transformation T 7→ S is the opening of lenses. For x, y ∈ (0, q) we use (4.35) to obtain

K
α, 12
V,n (x, y) = e−n(V (y)−g1,+(y)+g2(y)−ϕ+(y)+ℓ)en(g1,+(x)+ϕ+(x))

1

2πi(x− y)

(
−enϕ+(y) yβe−nϕ+(y) 0

)
S−1
+ (y)S+(x)




e−nϕ+(x)

x−βenϕ+(x)

0


 . (6.11)

The scalar prefactor simplifies because of (4.26) and we find

K
α, 12
V,n (x, y) = e

1
2n(V (x)+g2(x)−V (y)−g2(y))

1

2πi(x− y)

(
−enϕ+(y) yβe−nϕ+(y) 0

)
S−1
+ (y)S+(x)




e−nϕ+(x)

x−βenϕ+(x)

0


 . (6.12)

Now we take x, y ∈ (0, rn). We write S = RP as in (6.1) and P is given by (5.16). Then

S+(x)




e−nϕ+(x)

x−βenϕ+(x)

0


 = R(x)Ein(x)Φα,+(n

3f(x))



e−n(ϕ+(x)− 4

3ϕ1,+(x)− 2
3ϕ2,+(x))

en(ϕ+(x)− 2
3ϕ1,+(x)+ 2

3ϕ2,+(x))

0




= (−1)ne
1
3n(ϕ1,+(x)+2ϕ2,+(x))R(x)Ein(x)Φα,+(n

3f(x))



1
1
0


 (6.13)

where we used (5.16) and the formula (5.15) for D0 for the first identity, and the fact that ϕ+(x) =
ϕ1,+(x)− πi by (5.13) for the second identity in (6.13). In a similar way,

(
−enϕ+(y) yβe−nϕ+(y) 0

)
S−1
+ (y)

= (−1)ne−
1
3n(ϕ1,+(y)+2ϕ2,+(y))

(
−1 1 0

)
Φ−1

α,+(n
3f(y))E−1

in (y)R−1(y). (6.14)

We insert (6.13) and (6.14) into (6.11). Then (6.10) follows, since we also have

1
2V (x) + g2(x) +

1
3ϕ1,+(x) +

2
3ϕ2,+(x) =

2
3V (x) + 1

6ℓ

because of (2.17), (5.13), and (5.14).
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6.3 Proof of Theorem 1.2

In view of (6.4) and (2.28) the strategy for the proof of Theorem 1.2 is now clear.

Proof of Theorem 1.2. We put xn = x
(cV n)3 and yn = y

(cV n)3 with x, y > 0 fixed and cV is the constant

defined in Theorem 1.2. It follows from Proposition 5.4 that c3V = f ′(0) and therefore Φα,+(n
3f(xn)) →

Φα,+(x) and Φα,+(n
3f(yn)) → Φα,+(y) as n→ ∞, uniformly for x, y in compact subsets of (0,∞).

We need to show that

E−1
in (yn)R

−1(yn)R(xn)Ein(xn) → I (6.15)

as n→ ∞, and then (1.10) follows indeed from (6.10) and (2.28). The proof of (6.15) (in a more precise
form) is in Lemma 6.7 below. To establish this lemma, we first need two other lemmas that we state
and prove separately.

We assume xn = x
(cV n)3 and yn = y

(cV n)3 .

Lemma 6.5. We have uniformly for x, y in compact subsets of [0,∞),

R−1(yn)R(xn) = I+O
(
(x− y)n− 5

2

)
(6.16)

as n→ ∞.

Proof. Cauchy’s integral formula yields that

R(xn)−R(yn) =
1

2πi

∮

|z|=rn

(
R(z)− I

z − xn
− R(z)− I

z − yn

)
dz

=
xn − yn
2πi

∮

|z|=rn

R(z)− I

(z − xn)(z − yn)
dz

By (6.9) we have R(z) − I = O(n−1) and it follows by easy estimation that R(xn) − R(yn) =

O
(
(x− y)n− 5

2

)
as n→ ∞. As a result, since R−1(yn) remains bounded,

R−1(yn)R(xn) = I+R−1(yn)(R(xn)−R(yn)) = I+O
(
(x− y)n− 5

2

)
.

and the constant implied in the O term is uniform for x and y in compact subsets of [0,∞).

Lemma 6.6. We have uniformly for x, y in compact subsets of [0,∞),

E−1
in (yn)Ein(xn) = I+O

(
(x− y)n− 1

2

)
(6.17)

as n→ ∞.

Proof. We note that by Definition 5.22 and (5.45), (5.71), (5.79), (5.89)

Ein(z) =

√
3

2π
n2β

(
f(z)

z

) 2β
3 (

I−B(3)
n (z)

)(
I−B(2)

n (z)
)(

I−B(1)
n (z)

)
En(z) (6.18)

with

B(k)
n (z) =

A
(k)
n (z)−A

(k)
n (0)

n3kz
, for k = 1, 2, 3. (6.19)

We are going to show that for every C > 0 and for |z|, |s| ≤ Cn−
5
2 we have as n→ ∞,

E−1
n (z)A(k)

n (s)En(z) = O
(
n

5(k−1)
2

)
, (6.20)

E−1
n (z)B(k)

n (s)En(z) = O
(
n− k

2

)
, (6.21)
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for k = 1, 2, 3.
We start by noting that for z, s = O(n−

5
2 ) one has by Lemma 5.13 that E−1

n (z)En(s) = O(1), and

then (6.20) with k = 1 follows immediately from this and the definition (5.55) of A
(1)
n .

Note that by Cauchy’s formula

E−1
n (z)

A
(1)
n (s)−A

(1)
n (0)

s
En(z) =

1

2πi

∮

|t|=2Cn− 5
2

E−1
n (z)A

(1)
n (t)En(z)

t(t− s)
dt (6.22)

which we can estimate because of (6.20) with k = 1 to give

E−1
n (z)

A
(1)
n (s)−A

(1)
n (0)

s
En(z) =

O (1)

n− 5
2

= O
(
n

5
2

)
(6.23)

whenever |z|, |s| ≤ Cn−
5
2 . Then (6.21) with k = 1 follows because of (6.19).

Then by (5.75), (6.19), and (6.20) with k = 1

E−1
n (z)A(2)

n (s)En(z) = n3
(
E−1

n (z)A(1)
n (0)En(z)

)(
E−1

n (z)B(1)
n (s)En(z)

)

= n3 · O(1) · O
(
n−

1
2

)
= O

(
n

5
2

)

for |z|, |s| ≤ Cn−
5
2 , which proves (6.20) with k = 2.

From formula (5.84) for A
(3)
n we find in a similar way

E−1
n (z)A(3)

n (s)En(z) = −n6
(
E−1

n (z)B(1)
n (s)En(z)

)(
E−1

n (z)A(1)
n (s)En(z)

)(
E−1

n (z)B(1)
n (s)En(z)

)

= n6 · O
(
n− 1

2

)
· O(1) · O

(
n− 1

2

)
= O

(
n5
)

for |z|, |s| ≤ Cn−
5
2 . This proves (6.20) with k = 3.

Finally, (6.21) for k = 2, 3 follows from (6.20) with k = 2, 3 in the same way as we obtained (6.21)
for k = 1 with the identity (6.22) and the estimate (6.23).

Having (6.21) we go back to (6.18) which we rewrite and estimate for z = O(n−3) as

Ein(z) =

√
3

2π
n2β

(
f(z)

z

) 2β
3

En(z)
(
I− E−1

n (z)B(3)
n (z)En(z)

)

×
(
I− E−1

n (z)B(2)
n (z)En(z)

)(
I− E−1

n (z)B(1)
n (z)En(z)

)

=

√
3

2π
n2β

(
f(z)

z

) 2β
3

En(z)
(
I+O(n− 3

2 )
) (

I+O(n−1)
) (

I+O(n− 1
2 )
)

=

√
3

2π
n2β

(
f(z)

z

) 2β
3

En(z)
(
I+O(n− 1

2 )
)
.

Since all factors are analytic and invertible we in fact have

Ein(z) =

√
3

2π
n2β

(
f(z)

z

) 2β
3

En(z) (I+ Cn(z)) , (6.24)

where Cn is analytic and

Cn(z) = O(n− 1
2 ), for z = O(n−3). (6.25)

We use (6.24) for z = xn and z = yn. Since f is analytic with f(0) = 0, f ′(0) > 0, it is easy to check
that

(
f(xn)

xn

) 2β
3
(
f(yn)

yn

)− 2β
3

= 1 +O
(
(x− y)n−3

)
(6.26)
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as n → ∞. In view of (5.57) we have E−1
n (yn)En(xn) = I + O

(
(x− y)n− 1

2

)
and we obtain from this,

(6.24), (6.25), and (6.26)

E−1
in (yn)Ein(xn) = (I+ Cn(yn))

−1
(
I+O

(
(x− y)n−

1
2

))
(I+ Cn(xn))

= (I+ Cn(yn))
−1

(I+ Cn(xn)) +O
(
(x− y)n− 1

2

)

= I+ (I+ Cn(yn))
−1

(Cn(xn)− Cn(yn)) +O
(
(x− y)n− 1

2

)

From the fact that Cn(z) is analytic with Cn(z) = O
(
n− 1

2

)
for z = O(n−3) it follows (with an argument

based on Cauchy’s formula), that

Cn(xn)− Cn(yn) = O
(
(x− y)n− 1

2

)

and (6.17) follows.

Lemma 6.7. As n→ ∞

E−1
in (yn)R

−1(yn)R(xn)Ein(xn) = I+O
(
(x− y)n− 1

2

)
(6.27)

uniformly for x, y in compact subsets of [0,∞).

Proof. By (6.16) and (6.17) we have

E−1
in (yn)R

−1(yn)R(xn)Ein(xn) = E−1
in (yn)

(
I+O((x− y)n−5/2)

)
Ein(xn)

= I+O
(
(x− y)n− 1

2

)
+ E−1

in (yn)O
(
(x− y)n−

5
2

)
Ein(xn). (6.28)

From (6.24) and (6.26) we obtain

E−1
in (yn)O

(
(x− y)n− 5

2 )
)
Ein(xn) = (I+ Cn(yn))

−1
E−1

n (yn)O
(
(x− y)n− 5

2

)
En(xn) (I+ Cn(xn))

= E−1
n (yn)O

(
(x− y)n− 5

2

)
En(xn) (6.29)

where in the second step we used (6.25). Finally recall that En(xn) = O(n) and E−1
n (yn) = O(n) by

Lemma 5.13. Combining this with (6.28), (6.29), we find (6.27), and the lemma follows.
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