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Abstract: Virtual, augmented and mixed reality (VR, AR

and MR) in�ltrated not only gaming, industry, engineer-

ing, live events, entertainment, real estate, retail, military,

etc., but as surveys indicate, also healthcare and education.

In all these areas there is a lack of software development

experts for VR, AR and MR to meet the needs of practice.

Therefore, our intention at the Department of Computer

Science, Faculty of Natural Sciences, Matej Bel University

in Banská Bystrica, Slovakia, is to focus on the education

and enlightenment of these areas. The aim of this article is

to show the role of interactivity in di�erent VR applications

and its impact on users in three di�erent areas: gaming,

healthcare and education. In the case of one application of

Arachnophobia, we also present the results of the research

using a questionnaire.

Keywords: Human Interaction, Immersion, Interactivity,

Virtual andmixed reality, Virtual environment, Games, Pho-

bia treatment, Education

1 Introduction

VR o�ers a unique personal experience that alters one’s

perception of their surroundings. While VR headsets have

many mechanical limitations, the immersion is strong

enough that the elusive goal of presence is reached [1]. The

terms “presence” and “immersion” are discussed by a wide

�eld of researchers. “Presence” generally refers to the sen-

sation of “being there”, or as a subjective phenomenon

such as the sensation of being in a virtual environment.

“Immersion” is the extent to which the senses are engaged

by the mediated environment, or an objective description

of aspects of the system such as �eld of view and display

resolution [2].

In the context of virtual reality, the term immersion is

used to describe the user’s emotional reaction to the virtual
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world in terms of feeling as if they are actually a part of

the virtual world [3]. A VR headset o�ers a good immer-

sion experience, as this device not only delivers visually

perceived information, but is also able to generate or con-

vey the sound of the simulated environment, which then

reinforces the impression of being in virtual world [4].

In ’Understanding Virtual Reality’ Sherman and Craig

describe virtual reality (VR) as a medium consisting of com-

puter simulations, giving the user a sense of presence in

the simulations [5]. In other words, it is a completely vir-

tual world made by a computer in which the user interacts

only with virtual objects. The Virtual Reality technology

has traditionally consisted of cumbersome created environ-

ments and has often required complex sensors worn on the

body for an individual to interactwith the environment. The

emergence of head mounted virtual reality devices is shift-

ing the technology into the commercial consumer area [6].

After decades of experimentationwith VR software and

hardware, beginning in the late 1980s, consumermind-sets

are �nally ready for the immersive VR experiences its early

visionaries dreamed of [7].

6 years ago,we (at theDepartment of Computer Science

in Banská Bystrica, Slovakia) were inspired by the idea of

a psychotherapist to try to create VR applications that he

could use in the treatment of phobias. He was willing to

share his experience with us and together we formulated

the requirements, which we gradually began to incorporate

into our projects. Therefore, we became more interested in

VR. During these six years of research and investigation,

we gradually pro�led ourselves in all areas that we also

describe in this article. So it is not only the area of treat-

ment of phobias, but also of games, which, thanks to game

engines, we also connect with the area of phobia treatment.

And in our case, both areas are also connected to education,

which is best implemented when there is a realistic goal.

The �rst �eld we have focused on in this paper is the

�eld of games, which has always been, is and probably will

be, a pioneer in crossing borders in the development of VR.

Therefore, we would like to show in our research how a sim-

ple game can be useful from the perspective of interactivity.

We give an application that shows the di�erent possibilities

of using interactive elements. Its main function is to show

the mutual in�uence of man and virtual reality environ-

ment. In four di�erent rooms there is number of di�erent

objects that the user can catch and manipulate. There is
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a living room with furniture and various objects that can

be grabbed and carried. From this room the user can get to

the next three, which demonstrate the interactivity, physics

and credibility of the virtual environment. They also train

movement skills and space coordination at the same time.

The second �eld is the usage of VR for healthcare. Ex-

periments from several research studies [8–13] show the

success and e�ectiveness of treatment of some phobias

with VR.

VR has been used comprehensively for treating pho-

bias (like fear of heights, closed spaces, �ying and public

speaking) and post-traumatic stress disorder. This kind of

therapy replaces the traditional cognitive and behavioural

therapy and has shown an e�ective outcome and incredible

results. A computer based simulation technology allows

users to intermingle with the virtual environment and has

shown numerous advantages over the real training [14].

We have developed several applications that can be

used to treat di�erent phobias. Here we focus on the treat-

ment of one of the most widespread speci�c phobias, the

arachnophobia – the irrational fear of spiders. The appli-

cation is designed to be controlled not only by the patient,

but also by the therapist. This way, the therapist has the

full process under control. Over the last few months, we

have been testing the app and getting feedback through a

questionnaire method. Cooperating with the therapist, we

also performed the therapy itself, which we consider to be

a great success because the application has become usable

for the purpose for which it was designed.

The third �eld is education. VR has a good impact on

the education system. It makes the education system more

entertaining and students interacting with each other in a

3D environment learn new things faster compared to when

using the traditional education system. Students can learn

by having fun in a VR environment [9]. VR breaks down

geographical boundaries. For schools this can be priceless

as it means that students can virtually visit places that are

beyond their means in the real world. VR allows students

to travel in time, experience the past and the future and

actually see what cannot be seen in the real world (objects

of a micro and a macro world). Thanks to VR it is possible

to move within a virtual space and engage with elements

or manipulate various objects. All of this engages learners

like never before. VR allows students to break the laws of

physics and to do things they cannot or do not know how

to do in the real world. It opens up new learning possibili-

ties in the classroom. Using VR to practice and hone skills

without fear of failure is incredibly powerful and can help

students build con�dence in new areas of learning. This

could mean for example using VirtualSpeech to practice

public speaking. The very nature of VR being framed inside

a headset means that the learners are less prone to distrac-

tions from their physical surroundings. For some students

this can be immensely bene�cial as they may be prone to

distractions leading to loss of focus and ultimately loss of

learning. Students using VR connect with other students

and also attend lectures and lessons delivered by educators

across the globe [15].

Thanks to our research, projects and collaborationwith

companies, we have the necessary software and hardware

with which we started to develop applications, such as e.g.

HTC Vive with a powerful PC with a dedicated graphics

card. A pair of HTC Vive controllers, whose movement is

transmitted to the PCusing a couple of Base Station sensors,

ensure interactivity.

2 Virtual reality in games

According to [10] a “game” is a systemwithin which players

traditionally engage in an arti�cial con�ict, trying to solve a

speci�c problem. A game is de�ned by rules and measured

by a quanti�able outcome. Usually a game has several key

elements:

– A speci�c goal that people are willing to work for.

– Rules that stimulate creativity.

– A feedback system that lets individuals know how

they are doing with respect to the goal.

– Voluntary acceptance of the goal, rules, and feedback

systems.

VR and digital games (DG) are two areas, which share

many similar characteristics. Both of them have to focus on

the human to succeed (feeling of presence for VR, entertain-

ment for DG). VR and DG exploit the technological break-

throughs of several �elds like image synthesis, electronics,

etc. And �nally, sometimes they both act in a VR world

like a �ight simulator or therapy environment. Other times,

they allow operating in a fantasy world which does not

necessarily respect the usual laws of physics [16]. Though

modern technological approaches to VR originated in gam-

ing, its applications extend beyond those platforms [17].

Many principles and techniques in conventional computer

game design allow for creating immersive, interesting and

fun games [18]. Virtual reality gaming is where a person

can experience being in a three-dimensional environment

and can interact with that environment during a game. This

is an essential part of the game [19]. Since all players want

to be immersed when playing a games, in particular when

playing in a virtual environment, and the feeling of sub-

merging oneself can be strongly in�uenced being able to
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interact with the environment and the objects therein, we

also focus on ways to achieve delusion of the senses.

2.1 Application VR Interactivity

The �rst application of ours we want to introduce was al-

ready mentioned “four rooms �at”. It is an interactive vir-

tual environment that o�ers a sport-adventure experience.

There are three doors in the living room. Upon entering

the Volleyball door, the user moves to a beach island, there

is Hawaiian music playing in the background. In addition

to decorative sculptures, a table and a door, there is also a

volleyball court. The player is able to pick up the ball and

hit it in such a way that it is thrown to the other side of the

volleyball net. If he succeeds, the system will award points

for successful scoring, which will appear above the board.

The other door – the lightsaber door, will take the user

to the Jedi Cave on Tatooine, with action music playing in

the background. There is a villain, an enemy soldier who

shoots at the user. The user can take a laser sword into his

hand, which can re�ect missiles. Positive points are added

for a successful deterrence. The colour of the light from

the sword can be di�erent and the player can even hold a

double-sided lightsaber. Figure 1 shows the door with the

Jedi Cave on Tatooine.

Figure 1: Software Unreal Engine and Jedi Cave room.

The third and last door with the word Basketball tele-

ports the user to the basketball arena. There are basketball

balls scattered on the �oor and a basketball basket in front

of the player. Sports music imitating a match is playing

in the background. The user can grab the ball using the

controller. After the correct swing, direction and release,

the ball can be thrown into the basketball hoop. If the roll

is successful, the score is credited on the screen. The ball

collides with other balls and after an accidental collision

with them, these balls move, allowing for functional and

believable physics.

2.2 Creation tools

The software Unreal Engine was used for creating the ap-

plication and its virtual environment and the project was

adapted to the mentioned HTC Vive hardware. We put the

player’s camera in the new level, which contained virtual

reality and collision controllers. Then we placed surfaces

with textures to 3D models, modelled them in 4D Cinema

and then imported them into the Unreal Engine. Here we

set collisions, so for example the ball could fall through the

hoop so that it does not remain stuck at the top of the basket,

or to bounce if the hit was not accurate and so on. With the

ball, it was necessary to adjust the dynamic physics with

respect to gravity, the angle of incidence of the ball and, of

course, to re�ect the ball from the surface as naturally as

possible. For creating a VR game, we also used Photoshop

CC 2019. Figure 2 shows the software Unreal Engine with

open project Basketball room.

Figure 2: Software Unreal Engine and Basketball room project.

2.3 Interactivity

The interactivity in this application focuses on the move-

ment around the environment and the possibility of catch-

ing objects. The movement is done using the buttons of

the HTC Vive controllers – the user has to press a button,

hold it and point towards where he wants to go. After it

is released, the player will teleport to that location. Three

types of motion can be used in the application.

One allows to move the user’s viewing direction by

pressing the button. As the user rotates his head, the direc-

tion of movement changes. This way of moving in VR can
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cause nausea, negative feelings, even dizziness, or loss of

balance.

The second movement uses hand movements. This

movement is called swinging arm. The user must start to

move his hands beside his body in order to move, as he

does naturally when walking or running. This reduces the

chance of nausea as this movement is more natural than

just standing and heading in some direction.

The third movement uses a teleport. The space de�nes

where the user can move through the controls, and then

quickly recalculates the new view from where the user tele-

ported. This movement is the least demanding to adapt to

the nervous system, but is also the least realistic.

In the basketball and volleyball rooms, the grip of the

ball is achieved using the trigger release button. When

pressed, the player is able to bounce it, but as soon as he

gets close to it, he pulls the trigger, the player can grab

the ball and throw it into the basket or over the net. The

last step is to adjust the collisions of the ball with the in-

ner space of the hoop to add the points that appear on the

screen. We added a button to the environment where the

player resets the level when he throws the ball. Figure 3

shows interactivity in our VR game.

Figure 3: Example of created VR game – living room.

3 Phobia treatment by help of

virtual reality

Clinical psychology describes phobias as an anxiety disor-

der, characterized by an intense irrational fear of speci�c

objects or situations. This excessive fear does not corre-

spond to the potential amount of danger of the stimulus.

Despite this fact, people su�ering from phobias experience

intensive psychological symptoms (anxiety, loss of control,

fear) and physiological symptoms (increased heartbeat,

fainting, sweating, problems with breathing) etc. [11–13].

VR is irreplaceable in medicine in the treatment of var-

ious kinds of phobias by the exposure method. This way,

environments or situations can be created that would be

di�cult or impossible to capture in the real world. Thus,

we can adapt the environment and 3D objects exactly to the

needs for treating phobia in a particular patient.

Generally, phobias could be divided into three main

categories: agoraphobias, social phobias, and speci�c pho-

bias [20].

3.1 Application to Arachnophobia

In designing phobia treatment applications, we introduce

the VR application for HTC Vive, which focuses on the treat-

ment of one of the most widespread speci�c phobias, in

particular arachnophobia – the pathological fear of spiders.

The purpose of the application is to streamline the course

of therapy and provide a tool to tailor the entire process

according to speci�c requirements.

3.2 Creation tools

The application was created on the VR Ready PC, which

was connected to HTC Vive. Even though several software

products were used to create it, the core of the application

runs on the game engine Unity 3D. We used Blender to

model additional objects and we edited textures in Adobe

Photoshop. Graphics and buttons were created in Adobe Il-

lustrator. The whole logic of the application is programmed

in the C# programming language using scripts that are as-

signed to individual objects in the scene. These are scripts

for random movement of the spider, for avoiding obstacles,

for touching and catching objects, killing the spider, for

controlling the GUI elements and so on. For digital editing

of audio �les we used editor Audacity 2.3.2.

3.3 Interactivity

When you open the application, the main menu appears.

There are several options there: launching the main part

of the application, description of the operation, settings,

as well as information about the application and its author.

The menu is also enriched with a model of an animated

spider, whose task is to conjure a smile on the user’s face

rather than induce a phobic state.
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The application is designed to be controlled not only

by the patient, but also by the therapist. This way, the ther-

apist is in control of the entire course of treatment. For the

patient, interactivity is ensured by a pair of HTC Vive con-

trollers and a couple of Base Station sensors. The therapist

can use the keyboard and themouse to interferewith the ap-

plication. We have programmed the application controls to

be as simple and intuitive as possible for the user. The origi-

nal controller’s model that camewith the VIVE Input Utility

(VIU) library has been replaced by realistic-looking hand

models. These include animations of idle, touching, catch-

ing, and clenching. From a programming point of view, we

have transformed these movements into a functional inter-

action with the surrounding objects. We used the trackpad

button to touch the object, and we decided to use the grip

button to catch and release, as it is the most natural button

for the task. Killing the spiders and con�rming the choice is

mapped to the trigger controller. The last function button is

the menu button, which activates and deactivates the laser

pointer.

Figure 4: Therapist’s and patient’s menu.

3.4 Patients and therapists controlling

The user interface of the application is divided into two-

dimensional and three-dimensional interfaces. The two-

dimensional (Non-Diegetic UI) is only displayed on the

PC monitor. It serves the therapist to control the elements

of the environment at the discretion and response of the

patient. The three-dimensional interface (Diegetic UI) has

the ability to see both, but only the patient can modify

the environment objects through it. The advantage of such

a divided user interface is that the patients can use the

application in the comfort of their own home, which can

signi�cantly shorten the treatment process, not to mention

the money saved while sitting with the therapist.

By clicking the start button on the main menu, the pa-

tient �nds himself in a virtual environment that creates a

calm atmosphere and eliminates stress. Directly opposite

the patient is a TV set that serves as the initial phase of the

therapy. On the TV screen, the patient is shown images of

spiders, from a small cartoon spider to a real photograph

of a tarantula. Individual levels are used to eliminate un-

wanted or exaggerated patient reactions. By humorously be-

ginning therapy, we encourage the patient not to be afraid

to proceed to the next levels. The advantage is that if neces-

sary, e.g.whenwe adapt an app to a di�erent type of phobia,

we can easily replace those images with another.

On the left side, the patient can see a whiteboard on

which the user interface elements are located. There are

buttons, checkboxes and sliders. These elements are used

to add spiders on the table, also to remove, enlarge, shrink,

discolor, change the spider speed, move the table away

from and to the patient or, in the case of impulsive patient

response, to remove all spiders. We have implemented the

spider instances into the stack data structure (LIFO). Each

spider model is assigned a random animation using the

Mecanim state machine and the corresponding script. By

random generation, we have ensured that each spider be-

haves di�erently at any given moment, thereby achieving a

more natural e�ect. Figure 5 shows interactivity in Arachno-

phobia application.

Figure 5: Interactivity in application Arachnophobia.

The visual aspect of the application is complemented

by sound e�ects that contribute to the greater immersion

of the patient into the virtual environment, which in turn

helps to increase the e�ectiveness of the treatment. The

user interface in the app is represented by the use case

diagram in Figure 6.

The application itself is also made more attractive by

the elements of gami�cation,whichmove it to ahigher level.

We decided to incorporate the play elements to make the
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Figure 6: Diagram of use of VR app environment.

treatment process more interesting, interactive and engag-

ing. Another reason for it to provide a more attractive form

of treatment-encouraging active participation and engage-

ment, allowing for more direct and immediate feedback.

Information onhow the patient is doing during therapy (the

number of spiders touched, caught and killed) motivates

them to progressively improve, thereby achieving their goal

of getting rid of their unjusti�ed fear.

3.5 Testing the application

The testing of the applicationwas carried out in the “Labora-

tory of virtual reality and exploring the user experience” at

theDepartment of Computer Science, Faculty of Natural Sci-

ences, Matej Bel University in Banská Bystrica on a sample

of 39 respondents. However, six did not complete or submit

our electronic questionnaire. The questionnaire consisted

of the following sections: basic information about the par-

ticipant, physiological aspect, psychological aspect, appli-

cation controllability, visual aspect and others. The largest

group of respondents were secondary school students who

participated in the Department’s Open day, university stu-

dents taking lectures on a virtual reality subject and stu-

dents on the Forensic Chemistry study program. A very

important respondent was the psychotherapist himself and

his 12-year-old daughter, who su�ers from arachnophobia.

Of these 33 respondents, 24 were men and 9 were women

between 12 and 65 years of age, with the highest age share

being 21-25 years. This was a relatively well-balanced sam-

ple of respondents su�ering from arachnophobia (21.21%),

claustrophobia (9.09%), social phobia (3.03%), unspeci-

�ed phobia (6.06%), and totally healthy people (60.61%).

Nearly half of them (45.45%) had experienced some type of

VR technology before. On average, the duration of testing

the application in a virtual environment was approximately

16 minutes (ranging from 8 to 80 minutes).
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The hardware kit we used in this experiment consisted

of an Intel Core i9-9900K processor, 32 GB RAM and a

NVIDIA GeForce GTX 1060 6GB graphics card. The Win-

dows 10 Education 64-bit operating system was installed.

The computer assembly was transmitting the application’s

output image to the HTC Vive via the wireless adapter. HTC

Vive also included a pair of controllers. For free movement

we had a space of 2.5 m × 2.5 m (6.25 square meters).

3.6 Feedback

The majority of users fully (57.58%) or partially (39.39%)

agreed that the GUI was clear and intuitive for them. In

general, the interaction and manipulation of the virtual

environment seemed natural to them. They also positively

evaluated the possibilities and functions available in the

application.

The feeling of presence reached a relatively high level

(48.48% of respondents absolutely agreed and 45.45% par-

tially agreed that they felt engulfed in the virtual environ-

ment, which fully involved them in the simulation process).

This assumption is also con�rmed by the question concern-

ing the visual aspect of the virtual interior environment,

which 51.52% of respondents consider realistic and 48.48%

average.

VR discomfort is di�cult to measure because its e�ects

do not a�ect everyone equally and cannot be measured

with a single parameter. The standard tool for measuring

nausea is the Simulator Sickness Questionnaire (SSQ) [20].

The most common problems were vision (48.48% focusing,

48.48% blurred vision, 39.39% eye strain) and 33.33% over-

all discomfort. Exposure to the feared object, in this case

a spider, triggered di�erent reactions in the participants.

These objects did not cause any stress or tension to healthy

people.

For people su�ering from arachnophobia, using the

appmeant facing their fear. From the data we can conclude

that the 3D models of spiders moving on the table caused

more fear (36.36% of the positive answers) than the 2D

images of the spiders displayed on the television screen

(24.24% of the positive answers). We also met subjects who

completely refused any interaction with spiders (touch or

grabbing a spider in their hands).

The results obtained from this research point to the

tremendous potential of VR in the treatment of speci�c pho-

bias, namely arachnophobia. Up to 84.85% of respondents

would be willing to undergo phobia treatment in this form.

We also analyzed whether they would recommend this ap-

plication to psychotherapists and their patients. Most re-

spondents (90.91%) would recommend it. Most users liked

the interaction with objects and the possibility of catching

spiders in their hands. Others pointed out the creativity

of the idea and the actual elaboration of the project. They

were excited about how their simulated environment was

able to immerse them into another world.

In the future, we plan to extend the application to other

types of phobias. By simply exchanging animal models and

their animations, we can create for example an application

for the treatment of one of the zoophobias: musophobia,

ophidiophobia, cockroachphobia, etc. There is also the pos-

sibility of targeting other VR platforms.

4 Virtual reality in education

In recent years, the media has presented VR and AR as

technologies that reach home through various electronic

devices such as helmets, goggles, smartphones, etc. This

will involve the implementation of these technologies in

educational environments by supporting di�erent learning

styles and easing teaching and learning processes [22]. Our

goal in this �eld is to prepare our students to become future

developers of the VR, AR and MR.

In this article, we want to present the course of VR in

LMS Moodle. Here, our students have available lessons not

only to develop virtual environments and applications, but

but also to work with a panoramic camera, as well as with

creatingMR andAR. They can also �nd presentations, links

to various websites and useful materials. Using video tuto-

rials, they do assignments to build VR applications in Unity

3D or Unreal Engine, panorama video and photography in

Action Director to combine models and 360º video and to

Figure 7: LMS Moodle course for VR.
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create AR applications too. Figure 7 shows a small part of

the main menu of LMS Moodle course for VR.

4.1 Combination of panoramic video and

animated model

One of the interesting and challenging tasks that students

do is to create a mixed reality, where they create a combi-

nation of real-world, captured by a panoramic camera and

animated models. Such combination brings new possibili-

ties of using virtual graphics not only in the area of games

and entertainment, but it can also help in the area of health

andwell-being, when a realistic looking environment could

create a feeling of dreadful situations. Figure 8 shows such

a combination. An animated deer model is placed in the

real-world forest environment.

Figure 8: Combination of forest environment with an animated deer

model.

4.2 Hardware and software tools

Panoramic videos can be created using special cameras

with wide-angle lenses. They can take a full 360º panorama

in both horizontal and vertical directions. In our case, we

use Samsung Gear 360 for video recording. It is simple,

user-friendly and a�ordable. The camera captures two dif-

ferent spherical images into one �le, which must then be

combined into a so-called „panoramic format“. We use

the Gear 360 Action Director software that comes with the

panoramic camera. We use Blender 3D software and its ad-

vanced motion tracking functions to create a mixed reality

that combines panoramic video with an animated object.

4.3 The process of creating

The process of creating a MR in this software consists of

several steps. First, markers had to be placed on the con-

trast points in the movie – the number of those depends

on the video capture technique. After placing enough tags,

we tracked them. An important step was to set the camera

parameters. We had to ensure that the virtual camera in

the program had the same parameters as the camera we

recorded the video with. Then the program calculated the

movement of the real camera based on the amount and

quality of the traced tags. The calculation resulted in in-

formation on the size of the deviation. In the next step, we

prepared the scene so that the 3D object could be placed

in the video, which included dividing the scene into the

foreground and the background. We then imported a 3D

model into the scene that included the armature and anima-

tions. We placed the loaded model in the desired position,

rotated it correctly and resized it to �t the video exactly. We

provided lighting for the scene using two lighting methods,

whichwere combined to create the same lighting conditions

as in reality. The �rst method is IBL (Image-Based Light-

ing), which uses image information from real photographs

to create the illumination. As a secondmethod, we used the

virtual illumination incorporated in the program. Finally,

we rendered the scene into the resulting panoramic video

enriched with an arti�cial 3D object.

4.4 Interactivity

An essential feature of the panoramic video is its interactiv-

ity - the user decides what he is interested in at the moment

(he chooses the direction and the angle of view). There are

several ways to interact with the image. We can talk about

the so-called „immersive“ and „non-immersive manner“

of interaction or presentation of the video. The immersive

way is possible with one of the HMDs (HTC Vive, Samsung

Gear VR, Google Cardboard, etc.) that responds to head

movements or direction of vision and automatically adjusts

the image rotation. The non-immersive way is represented

by software players (mobile or desktop) and we interact

with the video with a �nger or mouse.

The possibilities of using MR (a combination of

panoramic video and animated 3D object) are seen mainly

in the �lm industry, in the creation of �lm tricks and visual

e�ects (shortly VFX).
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4.5 VR as a subject

Subject curriculum should respond as quickly as possible

to the changes brought by practice. Although the course is

called only “Virtual Reality”, students are now introduced

also to a wider range of modern technologies such as AR

and MR.

There is another concept that students become famil-

iar with during their studies, relating to all real-and-virtual

combined environments and human-machine interactions

generated by computer technology and wearables. It in-

cludes representative forms such as AR,MR andVR [23] and

the areas interpolated among them. It is called eXtended

Reality (XR). The levels of virtuality range frompartially sen-

sory inputs to immersive virtuality. XR is a superset which

includes the entire spectrum from "the complete real" to

"the complete virtual" in the concept of reality–virtuality

continuum introduced by PaulMilgram [24]. Still, its conno-

tation lies in the extension of human experiences especially

relating to the senses of existence (represented by VR) and

the acquisition of cognition (represented by AR). With the

continuous development in human–computer interactions,

this connotation is still evolving. XR is a rapid growing �eld

being applied in a wide range of �elds, such as entertain-

ment, marketing, real estate, training and remote work [25].

Mixed and virtual realities enable our feeling of being

in the immersive environment and recreate our sensorial

apparatus in the �ctional featured space inwhich our entire

body can interact with digital objects or assets [26].

As students learn to create these worlds during their

studies, they gain amazing experiences that they can use in

their professional careers, and their applications can help

other people in various �elds.

5 Conclusion

Since we are only at the beginning, we have not �nished

researching all these �elds.

The �rst �eld is easy to test because of students in the

school environment. Developed games have a positive re-

sponse among students. Whether they are sports games or

escape rooms, we try to interact with the environment and

its objects everywhere.

In the second �eld, we have taken a small step towards

treating phobias. Our therapist has started the treatment

with real patients and it is going well. However, it is a very

complex and long-term process, so the results cannot be

expected soon. The use of data helmets and gloves (or con-

trollers) is unpleasant for some users (especially those who

su�er from phobia), but research to this date suggests that

this feeling is better than touching the real object of their

phobia. So adapting to a phobia object via VR is easier and

not so frustrating.

Weuse the third �eld ofVR,AR,MR in educationmostly

because we are an educational institution that wants to

keep up with modern emerging technologies and has the

ambition to closely link the process of education with prac-

tice. It is the �eld of education that unites our e�orts to

create various applications for these areas, which we have

the opportunity to test in real life.

The aim of our article was to point out the various pos-

sibilities of using the VR, which we focused on in our de-

partment. Furthermore, we wanted to present the various

possibilities of interactivity o�ered by the current VR facil-

ities. And last but not least, we wanted to make our work

visible, which is beginning to be appreciated by the thera-

peutic professional public, especially in the �eld of phobia

treatment.
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