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Abstract

Motivated by the motion of a ship in a heavy sea, a mathematical model for 

the vertical impact of a two-dimensional solid body onto a half-space of quiescent, 

inviscid, incompressible fluid is formulated. No solutions to the full problem 

are known, but in the case when the impacting body has small deadrise angle 

(meaning that the angle between the tangent to the profile and the horizontal is 

everywhere small) a uniformly valid solution is obtained by using the method of 

matched asymptotic expansions. The pressure on the body is calculated and is 

in fair agreement with experimental results. The model is generalised for more 

complicated impacts and the justifications for the model are discussed.

The method is extended to three-dimensional bodies with small deadrise angle 

and solutions are obtained in some special cases. A variations! formulation of the 

leading order outer problem is derived, which gives information about the solution 

and leads to an fixed domain scheme for calculating solutions numerically. A 

partial linear stability analysis of the outer problem is given which indicates that 

entry problems are stable but exit problems are unstable to small perturbations.

A mathematical model for the effect of a cushioning air layer between the 

body and the fluid is presented and analysed both numerically and in appropriate 

asymptotic limits.

Finally, the limitations of the models are discussed and directions for future 

work indicated.
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Chapter 1 

Introduction

1.1 Ship Slamming

A ship travelling in a heavy sea experiences a continuous buffeting from the waves, 

which can cause violent motions of the hull. For certain combinations of ship 

speed, course, loading and sea state, the bows can leave the waves and impact 

back onto the water, generating large pressures on the hull. This phenomenon 

is known as ship slamming, and is the motivation for the research in this thesis. 

The transient loading experienced during a slam can cause localised damage 

to the plates of the hull near the keel. Not only are these plates expensive to 

repair, but sensitive devices such as sonar domes are often located on the keel 

and are especially vulnerable to damage. A more serious problem is the whipping 

vibration of the hull that is excited by the transient impact force, which causes a 

characteristic shudder throughout the ship. The resulting stresses can be larger 

than those induced by the waves, and dramatically reduce the fatigue life of the 

hull. In extreme cases they have even caused hulls to fracture. In order to reduce 

the damage to the ship (and discomfort to the occupants) caused by slamming, 

the Master is usually compelled to slow the vessel down. Indeed, in heavy seas 

this is the primary reason for speed reduction for ships of frigate and destroyer

size.

Slamming first came to the attention of naval architects more than fifty years 

ago with the introduction of the diesel engine. Recently, interest in the subject 

has been revived by the advent of new types of vessels, such a hydrofoils and 

Small Waterplane Area Twin Hull (S.W.A.T.H.) ships, for which the traditional



theoretical and empirical methods for predicting the occurrence of slamming and 

the resulting fluid loadings are inappropriate.

1.2 The Background of the Problem

The ship slamming problem was first brought to the Oxford Applied Mathemat­ 

ics Group by Dr. D.W. Chalmers from the Admiralty Procurement Executive 

in Bath, and was discussed during the 1986 Oxford Study Group with Industry. 

Following the interest in the problem expressed at this meeting, the author wrote 

an M.Sc. dissertation concerning a simple model for the response of a ship hull to 

transient loading, and the problem became the subject of a C.A.S.E. studentship. 

The award was funded jointly by S.E.R.C. and the Admiralty Procurement Ex­ 

ecutive in Dunfermline through Mr. J.D. Clarke, and began in October 1987.

1.3 Aim and Structure of Thesis

The aim of this thesis is to formulate and analyse mathematical models for solid- 

fluid impact problems which are relevant to ship slamming. The chief theoretical 

aims are to identify the important physical effects and predict the pressure dis­ 

tribution on an impacting body.

The remainder of Chapter 1 consists of a review of the mathematical litera­ 

ture about fluid entry problems. The majority of the papers discuss approximate 

methods of varying rigour and usefulness, but there are also a number of analyt­ 

ical and numerical results concerning the full nonlinear free boundary problem- 

Chapter 2 concerns the vertical entry at constant velocity of a two-dimensional 

rigid body into a half-space of quiescent, inviscid, incompressible fluid. In the 

case when the body has small deadrise angle (i.e. when angle made between the 

tangent to the profile of the body and the horizontal is small), we show that 

the flow field can be analysed in three distinct regions. In each region we seek 

solutions in the form of asymptotic series in the deadrise angle and derive the 

appropriate leading order problem. Using the method of matched asymptotic 

expansions the unknown parameters are determined by matching the solutions 

appropriately, and the uniformly valid composite pressure is constructed. The



model is generalised to include the effects of variable impact velocity, surface 

tension and gravity. Solutions are obtained for a number of simple body shapes, 

and the theoretically predicted pressure distributions are found to be in fair 

agreement with experimental observations.

In Chapter 3 the approach of the previous chapter is extended to three- 

dimensional bodies with small deadrise angle. Less analytical progress is possible, 

but solutions are obtained in a number of special cases. A variational formulation 

of the leading order outer problem is derived, which leads to a 'fixed domain' 

numerical scheme for computing solutions. Simple finite element programs which 

implement the scheme in two and in three dimensions are described.

Chapter 4 contains a local linear stability analysis of the outer problem, and 

the results lead to a discussion of the fundamental differences between entry and 

exit problems.

The major discrepancy between the theoretically predicted pressures and ex­ 

perimental observations on the keel is due to the presence of a cushioning air 

layer between the body and the fluid, an effect which reduces the large pressures 

generated in the initial stages of an impact. In Chapter 5 a coupled model for 

the flow in the air and the fluid before the body reaches the fluid is formulated. 

The leading order problem is examined in various asymptotic lirmts, and numer­ 

ical solutions obtained which predict the formation of an air pocket between the 

body and the fluid.

Finally, in Chapter 6 conclusions are drawn from the work presented and 

directions for future work are indicated.

1.4 Review of Previous Work

The literature concerning ship slamming reviewed in this section consists of three 

basic kinds; theoretical papers about idealised solid-fluid impact problems, those 

which report the results of experiments, and those that try to make predictions 

about the effect of slamming on real ships, their cargoes and their crews.



1.4.1 Fluid Impact Problems

The large body of literature about fluid impact problems falls into two broad 

categories, viz. solely mathematical papers and those which attempt to combine 

approximate theories with experimental results. Those in the first group con­ 

centrate on exact mathematical analysis of the simplest impact problems. The 

subject of most of those in the much larger second group is a variety of approxi­ 

mate and asymptotic theories, of varying complexity, rigour and usefulness, and 

their comparison with experimental data.

Numerical and Analytical Studies of the Full Problem

(a) The Wedge Entry Problem

Mathematically, the simplest fluid impact problem is that of an infinite two- 

dimensional wedge, with opening angle 2a, entering a half-space of quiescent, 

inviscid, incompressible fluid. This situation is called the wedge entry problem 

and is summarised in Figure (1.1). Since, in the absence of gravity and surface 

tension, there is no length scale in the problem, the solution is self-similar and 

the number of independent variables can be reduced from three, viz. 2, y and 

£, to two by introducing the similarity variables X and Y defined by X = x/Vt 

and Y = y/Vt. As a result of this simplification most of the analytical and 

numerical studies have concentrated on the wedge entry problem. Although 

several authors have studied this problem, no closed form solutions are known, 

and no existence/uniqueness theory has been developed.

As in classical jet theory, substantial progress has been made by employing 

complex variable techniques, beginning with the pioneering paper by Wagner 

(1932). In a footnote to this paper the author introduced the so-called Wagner 

function, h(z), defined by

00

where z — X + iY, ( = £ + irj and w(() is the complex potential. Subsequently, 

a number of workers have corrected a mistake in Wagner's work which prevented 

him from exploiting the properties of this function, and have shown that it maps



Figure 1.1: Wedge entry geometry.

the unknown fluid domain to a finite region in the /i-plane bounded by straight 

lines.

Wagner (1932) also showed that the arc length measured along the free sur­ 

face between any two fluid particles remains constant throughout the motion, and 

this was subsequently confirmed by Garabedian (1953) using complex variable 

methods. A direct proof of this property is given in Appendix A. Garabedian 

(1965) used the properties of the Wagner function to obtain bounds on the con­ 

tact angle made between the free surface and the solid boundary, (3. Under the 

assumption that the free boundary was convex, he showed that

0 <
7T

<4-

Mackie (1969) proved that if the pressure on the wedge face was greater than 

or equal to atmospheric pressure, then the free boundary must be convex, and 

under this assumption improved the bounds on the contact angle by showing 

that
7T

0</?< --a.



Figure 1.2: Pressure distribution along the wedge face for different values of the 
half-angle a, reproduced from Dobrovol'skaya (1969). The vertical scale of the 
dashed curve is one quarter of that of the solid curves.

Dobrovol'skaya (1969) used the Wagner function to reduce the wedge entry prob­ 

lem to a non-linear singular integral equation, whose solution she computed. Her 

numerical calculations of the pressure on the wedge face are reproduced here in 

Figure (1.2), and for small opening angles are in agreement with the linearized 

theory of Mackie (1962). The largest half-angle she computed was a = Tr/3, and 

in this case she found a large pressure maximum some distance up the wedge 

face above the undisturbed waterline. By performing a local analysis around 

the three phase contact line, Tayler (1972) reproduced Mackie's bounds on the 

contact angle without using complex variable methods.

Hughes (1972) developed an unusual quasi-analytical numerical method, which 

exploited the properties of the Wagner function and combined numerical confor- 

mal mapping with a local analysis of the singular points in the flow. Some errors 

in Dobrovol'skaya's (1969) calculations were pointed out, and good agreement 

obtained with Wagner's (1932) approximate expression for the total force for 

wedge in the case a = Tr/4.



The first Lagrangian formulation of the wedge entry problem was performed 

by Johnstone & Mackie (1973), who neatly established the convexity of the free 

surface and derived an explicit formula for the contact angle. Unfortunately, 

their analysis depended on the invalid assumption of continuity of fluid velocity 

at the wedge tip, and this explains why the predicted contact angle violated 
Mackie's (1969) upper bound.

Greenhow (1987) reviewed some of the work on wedge impact problems, and 

compared a number of approximate theories with the results of his own numer­ 

ical calculations, made using a boundary integral method. Particular difficulty 

was experienced in resolving the flow in the thin, fast-moving jet of fluid that 

forms close to the body, and in consequence he was unable to perform calcu­ 

lations for wedges with half-angle larger than about Tr/4. Worse, even in the 

absence of gravity the jet was observed to separate from the wedge, in viola­ 

tion of the self-similarity property. Some more complicated problems were also 

studied, including those of variable impact velocity, oblique entry and complete 

submergence of finite wedges. Yim (1986) encountered similar difficulties resolv­ 

ing the jet in his numerical calculations. Taking atmospheric pressure to be zero, 

he observed that for convex pointed bodies the pressure due to the jet was always 

positive and that for convex bodies it was negative, indicating that in the latter 

case the jet might separate from the body. In a recent paper Greenhow (1988) 

applied the same numerical approach as that in his earlier paper to the entry of 

a circular cylinder, and obtained a wide variety of free surface flows, including 

jet formation and cavity formation behind a fully submerged body.

(b) The Cone Entry Problem

The simplest three-dimensional impact problem is that of a semi-infinite cone 

entering a half-space of quiescent, inviscid, incompressible fluid. In the absence 

of gravity and surface tension the problem is again self-similar, but complex 

variable methods can no longer be used, and as a consequence less progress has 

been made. Tayler (1972) performed a local analysis in the region of the jet tip 

and showed that, in contrast the wedge entry problem, the contact angle must be 

zero. The Lagrangian formulation due to Johnstone & Mackie (1973) extended

8



easily to three-dimensions and, although unable to obtain an explicit formula for 

the free surface, they reproduced Tayler's (1972) result that the contact angle 
must be zero.

Approximate and Asymptotic Theories

(a) Incompressible Fluid Models

The earliest work was motivated not by an interest in ships, but by the desire to 

predict the force on the floats of a landing sea-plane. The pioneering papers were 

written independently by T. Von Karman in 1929 and by H. Wagner in 1931 and 

1932. Both authors propose approximate theories for simple solid-fluid impact 

problems based largely on intuition. Essentially, Von Karman's approach consists 

of replacing the impacting body with a fiat plate whose width is equal to the body 

cross-section at the instantaneous waterline, and neglecting the deformation of 

the free surface. An expression for the force is then obtained by equating the 

momentum of the fluid to the momentum of the plate, set instantaneously into 

motion normal to the undisturbed fluid surface with the impact velocity.

Wagner's approach is more sophisticated, and more closely resembles the 

present work. The body is again approximated by a flat plate, whose width 

is now determined by obtaining an approximate expression for the free surface 

rise around the body and requiring that it meets the body at the point corre­ 

sponding to edge of the plate. The resulting pressure distribution on the plate 

can be integrated to give an expression for the force, but has physically unac­ 

ceptable singularities at the edges of the plate. Wagner (1932) realised that to 

correct this singularity a new problem would have to be formulated in this re­ 

gion, corresponding to the spray root where the free surface turns over to form 

a jet, and suggested the form it should have. However, since his work pre-dates 

the development of the techniques of matched asymptotic expansions, his ideas 

lacked a formal basis and he was unable to determine the size of this region. 

Furthermore, he neglected the effect of the thin, fast-moving jet that forms close 

to the body, implicitly assuming it to be of low pressure compared to that in 

the main part of the flow. Both these approaches are valid only when the body 

has small deadrise angle, defined as the angle made between the tangent to the



body and the horizontal, but various ad hoc attempts have been made to modify 

them for bodies with large deadrise angles. Some of these are listed by Pier- 

son (1951). For example, Pabst (1931) added an 'aspect ratio' correction. Mayo 

(1943) multiplied Wagner's result by an empirical factor of 0.82 in order improve 

the agreement with some experimental data, and Kreps (1943) added a 'fluid 
dynamic' resistance.

Pierson (1950) employed an unusual graphical method to obtain approximate 

solutions for the entry of a wedge with arbitrary deadrise angle. By insisting that 

the free surface satisfy conditions of continuity of flow, dynamic similarity and ir- 

rotationality he derived an iterative scheme for calculating the free surface shape, 

and hence the velocity and pressure everywhere. By measuring the thickness of 

the jet he then calculated the force in the region of the spray root suggested by 

Wagner (1932) and found it to be in reasonable agreement with his own direct 
calculations.

Schrnieden (1953) extended Wagner's flat plate analogy to rotationally sym­ 

metric bodies by approximating the body by an equivalent disc, whose radius 

had to be determined.

A widely employed method of extending the early flat plate theories is that 

of approximating the flow by that around a simpler shape, chosen in some way 

to be 'equivalent' to the impacting body. Shiffman & Spencer (1953) derived an 

approximate theory for the impact of a cone by 'fitting' an ellipse, whose dimen­ 

sions were determined by equating the depth of penetration and accounting for 

the free surface rise in the same way as Wagner (1932). Fabula (1957) compared 

ellipse fitting with the alternative approach of approximating the flow by the flow 

around a diamond-shaped body, like described by Ferdinande (1966). Perhaps 

surprisingly, he found the former to be in closer agreement with experiment, and 

he attributed this to the fortunate accident of a more accurate representation of 

the singularity in the region of the spray root.

Borg (1959) considered the impact of a wedge with small deadrise angle and, 

by using a crude geometrical construction of the jet, was led to approximating 

the body by a flat plate of width 1.5 times that of the cross-section at the 

instantaneous waterline. His analysis also gave approximate values of the value

10



of pressure at the vertex and the pressure maximum in the region of the spray 

root.

Fraenkel (1958) addressed the problem of the impact of a slender cone and ob­ 

tained solutions to a linearized problem for a <C 1, representing the flow around 

the submerged portion of the body. He took into account the discontinuous slope 

of the reflected body, but the linearization of the free surface condition was invalid 

in a region of width O(e~ l/a ) near the body. Mackie (1962) adopted a similar 

approach for slender wedges and cones, and derived and solved the appropriate 

linearized problem, from which he obtained an explicit formula for the shape of 

the free surface. A similar approach, closely related to the distribution of singu­ 

larities in aerofoil theory was taken by Moran (1961), who obtained approximate 

solutions to a linearized entry or exit problem for slender bodies. Recently Conor 

(1986) has corrected the weak singularity at the wedge tip to obtain a solution 

valid everywhere away from the contact points.

Cumberbatch (1960) tackled the related impact problem of a wedge of fluid 

striking a rigid wall by numerically patching together solutions valid near to and 

far from the wall, and was able to give estimates of the free surface shape and 

the force on the wall.

Payne (1981) extended Von Karman's (1929) flat plate theory and added 

mass calculations by calculating the added mass associated with the immersed 

portion of an impacting wedge, and found fair agreement between his predictions 

and some experiments made using wedges with small deadrise angles.

Most of the recent developments in fluid impact problems have been made by 

Russian researchers. Pukhnachov (1979) formulated the impact problem in La- 

grangian coordinates and, when the impacting body is blunt, derived a linearized 

problem based on the assumption of small fluid displacement. Pukhnachov & Ko- 

robkin (1981), Korobkin & Pukhnachov (1985) and Korobkin (1985) extended 

this approach to three-dimensional bodies with elliptical cross-section. In the 

case of the impact of a two-dimensional parabolic body they derived an inner 

expansion to correct the singularity in the outer solution at the contact line. 

They employed time as their perturbation parameter and so their analysis ap­ 

plies is valid during the initial stages of the motion. Korobkin (1982) employed a
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clever Baiocchi-type smoothing transformation to write the leading order outer 

problem as a variational inequality.

The modern paper closest in spirit to the present approach is that by Watan- 

abe (1986), who sought to correct the singularity in Wagner's flat plate solution 

for bodies with small deadrise angle by considering an inner problem in the re­ 

gion of the spray root. His inner problem, however, represented the physically 

meaningless problem of an infinitely long planing flat plate, and expanding in 

the region of the stagnation point therefore gave the wrong local behaviour.

(b) Compressible Fluid Models

All of the incompressible impact theories predict an infinite pressure on a blunt 

body at the instant of impact which, of course, cannot occur. One possible 

neglected effect is that of the fluid compressibility, which is significant in the 

early stages of impact even when the Mach number, M, is small. Here M is 

defined to be V/c, where V is the impact velocity and c is the sound speed. 

The solution of the incompressible problem is evidently the leading term in the 

asymptotic expansion of the solution to the compressible problem in the limit 

M-+0.

There are two characteristic stages of the impact onto a compressible fluid. 

First, there is a time interval, 0 < t < F, during which the boundary of the solid- 

fluid contact region is expanding supersonically, and the region of disturbed fluid 

is bounded by a shock attached to the body and to the contact line. Second, 

there is a subsonic phase, t > T, during which the shock moves away from the 

contact line.

Von Karman (1929) considered the one-dimensional situation of the normal 

impact of a flat plate onto a compressible fluid and, by making an acoustic 

approximation in the fluid, found the pressure on the body at the instant of 

impact to be the so-called water-hammer pressure pcV', where p is the density of 

the water.

During the supersonic stage, the contact region is known and Korobkin (1984) 

obtained the solution using an acoustic approximation, based on the assumption 

that the disturbance of the fluid is small, which reproduces Von Karman's result
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at t = 0. The approximation is invalid within a small vicinity of the contact points 

as t —»• t m ~, and this problem has been addressed by Korobkin & Pukhnachov 

(1985), who showed that for a parabolic body the pressure at the contact point 

is O(M~z) as M —>• 0, t —> t"~. During the subsonic phase the contact region is 

unknown, and the solution has only been obtained numerically.

A different approach to the problem was taken by Lesser (1981), who used a 

simplification based on geometrical acoustics, and obtained good agreement with 

earlier theoretical and experimental work.

Despite a large body of work, there is currently no well-developed theory for 

the fully compressible problem.

(c) Models Including a Cushioning Fluid

The pressures and total forces predicted by both compressible and incompressible 

theories are, in general, overestimates of the experimental observations. The most 

likely mechanism for reducing the actual pressure is that a pocket of air, which 

cushions the impact, is trapped between the body and the fluid surface. The 

geometry is shown in Figure (1.3) and a number of approximate theories have 

been developed to account for the presence of an air layer during fluid impact.

Verhagen (1967) used a simple one-dimensional model for the compressible 

flow of air in the narrowing gap between a flat plate and the fluid, which he solved 

numerically. Motivated by the well-known theory applying to the steady flow of 

compressible fluid in converging and diverging channels, he assumed that as the 

air velocity reached the local sound speed in the throat formed between the body 

and the rising water surface, the flow would choke, and thereafter that the local 

air speed would be equal to the sound speed. The flow in this new regime was 

then calculated until the instant the body first touched the water. Then a model 

for the trapped pocket of air, in which it was assumed that the air pressure was 

a function of time only, was used to predict the pressure on the body. Despite 

incorporating a number of crude approximations, and introducing an arbitrary 

smoothing factor into the pressure distribution, the calculations were shown to 

be a good agreement with a set of experimental measurements made using a 

light-weight model.
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Figure 1.3: Air Cushioning Geometry.

Lewison & Maclean (1967) and Lewison (1970) reported an extensive series 

of drop tests of flat plates, and compared them with approximate numerical 

solutions to a one-dimensional model for the flow in the air which incorporated 

additional physical assumptions. The computed solutions were in qualitative 

agreement with the experiments, but displayed a marked sensitivity to the the 

choice of initial conditions and overestimated the pressures by roughly a factor 

of two. A series of experiments with ship models showed, unsurprisingly, that 

adding flanges to the keel to encourage air entrapment reduced the measured 

impact pressures.

Apparently working without reference to the earlier work, Asryan (1972) 

derived averaged equations for the flow of air beneath a plate, modelled first as 

an incompressible and then as a compressible fluid. Approximate solutions were 

obtained numerically and in both cases estimates for the time of first contact 

between the plate and the water were calculated.

(d) Review Papers

A number of review papers have appeared in the last fifty years. Among them 

Chu &; Abramson (1961) discussed the various flat plate, diamond, circle and

14
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ellipse fitting theories and compared them with experimental results. A broader 

ranging survey by Moran (1965) included sections on slender body theories and 

more complicated impact problems, including variable entry speed, water com­ 

pressibility and the effect of a cushioning air layer. Recent developments are 

reviewed in Korobkin & Pukhnachov (1988), who placed particular emphasis on 

their Lagrangian formulation of the problem. This latter paper includes a num­ 

ber of valuable references to the work of other Russian authors, and incorporates 

sections on the impact of elastic shells and impact onto compressible fluids.

1.4.2 Experimental Papers

There is a large body of literature reporting experimental data from drop tests 

and full scale measurements, and many compare their findings with the various 

approximate theories outlined above.

Chuang (1967) described a series of drop tests performed with flat-bottomed 

and small deadrise wedges. His experiments indicated that only the flat body 

and 1° deadrise wedge entrapped a significant quantity of air, and he derived a 

sequence of empirical correction factors to Wagner's (1932) simple flat plate the­ 

ory to give better agreement with observations. Hagiwara & Yuhara (1974a,b) 

conducted experiments to measure the impact forces and resulting stress dis­ 

tributions in a number of one-third scale bow models. They too observed the 

effects of air-entrapment for angles of less than about 3°, and were able to produce 

pressures roughly equal to the water hammer pressure for large impact velocities.

Results of experimental impacts made using a variety of different bodies and 

compressible fluids were reported by Eroshin et al. (1980). Figure (1.4) is repro­ 

duced from their paper, and shows that the dependence of the total force on the 

body on the Mach number in the fluid, M, is strongly influenced by the shape 

of the body. Whereas the force on a flat disc rises sharply as M —» 0, that on a 

cone with a semi-angle of 75° is only weakly dependent on M, while that on a 

hemisphere is effectively independent of M.

Moghisi & Squire (1981) performed drop test experiments using a hemisphere 

and measured the resulting total force on the body, which they found to be 

proportional to the square root of the depth of immersion. Two typical force
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Figure 1.4: Maximum values of the force on (1) a disc, (2) a cone with half-angle 
a = 25°, and (3) a hemisphere plotted as a function of the Mach number, M. 
Reproduced from Eroshin ei al. (1980). S denotes the midsection area of the 
body.

Figure 1.5: Typical relations between drag force and time for a hemisphere. 
Reproduced from Moghisi &; Squire (1981).
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histories are shown in Figure (1.5).

Driscoll & Lloyd (1982) reported a series of drop tests using flat bottomed 

wedges of varying keel size and deadrise angle, and made measurements of the 

speed and magnitude of the maximum pressure pulse. First contact was usually 

made at the edge of the keel, and for larger keels a smaller secondary, inward 

travelling pressure pulse due to air entrapment was recorded.

Eroshin et al. (1984) reported a series of drop test experiments onto a com­ 

pressible fluid using flat bodies in the presence of various types of cushioning 

fluid layers, and found them to be in good agreement with numerical solutions 

to a simple one-dimensional model.

Nethercote et al. (1986) conducted an extensive series of drop tests using 

representative hull sections and ship models and performed numerical calcula­ 

tions using a commercially available finite difference code. The numerical results 

were very noisy, and even after extensive smoothing were only approximately in 

agreement with the experimental results.

Greenhow (1987) included a number of photographs of small scale experi­ 

ments, one of which is reproduced here in Figure (1.6). They clearly show jet 

separation does occur during wedge impacts, probably due to the effect of gravity.

1.4.3 Applications to Ship Loading and Dynamics

There are a large number of numerically and empirically based papers which 

seek to apply approximate predictions of impact pressures to realistic ship mod­ 

els, and hence make useful predictions about the resulting stresses set up in the 

hull, as well as the effect on the dynamics of the motion of a ship in a seaway. 

A full review is not attempted here but we should record that a series of papers 

combining an elastic beam model for the ship hull with empirical approxima­ 

tions for the impact force are due to Bishop with various co-workers, and are 

summarised in the recent paper by Belick, Bishop & Price (1987). A more math­ 

ematical presentation is given in Bishop, Price & Wu (1986), in which the ideas 

are extended to other floating structures. In both cases extensive finite element



Figure 1.6: High speed impact of a wedge with half-angle a = Tr/6 into water. 
Photograph courtesy of Dr. M. Greenhow, Brunei University, London.

calculations are performed and a large number of empirical factors have to be 

estimated.

There are also a large group of research papers and technical reports detail­ 

ing experimental and real life observations of sea trials, such those made on two 

frigates on rough weather by Bishop, Clarke & Price (1984). Recently atten­ 

tion has been focused on new types of vessel, and a recent paper by Graham 

(1988) reports a series on slamming trials made using a scale model of a SWATH 

destroyer.

Other authors seek to draw conclusions directly from the experimental data 

without using mathematics, or by employing the techniques of statistics and 

probabilistic modelling.
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Chapter 2

Two-Dimensional Fluid Impact 
Problems

In this chapter, we consider the problem of a two-dimensional rigid body impact­ 

ing onto an inviscid, incompressible fluid. When the body has small deadrise an­ 

gle, the flow field decomposes into three regions. In the outer region, the problem 

is the normal impact of a flat plate of unknown width, whilst in the inner region, 

a free streamline problem is obtained. In the third region there is a thin, fast- 

moving jet close to the body. In each region we formulate and solve the leading 

order problem, and obtain the corresponding leading order pressure distribution 

on the body. We construct solutions for a number of simple body profiles, and 

consider the effect of additional physical phenomena, such as gravity and sur­ 

face tension, neglected in the simple model. Finally we compare our asymptotic 

results with the work of other authors and with some of the experimental data 

available in the literature.

2.1 Physical Motivation

We wish to construct a mathematical model for the impact of the forward part 

of a ship hull onto the sea, with the principal aim of predicting the resulting 

pressure distribution on the hull. The first step of the modelling procedure is to 

identify the most important physical phenomena, and we shall do this crudely by 

evaluating the orders of magnitude of the relevant non-dimensional parameters. 

Consider a 'typical' ship with characteristic width, /, of 10m impacting onto 

the ocean with a relative speed, V, of 30ms" 1 . Since the kinematic viscosity of
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water, z/, is roughly 10~6 m2 s l the Reynolds number, Re , for the flow is

Re = — ~ 10 8 . 
v

The square of the Froude number, F2 , is given by

, V 2 
F = ~ - 10,

where g ~ 9.8ms~ 2 is the acceleration due to gravity and the Weber number, We , 

is defined as

W. = ~ 10*.
7

where 7 ~ 7.5 x 10~4 Nm~ 1 is the surface tension at a water-air interface and p 

is the density of water. Finally the Mach number in the water, Mw , is

VML - — ~ 10 -2

where c^, ~ 1400ms~ 2 is the local sound speed.

Since Re >> 1 and M^, <C 1 our first model will be of an inviscid, incompress­ 

ible fluid and since F2. ^> 1 and We ^> 1 we shall neglect the effects of gravity 

and surface tension.

The air present between the ship and the sea before the impact occurs may 

play an important role in the impact process, and we will consider it more care­ 

fully in Chapter 5. Typical magnitudes of the air and water pressures are paVa 

and pw V£ respectively, where pa is the air density, Va is a characteristic air speed 

and pw , Vw are the corresponding quantities for the water. The air pressure will, 

therefore, be negligible compared to the water pressure provided

where
PW i n3 — ~ ID .
Pa

Since this density ratio is large, we expect the air pressure to be negligible except 

just before impact occurs, when the air velocity may become sufficiently large for 

the air pressure to be significant. This stage of the impact is analysed in Chapter 

5, but in this first model we can assume that the impacting body moves through 

a vacuum before striking the fluid.
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Clearly, all these intuitively evident assumptions must be reviewed when the 

calculation is completed and some or all of these effects may have to be re- 

introduced to reproduce the observed physical phenomena.

2.2 Problem Formulation

Consider the impact of a two-dimensional rigid body onto a half-space of qui­ 

escent, inviscid and incompressible fluid. In this simple model we assume that 

the body is symmetric and take cartesian coordinates (x,y) with the y-axis ver­ 

tically upwards along the axis of symmetry of the body and the x-axis along the 

undisturbed fluid surface. The fluid initially fills y < 0 and the region y > 0 is 

assumed to be a vacuum. The effects of gravity and surface tension are ignored. 

The body has profile y = /(z), where /(O) = 0, f(x) = /( — x] and f(x] > 0 for 

x > 0, and moves vertically downwards with constant speed V throughout the 

impact. We choose the origin of time t = 0 to correspond to the moment when 

the body first touches the undisturbed fluid surface, and so the position of the 

body at time t is given by
y = f(X ) - Vt.

•

The fluid flow is described by the fluid velocity u(z,y,tf) and pressure p(x,y,t). 

The governing equations, which are derived from the principles of conservation 

of mass and of momentum, are Euler's equations,

V-u = 0, (2.1)

F, (2.2) 
Dt p

where p is the constant fluid density. The body force F is assumed to be conser­ 

vative and consequently can be written in the form F = — Vfi, where fi(z,y,t) 

is a scalar potential function. D/Dt denotes the convective derivative which can 

be expressed in terms of derivatives at a fixed point as

D d

A fluid flow is said to be irrotational if V x u = 0. Since the fluid is incompressible 

and inviscid, Kelvin's Theorem applies, and so the circulation around any closed
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curve moving with the flow is constant. Hence, since the flow is initially at rest 
and therefore irrotational, it will remain irrotational throughout the motion. We 
can therefore define a velocity potential <{>(x,y,t} such that

u =

and hence, from equation (2.1), the potential <f> satisfies Laplace's equation

0. (2.3)

When </> has been determined the pressure, p, is calculated from the equation of 
motion (2.2) which can be integrated to give the unsteady form of Bernoulli's 
equation,

Tt + \ V* |J + ? + n = 3(t} ' (2 '4)
in which g(i] is a function of time t only.

For t > 0 the surface of the fluid will be divided into two parts, the wetted 
body surface and the free surface.

On the wetted body surface the appropriate boundary condition for an invis- 
cid fluid is that there should be continuity of normal velocity between the body 
and the fluid. This means that

-(j, - /(«) + Vt) = 0, 

and so

(2.5)

The shape of the free surface is denoted by y = h(x,t] and, since it is to be 
determined as part of the solution, we require that two boundary conditions are 
imposed on it. The first comes from the kinematic condition that fluid particles 
originally in the free surface always remain so. Consequently for a fluid particle
in the surface

D_~Dt

which gives the condition

dh dh 86 vu,V V „ , , ., ^.Q)
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The second relation is the pressure matching condition that the pressure on the 

free surface is equal to the zero pressure in the vacuum above, and so from 

Bernoulli's equation (2.4) in the absence of gravity and surface tension we have

-0 on y = h(x,t). (2.7)
1 

dt + 2 "cT~ "^ ~ET~dx \dy

We must also specify initial conditions at the instant of impact 2 = 0 and the 

far-field behaviour of the solution. Without loss of generality we can choose the 

potential so that

= 0, (2.8)

and since the fluid filling y < 0 is initially at rest, we have that

0. (2.9)

Physically we insist that the fluid velocity must tend to zero at large distances 

from the body and so

\V</>(x,y,t)\ -» 0 as (z 2 + y2 )* -> oo, (2.10)

x oo.with the consequence that h(x,t) —> 0 as

Laplace's equation (2.3) together with the boundary conditions (2.5), (2.6), 

(2.7), the initial conditions (2.8), (2.9) and the far field condition (2.10) are 

an unsteady, nonlinear free boundary problem for <t>(x,y,t) and h(x,t) in the 

geometry shown in Figure (2.1). No solutions of this set of equations are known 

for arbitrary shaped bodies and there is no existence/uniqueness theory for the 

problem.

2.3 Bodies with Small Deadrise Angle

In order to make progress we restrict our attention to bodies whose deadrise 

angle (3, defined to be the angle made between the tangent to the profile and the 

horizontal, is everywhere 'small'. By 'small' in this context we mean that (3 is 

much less than Tr/2.
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—
dt + dx

dx I + (dy

= h(x,t)

y

y = f(x) - Vt

> 
x

, 86 do T (x — — — = V J { j dy

as

Figure 2.1: Rigid body impact geometry.

First we non-dimensionalize the problem by introducing suitably scaled non- 

dimensional variables x*, y* and t*, based on a typical length scale / and impact 

velocity y, in the form

X — ~r ? y — ~r 5 X — r~«
L I L

In a similar way we define a non-dimensional velocity potential 

pressure p*(cc*,7/*,r) and free surface elevation h*(x*,t*) by

We now introduce the small dimensionless parameter e <C 1 in such a way that 

the position of the impacting body is given by

* rxf * \ jxy = f (ex ) - t ,

where the function /*(•) describes the profile of the body. We immediately 

drop the cumbersome starred notation, but hereafter all quantities will be non- 

dimensional unless otherwise stated. Non-dimensionalizing equations (2.3), (2.5),
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oo

Figure 2.2: Impact of a body with small deadrise angle. 

(2.6) and (2.7), we obtain the full impact problem,

+dx 2 dy2 = 0 in the fluid,

dh dhd<t>
dt ox

d<f>
«rdy

on =
on =

dt 2 = 0 on T/ = h(x,t],

together with the initial conditions from (2.8) and (2.9),

and the far-field condition from (2.10),

d(f>
as oo.

(2.11)

(2.12)

(2.13)

(2.14)

(2.15)

(2.16)
dx' dy 

which is summarised in Figure (2.2).

A natural way to approach the equation (2.11) together with the boundary 

conditions (2.12), (2.13) and (2.14) is as a perturbation problem in the small 

parameter e, which we do by introducing suitably scaled variables and seeking a
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solution in the form of an asymptotic series in e. As we shall see, this approach 
yields a description of the flow which is valid in an outer region but fails in an 
inner region near the body where it is singular. In order to correct the singularity 
in the outer problem, we must rescale the variables, then formulate and solve the 
appropriate inner problem in that region. Once the inner solution is known a 
uniformly valid solution can be obtained by first matching the two expansions, 
and then constructing a uniformly valid composite expansion. This technique is 
known as the method of Matched Asymptotic Expansions and has been applied 
to many singular perturbation problems, especially in fluid mechanics, and is 
described in detail in the classic book by Van Dyke (1975).

2.4 The Outer Problem

The profile of the body changes by an O(l) quantity over a length of 0(l/e). 
The length scale of the outer region is, therefore, O(l/e), and so we introduce 
scaled outer variables X and Y defined by

X = ex, Y = ey.

Since the velocities in the outer region will be 0(1), we introduce a scaled outer 

velocity potential 3>(X, Y, t) defined by

and, since the free surface deformation will also be O(l), we define an outer free 

surface elevation H(X,t) by h(x,i) = H(X,t) so that

Y = eH(X,t)

describes the position of the fluid surface. Writing (2.11), (2.12), (2.13) and 
(2.14) in outer variables we obtain the full outer problem:

= ° inthefluid '
on

dH dH 5$

c 
2 dX

_ 
dY = 0 on Y = eH(X,t), (2.20)
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together with the initial conditions from (2.15),

and far-field condition from (2.16),

-» 0 as (X 2 +72 )2 -> oo. (2.22)

In order to carry out a systematic expansion the boundary conditions on 

the body and on the free surface, they must be expressed in terms of quantities 

evaluated on the undisturbed position of the free surface Y = 0, corresponding 

to setting e = 0. This is accomplished by expanding the boundary conditions in 

Taylor series about their values at Y = 0. This procedure presents no difficulties 

for the boundary condition on the body Y = e(f(X) — t), but when applied to 

those on the free surface Y = eH(X,t) it does if the free surface becomes double 

valued. Indeed, we would expect this to be the case since many experimental 

and numerical investigations note the formation of a long, thin, fast-moving jet 

of fluid close to the body during small deadrise impacts. For example, Figure 

(1.6) is a photograph of a small scale experiment reproduced from Greenhow 

(1987) which clearly shows such a jet. Motivated by these observations and by 

the assumption, to be verified a posteriori, that the volume of fluid in the jet 

is small compared to a typical volume measured on the outer length scale, we 

neglect the effect of the jet in the outer problem. Hence when performing the 

linearization of the boundary conditions we apply the wetted body condition on 

Y = 0, \X\ < d(i) and the free surface conditions on Y = 0, \X\ > d(t) where 

d(t) is an unknown function of t which represents the position of the point where 

the free surface turns over to form the jet.

We now seek regular perturbation solutions for 3> and H as power series in e 

in the form

H =HQ 

The leading order outer problem is, therefore,

n
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~d(t)

_

Y

dt
= 0

as

Figure 2.3: Leading order outer problem.

dY

OY

Ot

-1 on Y = 0, \X\ < d(t),
F)H
U-~t on y = 0, \X\>d(t]

0 on Y = 0, \X\ > d(t),

with initial conditions

and far-field conditions

dY 0 as oo.

X

(2.24)

(2.25)

(2.26)

(2.27)

(2.28)

Integrating (2.26) with respect to time and using the initial condition (2.27a) 

we obtain

$o = 0 on y = 0, \X\ > d(t). (2.29)

The equation (2.23), together with the boundary conditions (2.24), (2.25) 

and (2.29), form a mixed boundary value problem for $05 which is summarised 

in Figure (2.3). It is mathematically equivalent to the problem of the normal 

impact, with speed 1, of a flat plate of width 2d(t) onto a half-space of fluid 
Y < 0. Because of this analogy, first drawn by Wagner (1932), we shall call
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d(t) the semi-width of the equivalent flat plate, which will be determined by an 

appropriate matching condition.

For completeness, we note that the second order outer problem is

dX2 dY2 = 0 in the fluid, (2.30)

0 on Y = 0, \X < d(t),

(2.31)
o 0 (! 

dt dX dX dY ° = 0 on Y = 0, > d(t), 

(2.32)

0*i
dX

- 0 on

with

and

as

I, \X\>d(t),

(2.33)

(2.34)

(2.35)

2.4.1 Solution of the Leading Order Outer Problem

The nature of the singularity at the edge of the plate in the leading order outer 

problem can be determined in a straightforward way by taking local polar coor­ 

dinates (jR, 0) about X = d(t] and obtaining the local form of the solution. If 

we insist, on physical grounds, that the spatially integrated fluid energy remains 

bounded, then it is easy to show that the worst possible singularity in the veloc­ 

ity is R~* and so the velocity potential behaves locally like R* . The solution for 

$o is then obtained by observing that the complex function

W0(Z)=iZ-(d(t)2 -Z2 ) l>, where Z = X + iY,

is holomorphic in the cut Z-plane if we make branch cuts along the X-axis 

between (-00, 0) and (-d(*),0) and between (d(t),Q) and ( + 00, 0). Moreover, 

W0 (Z) evidently satisfies

W0 (X = iX - (d(t) 2 -
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with

•(X+iQ) =

and the far behaviour

X
iQ) = -1 +

iX

W0 (Z) -> 0 and
dW0 
dZ

0 as oo.

If we now write the complex potential W0 (Z) in terms of its real and imaginary 

parts thus : W0 (Z) = $0 + z$ 0 , then, since W0 (Z) is holomorphic in Z, the 

function <l?o = Sft(Wo) is harmonic in Y < 0 and satisfies the correct boundary 

and far field conditions. The appropriate solution for $o is, therefore,

(2.36)

where 3R(-) denotes the real part of a complex quantity. Once $ 0 is known we 

can determine HQ by integrating (2.25) with respect to time for \X > d(t) and 

use the initial condition (2.27b) to obtain

(2.37)

Hence, substituting from (2.36), the leading order solution for the profile of the 

free surface for \X\ > d(t) is given by

/•*___ X

/o
-dr.

2.4.2 The Pressure in the Outer Region

(2.38)

Once the outer velocity field is known, we can evaluate the outer pressure distri­ 

bution P(X,Y)t) from Bernoulli's equation (2.4), which, when written in outer

variables, gives
1
2 dX \dY

Expanding P(X,Y,t] as an asymptotic series in powers of c in the form,
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and substituting for $, we obtain the leading order terms

-Po = dt '

dt dx

\ 2"

dY )

(2.39) 

(2.40)

and we can, therefore, easily evaluate the leading order outer pressure to be,

d(t)d'(t)
(2.41)

The pressure on the body is given in terms of quantities evaluated on the plate 

Y = 0, \X\ < d(t), and its leading order terms are

(2.42) 

.(2.43)dt dtdY 2 dY

In particular, the leading order pressure on the body is given by

d(t)d'(t) (2.44)

which has square root singularities at the points \X\ = d(t). A typical leading 

order outer pressure distribution is shown in Figure (2.4).

2.5 The Matching Condition to Determine d(t)

The matching condition to determine the semi-plate width d(t] was first sug­ 

gested by Wagner (1932), and requires that the leading order free surface eleva­ 

tion in the outer problem as X —» d(t} + should be equal to the position of the 

body at X = d(t), viz.

H0 (d(t),t)=f(d(t))-t foraU t > 0. (2.45)

In Appendix B we show that this condition follows from the assumption that 

the volume of fluid in the jet is small on the length scale of the outer problem, 

and we will be able to justify this assumption a posteriori once the jet solution 

has been determined. H^X^t} is already known in terms of d(t), and so we can
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Figure 2.4: Typical leading order outer pressure on the body.
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substitute from equation (2.38) into this matching condition to obtain a singular 

integral equation for the plate semi-width d(t), namely

dr
d(t)f 

Jo = f(d(t)). (2.46)

2.5.1 Solution of the Singular Integral Equation for d(t)

Confronted with the singular integral equation (2.46), Wagner (1932) attempted 

to solve it for d(t) by writing t as a function of d and expanding t'(d) as a power 

series in d. After expanding the body shape f(d) in powers of d he equated 

the coefficients of the powers of d and obtained expressions for the coefficients 

in the power series expansion of t(d). In practice inverting the power series 

for d(t) is too difficult for all but the simplest bodies and the method, copied 

by a number of authors since including Fabula (1957), Watanabe (1986) and 

Greenhow & Yanbao (1987), fails to provide a useful closed form solution. The 

integral equation can in fact be solved simply in a closed form. First we write t as 

a function of d, then introduce the new integration variable a and write r = t(a] 

so that dr = t'(cr)der and hence equation (2.46) becomes

fJoto (<£2 _ ^2)2

This is an Abel integral equation, as described in Sneddon (1966), and has the 

solution ,(g) „ i j.
v ' 7rd<T Jo (0-2 -

provided the that integral exists. In this thesis, the function /(•) describing the 

body shape will always be continuous, and this is a sufficient condition for the 

existence of the integral. Integrating this expression once with respect to cr, t(d)

is given by
2 r d f(f} 

t(d) = - /Uj , df. (2.47)
1 } it Jo (^2_£2)| V

Given any body shape, the corresponding semi-width function can be calculated 

simply by evaluating (2.47), and then inverting for d(t).
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2.6 The Inner Problem

The leading order solution of the outer problem is singular at x = ~d(t)/e and 

hence fails to accurately represent the flow near these two points. Since the prob­ 

lem is symmetric in z, it is sufficient to analyse the flow in the neighbourhood 

of just one of them. In order to obtain the correct inner problem in the neigh­ 

bourhood of x = d(t)/e and y = f(d(t)) — i, we introduce scaled inner variables 

x and y defined by

x =
e

The exponent n > — 1, which determines the scale of the inner region, is unknown 

and will be determined by matching the inner solution with the outer solution. 

Since the entire inner region is moving with the positive x-direction with speed 

d'(t)/e we deduce that the fluid velocity in the inner region must be of O(l/e) 

and therefore the velocity potential must be O(en~ 1 ). Hence, we define a scaled 

inner velocity potential <j>(x,y,i} so that

where the factor of d'(i]x has been subtracted out to simplify the algebra. Writ­ 

ten in inner variables, the position of the body is given by

1 z 2
•L /»/••/. \ OT _L_1 A \ /• / i / . \ \ \ *s^//1/j\\ . n -l-Ov = -(/W)€ *

Since the O(l) term in this expansion is zero whatever the value of n, the body 

is flat to leading order, and so we can write the position of the body as

y =

Similarly, the profile of the free surface is given by

= ±-(h(x,t)-f(d(t))+t). (2.48)en

Written in outer variables and expanded about X = d(t) in powers of e, the 

leading order term in (2.48) is

^(J3oWM)-/W))+<),
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which, because of the matching condition defining d(t), is identically zero. The 

second order term is O(l) whatever the value of n, and we can therefore define 

an inner free surface profile h(x,t) so that

/\

y = h(x,i)

describes the position of the fluid surface.

Writing the impact problem (2.11), (2.12), (2.13) and (2.14) in inner variables 

we obtain the full inner problem,

f(d(t)+tn+ l x) + x

+ ^^ = 0 in the fluid, (2.49) 

= 1 on y = ef(x,t), (2.50)

dx 2 dy2
ld<f>

f(d(t))d'(t) -

e dy 

dh I
dt

+ - do dh d<j>
dx dx dy

* *S m

= 0

on = (2.51)
2 '

dx d"(t)x -f do = 0e ' ' " dy 

on y = h(x,i). (2.52) 

We now seek regular perturbation solutions for <f> and h as power series in e,

O(e3 ),

After expressing quantities in terms of their values on their basic positions cor­ 

responding to e — 0, the leading order inner problem is found to be

a-? dx 2 dy2

d({>o 
dy

dx dx dy*> i
Q ~ \ / & <o<po \ / O<pQ

\0y

in the fluid,

= 0 on y = 0,

= 0 on y = h0 (x,t),

f\ /^

= d'(i) on y = ho(x,t).

(2.53)

(2.54)

(2.55)

(2.56)

Since the leading order problem is steady, there are no initial conditions imposed 

on it.
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Figure 2.5: Leading order inner problem.

2.6.1 Solution of the Leading Order Inner Problem

The geometry of the leading order inner problem is shown in Figure (2.5). It is a 

Helmholtz cavity flow with a jet whose asymptotic thickness, denoted by h(t), is 

unknown. To leading order the body is fiat and, since no time derivatives appear 

in the problem, it is steady with time, 2, only entering as a parameter. The 

most well-known steady, inviscid free streamline problem is the 'Borda Mouth­ 

piece', and we can apply the same conformal mapping techniques, as described in 

BirkhofF &: Zarantonello (1957) and Milne-Thomson (1968), to solve the present 

problem.

First we construct the scaled complex potential plane defined by

1 , 
w(z) = — (<t> + iij>),

where </> and -0 are the velocity potential and stream function respectively and 

so w is an analytic function of z = x -f iy. U is a typical reference velocity and, 

since equation (2.56) tells us that the speed everywhere on the free streamline 

is <f'(/), this is the natural choice for U. We denote the image of the point A in
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C'(-OQ,-h) B'(oo,-h)

Figure 2.6: to-plane.

the physical 2-plane by A' in the iD-plane and so on. Since the rigid boundary 
and the free surface are streamlines they correspond to straight lines on which 
V> is constant in the to-plane. CA denotes the separating streamline of the flow 
and therefore A is the stagnation point on DB. Without loss of generality we

^

take t/> = 0 on the rigid boundary DB and choose (f> = k(t)d'(t), where k(t) is 
unknown, at the stagnation point A. AB now maps to the upper side of a branch 
cut in the u?-plane from B' at (fc,0) to A' at (oo,0) and similarly AD maps to 
the lower side. Far down the jet there is a uniform parallel flow with velocity 
d'(t) and thickness h(t), and so ^ = -h(t)d'(t) on the free surface CEB. and <p 
varies from -co at C' to +00 at B'. The region occupied by fluid is, therefore, 

mapped to the fixed region in the u>-plane shown in Figure (2.6). 

Now we construct the hodograph plane defined by

= log •£ ,

where w(z ) is the scaled complex velocity potential. Q is an analytic function of
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£"(0,0) L

Figure 2.7: <£( to)-plane.

z and hence also of w(z). We motivate this definition by observing that

where L = log \dz/dw and B is the direction of the fluid velocity, and so along a 
free streamline the fluid speed is constant and therefore L is constant, while on a 
fixed straight body the fluid velocity coincides with the direction of the body and

«

so 6 is constant. Hence we can determine the boundary of the region occupied 
by fluid in the hodograph plane. We construct the hodograph plane Q(w) for 
the present problem, denoting the image of the point A by A". The free surface 
CEB then maps to the line 1 = 0. At C B equals TT and moving along CEB 
0 decreases to 7T/2 at E and 0 at B. On AB 0 is equal to zero and since the 
velocity is also zero at A, it maps to the point A" at (oo,0). Moving along AB 
towards B the fluid velocity increases towards its asymptotic value of d'(t) and 
so L decreases towards zero at B" while 0 remains zero. Similarly moving along 
DA 0 equals TT and L decreases from infinity at A" to zero at D". The region 
occupied by fluid in the physical plane is therefore mapped to a region bounded 
by straight lines in the Q(ri)-plane, viz. the semi-infinite strip shown in Figure
(2.7).

The problem can now be solved if a conformal transformation can be found
from the fluid region in the (J-plane onto the fluid region in the tf-plane, since 
then we can eliminate Q(w) and, in theory, solve for w(z). To accomplish this
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Figure 2.8: (-plane.

transformation we introduce an intermediate variable ( = £ + irj and map the 

fluid region in the Q-plane into the upper half of the (-plane, which is shown in 

Figure (2.8). E corresponds to E'" at the origin, D and C correspond to D'" and 

C'" at ( — 1,0) and B maps to B"' at (1,0). The well-known conformal mapping 

fixing these points is

= cosh(Q(w)) = - w'. (2.57)

where w' denotes dw/dz.

We must now find a conformal transformation from the fluid region in the 

Q(w)-pla,ne onto the upper half of the (-plane. The required mapping is provided 

by the well-known Schwartz-Christoffel Transformation, from which we obtain

dw K
( '

where K is a complex constant which is determined by the orientation in the 

fluid region to be — /I/TT. Integrating with respect to z we have

hw = k — —
7T

C-i
(2.59)

where the constant of integration has been chosen appropriately. We can now 

eliminate ( between (2.57) and (2.59) to obtain a nonlinear differential equation
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for t&(z), namely

w = k — —
7T

2w' w' -1
(2.60)

U>' + I) 2

In principal, we could now integrate this equation to obtain w(z) and hence solve 

the problem. However, we shall not attempt to solve this equation here, since 

we can determine the properties of w(z) we require without deriving an explicit 

solution.

2.7 Matching of the Leading Order Solutions

Having derived the leading order terms in the inner and outer expansions we 

can now determine the scale of the inner region and the unknown asymptotic 

jet thickness by matching the two appropriately. Van Dyke (1975) discusses 

matching at length and states the asymptotic matching principle which dictates 

that, for all integers M and TV, the M-th term inner expansion of (the 7V-th 

term outer expansion) equals the 7V-th term outer expansion of (the M-th term 

inner expansion). This rule will be sufficient for our present purposes if we take 

M = N = 1 and match the. inner limit of the leading order outer solution with 

the outer limit of the leading order inner solution.

Written in inner variables the first term of the outer expansion of the velocity 

potential evaluated on the body is given by equation (2.36) as

i 
d(t) 2 - (d(t) +

Expanding for small e, and writing back in outer variables, we obtain an expres­ 

sion the one term inner expansion of the one term outer solution evaluated on

the body,
1 i so r e)jf4\ i v jf-i-\\'\2 ^o £i ~\— —at I — Zalt I I A — CL\ljj\ . ^Z.DIJ
e

Without solving equation (2.60) we can still determine the far behaviour of the 

inner leading order solution. As x —» — oo we know that w ~ — z , representing a 

uniform stream with speed d'(t) in the negative z-direction. We therefore write

w \z) = —.
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and, by substituting into equation (2.60), we find that w(z) satisfies the nonlinear 

differential equation

, log— z + w = k — —
7T

As x —> —oc u;' —»• 0, and so the 1/u/2 term dominates the right side of the 

equation, which indicates that the asymptotic behaviour of w'(z] is given by

w /2

7TZ
as x —>• — oo.

Taking the appropriate square root, integrating once, and substituting back for 

w(z), we obtain the far behaviour of the scaled inner complex potential to be,

W ~ — Z — 4:1
7T

as x —> — oo,

and so the inner velocity potential on the body is asymptotically equal to

7T
as x —> — oo.

Writing the velocity potential in outer variables we obtain

(h(X-d(t))\
\ 7T6n+l )

1.1
2

and so expanding for small e and writing back in inner variables we find the one 

term outer expansion of the far behaviour of the one term inner expansion to be

-4i I —
7T

as x -oo. (2.62)

The matching condition now requires that the outer inner limit of the outer 

expansion is equal to the inner limit of the outer expansion. The far behaviour 

of the inner is the correct quantity to match with the outer, and so, writing 

both (2.61) and (2.62) in original variables, we find that the one term inner of 

the one term outer is O(e*} and the one term outer of the far behaviour of the 

inner is O(en~2). Evidently these orders must be the same and so n = 1. The 

scale of the inner region is, therefore, O(e) and the velocity potential is 0(1).

41



Equating the coefficients of e we obtain an expression for the asymptotic jet 

thickness h(t) in terms of d(t), namely

_ J(4\

(2.63) 

For completeness, we note that the second order inner problem is given by

+dx 2 dy 2
S'f "t'- - - xf

= 0 in the fluid,

i - n= on y= '
(2.64)

(2.65)

dx dxdy dx
r^-f-^^WW))-i =

dx o-as; + /ii +

on y = ho(x,t}, 

i>i f d2 fo

(2.66)

dy

on y = h0(x,t}. (2.67)

2.7.1 The Equations of the Streamlines

Without obtaining the solution of the leading order inner problem w(z] we can 

obtain implicitly the equations of the free streamline and the body. If dz is an 

element of a streamline parameterized by £ then

dz dwdz =
dw

df. (2.68)

The free streamline CEB is mapped to the segment — 1 < £ < 1 of the real axis 

77 = 0 in the (-plane, and so from (2.57) we obtain

and from equation (2.59)

dz_ 
dw

dw 4/i

Thus, taking a origin for z at E, corresponding to £ = 0, we have

4h r(
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Figure 2.9: Leading order shape of inner free surface.

Performing the integration we obtain a formula for the shape of the free surface 

x = £(£,£), y = y(£,t) parameterized by £ where — !<£<!, namely

(2.69)

(2.70)y =

h
7T

'

log

4/i
7T

1 + £
1 -£

2£ "^i + d
r l-i/I -A 2

U+f/ _ '
which is plotted in Figure (2.9).

The body DB is mapped to the regions £ < — 1 and £ > 1 of the real axis 

T) = 0 in the £-plane. From equation (2.57), and by choosing the signs to give 

the correct asymptotic behaviour, we obtain

forf >1. 

Thus, taking an origin for z at A, corresponding to £ = ±00, we have

z = \
for ( < -1,

d^ for £ > 1.
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Performing the integration, we obtain a parameterization of the leading order 

shape of the body x = x(£, t), y — y(f, t) in terms of f, namely

/ix = —
7T

log -4 (2.71)

and of course

= 0. (2.72)

2.7.2 The Pressure in the Inner Region

Once the velocity field is known, we can obtain the inner pressure distribution 

p(x,y,i] from Bernoulli's equation (2.4), which, when written in inner variables, 

gives

1
dx dy dy

d"(t)x
dt

p = Q

Expanding p(x,y,i] as an asymptotic series in powers of e, in the form

• - _ _L- I-
e 2 e 

and substituting for <^>, we obtain the leading order terms
/ * ~ \ 2

2
(•0^1 + (~/p) "~ rf/ W
\ / \ & /

(2.73)

yi —— Q~ Q~ I Q „ Q - ' \^*'^jax ax Oy dy
In particular, the leading order inner pressure on the body is given in terms of 

quantities evaluated on y = 0 as,

, 0,*) = - ± ' - (2.75)

where we take the positive square root for £ < — 1 and the negative square root 

for £ > 1, and £ is given as a function of £ by equation (2.71). The maximum 

pressure occurs at the local stagnation point A, corresponding to £ = ±00, and 

is of magnitude

which is evidently 0(l/e2 ) compared to the 0(1/t) pressure in the outer region. 

The leading order inner pressure distribution on the body is shown in Figure 

(2.10).
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Figure 2.10: The leading order inner pressure distribution on the body.

2.8 The Jet Problem

The remaining region of the flow to be considered is that of the jet. We expect 
the jet to be a long, thin stream of fluid partially attached to the body and 
emanating from the inner region. The most appropriate coordinate system in 
which to investigate the jet will therefore be one conforming to the shape of the 
body and moving with it, as described in Milne-Thomson (1968). We choose 
curvilinear coordinates (x,y) with x measured along the body and y measured 
normal it, as shown in Figure (2.11). Let the normal to the body passing through 
the point P, with coordinates (x,i/), meet the body at M, where the curvature 
of the body is K(X). C is the centre of curvature and PM is the perpendicular to 

the adjacent radius which passes through P' at (x + Sx,y + Sy]. If we measure 
x along the body from an origin at O, then OM = x, MM' = Sx, MP = y and
NP' = Sy. Hence,

PN 1/K + y
6x l/K
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Figure 2.11: Curvilinear jet coordinate system.

and so PN = (!-}- K,y}Sx. The appropriate scale factors hi and /i 2 for this 

coordinate system are, therefore,

hi = 1 h-. — 1.

In the new coordinates, the body is given by y = 0 and, since from the scaling 

in the inner problem we expect the jet thickness to be 0(e), we write the free 

surface profile as y = eh(x,t}. In this coordinate system Laplace's equation (2.3) 

becomes

(2.76)
(1 + /cy) 2 dx 1 + K,y dx 2 dy

where K! denotes dn/dx. The boundary condition on the body, y = 0, is conti­ 

nuity of normal velocity between the body and the fluid and, therefore,

= 0 on y — 0 y (2.77)

in the moving system. On the free surface y = eh(x,t) we have the usual kine­ 

matic condition

€
dh
^7 +

I
dt ' 1 + K,y dx dx 

and pressure matching condition

dy (2.78)

dt dx dy (2.79)
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Motivated by the arc length conservation property in the case of wedge impacts, 

we expect the length of the jet to be 0(l/e) and, from the inner problem, to be 

of thickness O(e). We therefore introduce scaled jet variables x and y defined by

. y x = ex, y = -,

and, because the velocity of fluid flowing into the jet from the inner region is 

O(l/e), define a scaled jet velocity potential, </>(£, i/,tf), by

The body is described in original variables by y — /(ex) and so the curvature 

K(X) is
y 6 2 /"(«0

3 5

which is evidently O(e2 ). Therefore we introduce a new scaled jet curvature k(x] 

so that
Kk = —.

Writing the equation (2.76) and the boundary conditions (2.77), (2.78) and (2.79) 

in jet variables we obtain the full jet problem, which has governing equation,

e3 k'y
_ __

- - r^~i i r\ - I(1 -f- e3 ky) 2 dx 1 + e2 ky dx 2 e dy 

subject to the boundary conditions,

(2.80)

+
1__ dodh 
e3 ky dx dx

1
2

T\ 2

~dl] + ? \dy

. n— = 0 on y = 0, 
dy

= 0 on y =

= 0 on =

dy
7\ 2'

(2.81) 

, (2.82)

. (2.83)

We now seek solutions for </> and /i as asymptotic series in powers of e, in the 

form

h = ho
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Substituting into Laplace's equation (2.80), we obtain the leading order terms

d2^
= 0,

°W ^ = °.

= o,

8y2 

~W_

*

dy2_ 
+ Ky^r + K L^ = 0,dy

+ I J_ Ky <^-o "r ^~^T~ -r^y2 ^52 ^y ^2
Similarly, substituting into equation (2.77), the boundary condition the body 

y = 0, gives

^ = 0,

= 0,

By integrating the governing equations and applying the boundary condition we 

deduce that </>0 , <^i 5 <^2 and <^s are independent of £, and that 04 is given by

where the function /?4 (x,t) is unknown. The leading order non-zero term in the 

expansion of the kinematic boundary condition (2.78) is, therefore,

dh0 , = on =
and from the pressure condition (2.79) we obtain

I d<j>T\* =0'
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Substituting the solution for </> 4 (x,i/,i) into these equations we obtain two partial 

differential equations for the leading order velocity potential <j>Q(x,t) and free 

surface profile h0(x,t),

+ 1 - *

If we introduce the leading order horizontal velocity uQ (x,t), where uQ (x,t) ~ 

dd>Q/dx. and differentiate (2.85) once with respect to x, then we obtain the
* * \ / .L '

shallow water equations in the absence of gravity,

5 /r . N+ — (/loiio) = 0, (2.86) 
c/t ax v y

f + * - 0, (2.87)

which is as we would expect, since they represent statements of conservation of 

mass and of momentum in a thin layer of fluid.

The appropriate boundary conditions on the velocity and free surface eleva­ 

tion are specified at the exit from the inner region x = d(i), where both take 

their asymptotic values from the inner solution, and so

u0 (d(t), t) = 2d'(t), h0 (d(t), t) = h(t) =

The factor of two arises in the velocity condition to account for the motion of 

the entire inner region with velocity d'(t] as well as the asymptotic value of the 

fluid velocity far down the jet in the inner problem, also d'(t). The position of 

the jet tip is identified as the smallest value of x > d(t) at which hQ (x,t) — 0. 

The leading order jet problem is summarised in Figure (2.12).

2.8.1 Solution of the Leading Order Jet Problem

Equations (2.86) and (2.87) are two first order quasi-linear hyperbolic equations 

and can therefore be solved using the method of characteristics as described, for 

example, in Ockendon & Tayler (1985). Equation (2.87) is a kinematic wave
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Figure 2.12: Leading order jet problem.

equation, and since it is independent of ho(x,t}, it can be solved directly for 

UQ(x,t}. First we parameterize the boundary conditions by a > 0 so that

x = d(a), t = a, u Q = 2d'(a), ho = h(a).

The characteristics can be parameterized by /? > 0, and the characteristic equa­ 

tions of (2.86) are
— — - — = --" _ n

~ ' dp ~

These equations can be readily integrated to give the solution implicitly, viz.

u0 = 2d'(a).

For any particular function d(-} we can attempt to eliminate a and (3 to obtain 

u0 (x,t) explicitly. The result can then be substituted into equation (2.87), which 

can be solved for h0 (x,t) in a similar manner, but we defer doing this until we 

consider specific body shapes later in the Chapter.

If we specify boundary data on x = d(i] for all t > 0, then we expect to 

obtain a well defined solution for u0 (x,t) in some region of x > d(t). The do­ 

main of definition of the solution is limited by the curve on which the Jacobian 

d(x,t)/d(a,j3) vanishes, corresponding to the locus of points where the inversion 

of x = x(a,/3) and t = t(a,/3) for a(x,t) and /?(£,<) fails. In the present problem, 

this statement yields the condition

d'(a) - 2d"(a)(3 = 0. (2.88)
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In particular, if the equivalent plate is expanding, d'(t) > 0, then shocks cannot 

occur in the solution for u0 (x,t) if d"(t) < 0. If there is a curve in x > d(i) on 

which equation (2.88) holds, then the earliest time, T, at which the solution fails 

is of interest. Differentiating (2.88) with respect to x and setting the result equal 

to zero gives

= 0.

Furthermore, since at any turning point of (2.88) dt/dx — 0, consequently,

a_ dt_d(3_ _ da_ d(3_ _
dx da dx d(3 dx dx dx

Eliminating either da/dx or d/3/dx between these equations another relation 

between a and /3 can be obtained, namely

Zd"(a) - 1d'"(a)(3 = 0. (2.89)

Equations (2.88) and (2.89) can now be solved for a and /?, and hence for x~, the 

position of the first shock and <*, the time when it occurs. Physically, the shock 

where the solution fails is a zero gravity hydraulic jump.

Finally, since there is a flow with speed d'(i]/e from the inner region with 

asymptotic thickness eh(i] into the jet, the volume flux is h(i}d'(t], and so at 

time t the volume of fluid in the jet is

[' h(s)d'(s) ds = - T -^rr ds. (2.90) 
Jo v ' v ; 8 Jo d'(s) V ;

Evidently the volume of fluid in the jet is O(l), which is small compared with 

the O(l/e) volume of fluid displaced by the body. This justifies our earlier 

assumption that led to the matching condition (2.45).

2.8.2 The Pressure in the Jet Region

Once the solution in the jet is known we can evaluate the leading order pressure 

in the jet p(x,y,t) from Bernoulli's equation (2.4). Written in jet variables we

have
1

dt ' 2 (1 + C3^)2 \ Q-x ' + ' ( - 1 + 6 'P ~ °>

51



and so, if we seek a solution for p as an asymptotic series in powers of e in the 

form

P = ~^P° + ~Pl + & 

then the leading order pressures are given by

ot 2 dx

_
dt dx dx '

_- _ | 
'dt ' dx dx 2 \ dx

dt dx dx dx dx \ dx

Referring to the pressure matching condition (2.79), we deduce that since po. Pi 

and pz are functions of x only they must be identically zero, and so the zero 

pressure on the free surface is impressed through the jet to at least O(e). If the 

curvature k(x} is everywhere zero then so is the pressure to all orders. Otherwise 

the leading order non-zero term is

pz = k(x)u0 (x,t) 2 (h0 (x,t) - yj ,

which is precisely the pressure required to balance the centrifugal effect of flow 

around a curved body. In particular, the pressure on the body is

p = ek(x)u0 (x,t) 2 h0 (x,t) + 0(e2 ), (2.91)

which is evidently O(e) compared to a pressure of 0(l/e) in the outer region 

and of O(l/e2 ) in the inner region. The sign of the pressure depends on the 

sign of the curvature. In particular, if the body is convex then k < 0, and so 

the leading order pressure on the body will be negative, suggesting that, in the 

absence of surface effects, the jet will separate from the body. In a recent paper 

Vanden-Broeck & Keller (1989) have shown that even small amounts of surface 

tension can be the crucial in determining the position of separation points in 

inviscid flow, and so the nai've statement that the jet will separate where the 

pressure becomes negative should be treated with caution. Once separation has 

occurred the jet becomes a thin stream of fluid falling under gravity, and since
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this problem has been addressed by Keller &; Geer (1973) and Vanden-Broeck 

and Keller (1982) we shall not pursue it further here.

2.9 Construction of the Composite Expansion

Once the leading order inner, outer and jet solutions have been obtained we can 

construct a uniformly valid composite expansion. Construction of the compos­ 

ite expansion can be carried out in a number of different ways, and since such 

expansions are not unique they may yield different answers, but they will all 

be equivalent to the order of accuracy retained. Van Dyke (1975) discusses a 

number of methods but the simplest is additive composition where the sum of 

the outer and inner expansions is corrected by subtracting their common part. 

In the natural notation, where /| ' denotes the M-term inner expansion, and so 

on, the rule for additive composition is

•(N)

Since the inner potential is unknown we cannot construct the composite potential, 

but fortunately we can determine the composite expansion of the pressure on the 

body. Adopting the notation of the previous paragraph, the leading order term 

of the outer pressure on the body from equation (2.44) is

for X

The leading order term of the inner pressure on the body is given in equa­ 

tion (2.75) to be

Pi 1 -

where we take the plus sign for £ < —1 and the minus sign for £ > 1, and x is 

given in terms of £ by equation (2.71). The leading order pressure due to the 

jet is

Pj — ek(x)h0 (x,t)uo(x,t) 2 for x > d(t).

On the portion of the wetted body surface corresponding to the equivalent plate 

in the outer solution x < d(t}/c the total pressure is due to the pressure in the 

inner and the outer solutions. Their common part is easily calculated by taking
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the one term inner expansion of the one term outer pressure. Written in inner

variables this is
1 d(t)d'(t)

~ (d(t) 
and so, expanding for small e, this gives

and the composite pressure on x < d(t)/e is therefore

. (2.92)

On the remainder of the wetted body surface, corresponding to the jet in x > 

d(t}/€., the total pressure in due to the pressure in the inner and the jet solutions. 

The composite pressure is therefore

P?» = P?} + pV - [p? }] W , (2.93)
*

where the form of \pj '\ . will be calculated for specific body shapes later in the 

chapter.
4

2.10 The Total Force on the Body

The total force per unit width exerted on the impacting body can be evaluated by 

integrating the composite pressure distribution over the body. The leading order 

term in the outer pressure is of order O(l/e) and, since it acts over a length 

of 0(l/e), it produces a force of O(l/e2 ). The leading term in the expansion 

of the inner pressure despite being 0(l/e2 ) acts over a O(c) length producing 

a O(l/e) force and consequently makes no contribution to the force at leading 

order. Similarly the pressure due to the jet is 0(e) acting over a O(l/e) length 

and so the resulting force is only 0(1), and its contribution to the expression for 

the force enters at third order.

If we write the total force, F(t], as an asymptotic series in powers of e in the 

form
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then the leading order term is due solely to the outer solution. The force on the 

equivalent plate in the outer solution is evaluated by integrating P0 (X,t) from 

X = -d(t) to X = d(t) to give

MO dXPo(X, - -J-d(t)

Wagner (1932) neglected the pressure in the jet and the inner region and calcu­ 

lated this formula directly from the flat plate solution without comment.

2.11 Examples of Impacting Bodies

In this section we calculate the leading order solution in the outer and jet regions 

for a number of simple body shapes and construct the resulting composite pres­ 

sure distributions. In each case the procedure is the same. First, we identify the 

small parameter e in terms of the constants defining the body shape by writing 

the body in the form y = /(ex), and insisting for definiteness that /(I) = 1. Then 

we determine the function d(t), describing the width of the equivalent plate, by 

substituting for /(•) into the solution of the integral equation (2.47). The solu­ 

tion of the jet problem can.be obtained by solving equations (2.86) and (2.87), 

and finally the composite pressure distribution on the body can be evaluated 

from equations (2.92) and (2.93).

2.11.1 Wedge

The simplest impacting body is a wedge, y = m x . We can write the profile in the 

form y = /(ex) by choosing /(x) = x and defining the small parameter e so that 

e = m. The theory is therefore applicable to wedges with small deadrise angle 

such that m <C 1. Substituting /(•) into the solution of the integral equation 

arising from the free surface matching condition (2.47), we obtain

7T

which gives Wagner's (1932) result that

d(t) = y. (2.95)
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Figure 2.13: Leading order outer free surface elevation for a wedge shaped body.

Notice that d(t] is linearly dependent on t, in accordance with the self-similarity 

of the wedge impact problem. Since the maximum pressure occurs at the point 

x = d(t}/e, it will always be a factor of Tr/2 2± 1.571 further from x = 0 than 

the point of intersection between the body and the level of the undisturbed fluid 

surface.

We can now evaluate the leading order shape of the outer free surface using 

equation (2.38) to be

2X r ^ dr = _ ?£ • -i (ict\
0 (X,t) = -t + — I

7T JO
,r (2.96)

which is shown is Figure (2.13). From (2.63) the asymptotic jet thickness in the 

inner region is
h(t) = ——v ' g j/

£
4

-fa*
In the leading order jet problem, equation (2.87) has parametric solution

and so equation (2.86) takes the form

dh,Q dho -^— + K —— = 0, 
ot ox
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Figure 2.14: Leading order jet solution for a wedge shaped body.

which has characteristic equations

dx _ dt
$7 ' $7

Subject to the boundary conditions

7T<!>5(0,5) = —,\ ' / O

the parametric solution is

7T

dh0
dj

= 0.

6) = - for 8
4

>0,

which can be written explicitly as

u0 (xjt) = TT, h0 (x,t) = -
x t- -
7TJ

(2.97)

as shown in Figure (2.14). (A simple check on the algebra is to verify by direct 

integration that the mass of fluid in the jet is equal to the value of 7rt 2 /16 pre­ 

dicted by equation (2.90).) The tip of the jet is evidently at x = irt, and so the 

arc length of the jet surface is 7r^/2e + 0(1), in agreement with the arc length 

conservation property for wedge impacts. The condition for shocks to form in 

the solution for ho(x,t) is that the Jacobian d(x^t)/d( /j^ 6} should vanish. This 

never occurs, and so both u0 (x.t} and h0 (x,t} are well defined for t > 0.

Since the surface of the body is fiat there are no curvature terms in the 

Bernoulli equation (2.79), and so the zero pressure on the free surface of the 

jet is impressed through to all orders, and the pressure on the wedge in the jet
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Figure 2.15: Leading order composite pressure distributions on a wedge.

region is identically zero. 1 The composite pressure distribution on the wedge can 

therefore be evaluated using equations (2.92) and (2.93), after taking

Figure (2.15) shows a sequence of pressure distributions at different times, and 

Figure (2.16) shows a typical set of pressure histories measured at equally spaced 

points on the wedge face. Since the maximum pressure is d'(t) 2 /2e2 = 7T 2 /8e2 , 

which is a constant, all the peaks are of equal height, and as i — >• 0 + the pressure 

at x — 0 has a discontinuity of this magnitude. Also, in accordance with the 

self- similarity of the problem, the pressure history graphs are the same curve 

subjected to a translation in the ^-direction proportional to distance away from 

the wedge vertex. The leading order force on the body is given by 7rd(t)d'(t)/e2 =

1 The zero pressure in the jet region explains why the inevitable errors in the numerical calcu­ 
lations of Greenhow (1987) led to a small negative pressure on the upper part of the wedge face, 
which suggested, in violation of the self-similarity property, that the jet would separate.
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Figure 2.16: Leading order composite pressure histories for a wedge.

2.11.2 Parabola

We now consider the impact of a parabolic body, y = mx 2 . We can write the 

profile in the form y = f(tx) by choosing f(x) = x 2 and defining the small 

parameter e so that c = m*. The theory is therefore applicable to parabolic 

bodies whose deadrise angle is everywhere small such that m* <C 1. Substituting 

/(•) into the solution of the integral equation (2.47) we obtain

= -/"
7T Jo

and so inverting gives

d(t) = (2.98)

The maximum pressure occurs at the point x = d(t}/t, and so it will always be 

a factor of \/2 — 1.414 further from x = 0 than the point of intersection between 

the body and the level of the undisturbed fluid surface.

We can now evaluate the leading order shape of the outer free surface us-
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Figure 2.17: Leading order free surface elevation for a parabolic body.

ing (2.38) to be

H0 (X,t) = -t + —— ['
7T JO

X 2 (2.99)

which is shown is Figure (2.17). From (2.63) the asymptotic jet thickness in the 

inner region is

In the leading order jet problem, equation (2.87) has parametric solution

z(a,/?) = \/2(/?a-2 +az] ,

which can be written explicitly as u0 (x,t} = x/t. Equation (2.86) now takes the 

form
dh0x-rr-
ox

= 0,

which has characteristic equations

dx _ dt dhp

Subject to the boundary conditions

0 (Q,8) = -=, for 6 > 0,
2\/2
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Figure 2.18: Leading order jet solution for a parabolic body.

the parametric solution is

2 VX2
e'7 ,

which can be written explicitly as

-,
I

= 27T— ,
X

(2.100)

as shown in Figure (2.18). (Again we can verify by direct integration that the 

mass of fluid in the jet is equal to the value of irt 2 /8 predicted by equation (2.90).) 

The tip of the jet is evidently at x — +00 in contrast to the case of a wedge 

impact where it is at x = Trt. The condition for shocks to form in the solution for 

n0 (x,2), from equation (2.88), is never satisfied. The condition for shocks to form 

in ho(x,t] is that the Jacobian <9(x,2)/d(7, £) vanishes, which is only satisfied at 

& = 0 (corresponding to the instant of impact). Hence both u0 (x,t) and /i0 (x,2) 

are well defined for t > 0.

The curvature of the body, £(x), is equal to —2 everywhere, and so we can 

evaluate the leading order term of the pressure in the jet from equation (2.91)

to be 2
X"5

and a typical pressure distribution on the body in the jet region is shown in 

Figure (2.19). The composite pressure distribution on the body can now be 

evaluated using equations (2.92) and (2.93), by taking

X"
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Figure 2.19: Typical leading order pressure distribution in the jet region for a 
parabolic body.

and since the pressure in the jet region is negative we expect the jet to separate 

from the body at the point where the composite pressure p[1 ' 1 ^ vanishes. Figure

(2.20) shows a sequence of pressure distributions at different times, and Figure

(2.21) shows a typical set of pressure histories measured at equally spaced points 

on the body. The maximum pressure on the body is d'(t) 2 /2e2 = l/4t£2 , and 

so as t —> 0 + the pressure at x = 0 has a l/t singularity. Since d(i] = (22)2 

the magnitude of the pressure peaks decrease like 1/z 2 with distance 2, and the 

leading order force on the body is constant, given by 7rd(t}d'(t}/c2 = TT/e2 .

2.11.3 Flat-Bottomed Wedge

With the main aim of comparing our results with the experimental data of 

Driscoll & Lloyd (1982), we consider the impact of a flat-bottomed wedge with 

semi-base width a whose profile is described by

y = 0 if
m(x — a) if

x 
x

< a
> a.
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X

Figure 2.20: Leading order composite pressure distributions for a parabolic body.

D

C

Figure 2.21: Leading order composite pressure histories for a parabolic body.
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We can write the profile in the form y = f(ex) by choosing f(x) to be

/(*) =
0 if 
x — a if

x
x

< a 
> a,

and defining the small parameter e = m. The theory is therefore applicable to 

wedges with small deadrise angle such that m <C 1. Substituting /(•) into the 

solution of the integral equation (2.47) we obtain

-£2 )2 7T
asm

_ l f a\ / .o 0 \ 7 TTO,
2 J

which gives an algebraic relation between t and d(t),

a sin' 1 (1} + (d2 - a2 ) * - - (t + a) - 0, (2.101) 
\a/ v ' 2

which can be solved for d(t) with a simple iterative numerical scheme. Differen­ 

tiating (2.101) with respect to t we obtain an expression for d'(t],

which can be readily evaluated once d(t) is known. Notice that d(0) = a, and 

that as t —> oo, d'(i] —* irjl just as for normal wedge impacts. Figure (2.22) 

shows the computed solution for d(i) for a particular choice of a. Since d(i] is 

only known numerically, we could evaluate the leading order surface shape by 

performing a numerical integration of equation (2.38). Similarly, the jet solution 

could be obtained by numerically integrating the pair of first order hyperbolic 

equations (2.86) and (2.87) governing the leading order solution, as described, 

for example, in Morion (1986a). Since the curvature of the wedge face is zero, 

the pressure in the jet is identically zero, just as for wedge impacts.

The composite pressure distribution on the wedge can now be evaluated using 

equations (2.92) and (2.93), by taking

and Figure (2.23) shows a sequence of pressure distributions at different times. 

Figure (2.24) shows a typical set of pressure histories measured at equally spaced 

points on the body. At the instant t = 0 the pressure is infinite over x < d(t)/t,

64



0.5 1.0
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Figure 2.22: Computed values of d(t) for fiat-bottomed wedges for various values 
of the keel width.

65



t =

x

Figure 2.23: Leading order composite pressure distributions for a wedge with a 
flat keel.

C
D

Figure 2.24: Leading order composite pressure histories for a wedge with a flat 
keel.
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and the maximum pressure is

7T 2

which decreases from an infinite value at i = 0 and tends to the wedge limit 

of 7T 2 /8e2 as t — > oo. The nature of the singularity in the pressure at x — 0 as 

i — > 0 + can be determined by writing d(t) = a + 8 for S <C 1. Expanding the 

expression for d(i] for small 6 we obtain

as

and expanding the expression for <f (i) gives

Substituting these asymptotic forms into the formula for the maximum pressure

we deduce that
d'dV a„ _ as i _+ Q + ,

2e2 

and so the pressure at x = 0 has a \/t singularity as t —* 0 + .

2.12 More Complicated Impact Models

The model described in this chapter can be extended to include a number of the 

effects that were neglected on physical grounds in Section 2.1. In fact, we shall 

show that the inclusion of most of these phenomena only alters the solution at 

second order or lower, thus providing a theoretical justification for our procedure.

2.12.1 The Effect of Gravity

Including the effect of gravity has the result of introducing a non-zero body force 

term, 0 = gy, into Bernoulli's equation (2.4), so that in dimensional variables 

the pressure matching condition in the full impact problem (2.14) becomes
2'

dt 2 .8* \dy
gh — 0 on y = h(x,t}.

After non-dimensionalizing, the coefficient of the additional term is the reciprocal 

of the Froude number squared, 1/F2. = gl/V2 , which we denote by g. We observe
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that our previous neglect of gravity for large Froude number corresponded to 

setting g = 0.

If g is 0(1), then the pressure condition in the outer problem (2.20) is modified 

by gravity to give

dX + dY + tgH = 0,

and so the leading order problem is unchanged and the second order problem is 

the same except for equation (2.33), which becomes

+ gH0 = 0.
dt dX 8Y

The leading order pressure is unaltered but the second order term becomes

, 2 / ^ \ 2

~dX ) + \ W

The inner problem is modified by the addition of the term g \€h(x,t) — f(d(t))

to the pressure matching condition (2.50), and consequently gravity only enters

the problem at third order. •

In order to investigate the role of gravity in the jet region we recall that the 

gravitational potential ft is defined so that the body force is given by F = —Vft, 

and so in the curvilinear coordinate system (x,y} we have

1 5ft egf(ex(x))
K,y dx

where x and y are the coordinates in the original cartesian system. Since dx/dx =

(1 -f c2 f'(ex(x}} ) 2 we can integrate these relations to obtain

yf(ex(x))

Furthermore x(x) = x -f O(e2 ), and so when we introduce the scaled jet variables 

and expand ft in powers of e we obtain the leading order terms
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Substituting this expression into the Bernoulli condition (2.79), we alter its third 

order term to give

= 0,
dx 2 \dx

and its fourth order term yields

dt dx dx dx dx dx
"- gy =

Since the third order term is only a function of x it is identically zero, and so 

the first non-zero term in the expansion of the pressure remains the fourth term. 

Hence, the leading order solution is unaffected and the leading order pressure 

becomes

Pz = [K(X)U O (X,t) 2 - (?] (h0 (x,t) - y) ,

as we might expect. For wedge impacts this means that instead of being zero to 

all orders there is now a negative O(e) pressure due to gravity on the body,

x t- -
7TJ

indicating that the jet may now separate from the wedge. This conclusion agrees 

qualitatively with the evidence of the photographs as Greenhow (1987), one of 

which is reproduced in Figure (1.6), which clearly show the jet 'falling off' the 

wedge face. For parabolic impacts the situation is similar and the effect of gravity 

is to make the magnitude of the negative leading order jet pressure larger,

and hence encourage earlier separation.

2.12.2 The Effect of a Variable Impact Speed

If we let the dimensional impact speed V(t) vary with time t on an 0(1) time 

scale then, in dimensionless variables, the position of the body is given by

rt
y = f(ex) - / v(r)dr, 

Jo
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where v(t) is the dimensionless speed. Hence, in the full impact problem the 

velocity matching condition (2.12) becomes

The outer problem is modified through the kinematic condition, and equation (2.18) 

becomes

on
and so in the leading order outer problem equation (2.24) is replaced by

= -v(t) on Y = 0, X < d(t).

The solution of the leading order problem is now

$o(*,y,*) - -v(t) [Y + $(d(t) 2 - Z 2 )"] , (2.102) 

so the leading order free surface elevation is given by

dr,
"* v

and the leading order mass' conservation matching condition to determine d(t}, 

equation (2.46), now takes the form

This integral equation can again be solved by writing t as a function of d and 

introducing a new integration variable a by r = t(a} so that dr — t'(cr}d<j. The 

equation becomes

o (<f2 -^

which is an Abel integral equation which has the solution

v(t(a))t'(cr) = -^ V ^ V ^

provided that the integral exists. Integrating this expression with respect to a

we obtain
/•* 2 /•<* ff/f'i 
/ v(r) dr = - / /Uj , df, (2.103)
^0 7T Jo (& _<2^
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which is a generalisation of our previous solution (2.47), and again given any body 

shape /(•) we can evaluate the corresponding d(t). The leading order pressure on 

the plate is still given by equation (2.42) and, substituting in the solution (2.102), 

it takes the form

A simple example is a wedge f(X) = \X\ impacting with speed given by 

v(t) = tn for n > 0. Substituting into (2.103) we obtain tn+l /(n + 1) = 2d/7r, 

and hence
7Ttn+l
Mi/

in accordance with the self- similarity property for power law impact velocities.

Both the inner and the jet problem were formulated in coordinate systems 

moving with the body, and so we must take account of the acceleration of the 

frame of reference due to the change in velocity. If j denotes the unit vector in 

the vertical direction then the statement of conservation of momentum (2.2) now 

takes the form

(2.105)

where the additional term is the force due to the acceleration of the body, relative 

to which the local coordinate system is fixed, u is measured relative to the moving 

frame. Integrating this equation once, we obtain the Bernoulli equation for the 

problem,

(2.106)
ot 2 

In the inner problem the pressure condition (2.30) is modified by the addition of

a term v'(t) [eh(x, t) — f(d(i)) + <], which affects the third order and higher terms 

of the equation. The velocity matching condition on the body (2.50) becomes

f(d(t) d'(t) + dx e dy
= v(t) on y = 0,

and so the leading order problem is unaltered and the impact speed first enters 

the second order problem. The matching procedure is as before, except that the 

asymptotic thickness of the jet is now
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In order to solve the problem in the jet region we recall that the cartesian co­ 

ordinate y can be expressed in terms of the curvilinear coordinate system (x.y) 

by
yy = 1 •>

and that x(x) = x + O(e2 ). When we introduce scaled jet variables and expand 

in powers of e, the third order term of the Bernoulli equation gives

and the fourth order term gives

w w

..I

The third order term is independent of £ and is therefore identically zero, and 

so the first non-zero term in the pressure is the fourth term. The leading order 

solution is unaltered and the leading order pressure becomes

- y

As we would expect, when the body is accelerated so that v'(i] > 0 the pressure 

on the body is increased and therefore separation is discouraged. Decelerating 

the body so that v'(t) < 0 has the opposite effect.

In the simple case of a wedge impacting with a power law speed v(t) = tn the 

pressure due to the jet is

X

7T.

over the region of the jet ?ri/2 < x < Trt.

Figures (2.25) and (2.26) show the composite pressure distribution on a wedge 

shaped body impacting with a speed linear in t, so that v(t] — t, and a typical 

set of composite pressure histories respectively.

2.12.3 The Effect of Surface Tension

The effect of surface tension in the fluid surface can also be included in the model. 

If the pressures are p\(x,y,t) and Pi(x,y,t) either side of an interface, then

72



t = 1

X

Figure 2.25: Leading order composite pressure distributions on a wedge shaped 
body with v(t] = t.

a simple force balance argument, as presented for example in Milne-Thomson 

(1968), gives the relation
Pl~P2 =

at each point of the interface, where 7 is the surface tension and K, is the local 

curvature, whose sign is chosen so that the contribution of the term AC7 is directed 

towards the local centre of curvature. Using this pressure matching condition at 

the free surface and non-dimensionalizing, the coefficient of the new term becomes 

7//0/V 2 , the reciprocal of the Weber number, which we denote by 7. The pressure 

matching condition in the full problem (2.14) therefore becomes

dx dy + 7
h

1 +
'&H;
dx

= 0.

Assuming that 7 is O(l), the additional term is 0(e2 ) in the outer problem, and 

so its effect is only felt at third order, while in the inner problem it is 0(e) and 

so it only affects the fourth order problem. In the jet region away form the tip 

the new term enters the pressure condition at O(e7 ) and so appears first in the
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Figure 2.26: Leading order composite pressure histories on a wedge shaped body 
with v(t) = t.

seventh order problem. Thus, our earlier neglect of surface tension which was 

made because the Weber number was large is in fact valid to leading order for any 

Weber number that satisfies 7 = 0(l/e). We remark again, however, that even 

minute amounts of surface tension can have a dominant effect on the solution in 

the region of the jet tip and where the jet separates from the body.

2.12.4 Non-Planar Initial Free Surface

The model can be extended to include impacts onto fluids with a non-planar 

initial free surface, provided that the initial deformation is not too great. If we 

denote the initial free surface shape by H0 (X,Q) = rj(X), then the outer problem 

is unaltered apart from the expression for the leading order free surface (2.38), 

which becomes

o (A 2 - a(r) 2 J2
.dr,
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Figure 2.27: Geometry of an initially submerged body at t = 0.

for X > d(t). Applying the matching condition (2.45) and inverting the resulting 
integral equation, gives the new expression for t(d), namely

2t(d) =
7T

provided that the integral exists. Evidently altering the initial free surface shape 
has the consequence of altering the effective body shape. The leading order inner 
and jet problems are only altered through the change in d(t).

For example, if the impacting body and the initial free surface are both wedge 
shaped, so that f(X) = a\X\ and rj(X) = —j3\X\ then we obtain

TTt
d(t} =

2(a+/3)'

2.12.5 Bodies Initially in Contact with the Fluid

The theory can also be applied to the situation where the impacting body is 
initially submerged in the half-space of quiescent fluid to a depth Yo/e = f(d0 ), 
so that the initial plate width is do/e, as shown in Figure (2.27).

The outer problem is unaltered apart from the matching condition (2.45), 
which becomes

Ho(d(t),t)=f(d(t))-t-Y0 ,

t-r f*/5



Figure 2.28: Impact of a non-symmetric body with small deadrise angle, 

and so t(d] is given by

*o = - - Y0 cos A I — 
d

Again, since no initial conditions are imposed on the leading order inner and jet 

problems, they are only altered through the change in d(t).

For example, when the impacting body is a parabola, Y — JY" 2 , we obtain

( .•) . 7? \ _-, I UQd2 - 2dl ) cos 1 — 
^ °^ \d

and d(i) —>• (22)2 as 2 —>• co as we expect.

2.12.6 Non-Symmetric Bodies

Thus far only symmetric bodies have been considered, but the theory easily ex­ 

tends to non-symmetric impacting bodies. In this case, transferring the boundary 

conditions in the outer problem gives rise to two unknown points at the edges of 

the equivalent plate. Using the subscripts 1,2 to indicate quantities in x < 0 and 

x > 0 respectively, we denote these points by —di(t)/e and d2 (t)/e, as shown in 

Figure (2.28). We can make the outer problem symmetric by defining the new 

space variable X" = X — (di(t) — d1 (<))/2, and considering a plate whose semi- 

width, d"(t), is given by d'(t) = (di(t) + d2 (t))/ <2. The solution to the leading

x
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order outer problem is, therefore,

r i fa (J*(4\l ?' — in. I a (t) — Z

where Z" = X' + iY. The matching condition (2.45), applied at the edges of the 

plate, now takes the form

-t for i = 

and so ^i(-) and d^('} are determined by

The leading order term in the expansion of the total force is Fo(t) — 7rdx (t)dx '(t). 

The leading order inner and jet problems are only altered through the change in 

the appropriate function d{(t] for i = 1,2.

For example, if the body is a non- symmetric wedge described by f(x) = —ax 

for x < 0 and f(x) = /3x for x > 0, then di(t) = 7r/2a and <£ 2 (<) = *72/3, 

and a typical spatial pressure distribution is shown in Figure (2.29) in the case

2.12.7 Fluid Compressibility

The inclusion of fluid compressibility presents substantial additional difficulties, 

as outlined in Section 1.4.1(c), and no attempt has been made to do this in 

the present work. We remark, however, that for ship slamming problems the 

time scale over which compressible effects are significant is much shorter than 

the typical duration of a slam. To demonstrate this, consider a parabolic body, 

y = x 2 /2l, with radius of curvature /, impacting with speed V. The speed of 

the edge of the equivalent plate is d'(t)/e ~ (VI ft)? , which is of the same order 

as the sound speed in the water, cw , when t is 0(lV/c2w ). Taking the typical 

dimensions of a ship from Section 2.1, this means that the time scale during 

which compressibility is important is of order 10~4 seconds, which is only one 

thousandth of the typical duration of a slam.



TTt 7T

2/3e'8/? 2 e 2

irt 7T

8a2 £2

Figure 2.29: Typical spatial pressure distribution on a non-symmetric wedge 
given by f(x) = —ax for x < 0 and /(x) = fix for x > 0.
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2.12.8 Elastic Properties of the Body

No real ship hull is perfectly rigid and so a more detailed description of ship 

slamming would involve a consideration of the effect of the elastic properties of 

an impacting body on the solution. A number of numerical studies have been 

performed, but theoretical approaches so far are restricted to considering the 

effect of a prescribed fluid loading on an elastic shell, as described by Korobkin 

(1983).

2.13 Comparison of Theory and Experiment

It was originally intended that the present theoretical work would be accompa­ 

nied by a series of drop tests using scaled ship hull models, to be performed by the 

Admiralty at their Rosslaire site. Unfortunately, the Admiralty have not yet per­ 

formed these experiments and so we will compare our theory with experimental 

data available in the open literature.

Figure (2.30) shows a series of pressure histories recorded during the impact 

of a 2m wide model with a 5m radius of curvature onto water reproduced from 

Hagiwara &; Yuhara (1974a,b). The theoretical predictions of the value and the 

position of the maximum pressure for the same body are given for comparison in 

Figure (2.31). Evidently the latter is in excellent agreement while the former is 

substantially over predicted in the early stages of the impact. This over prediction 

may be due to the effects of air cushioning or possibly the difficulties of resolving 

the sharp, fast-moving pressure maximum in a small scale experiment.

Figure (2.32) shows a typical set of pressure histories for an approximately 

parabolic two-dimensional hull section, reproduced from Nethercote et d. (1984) 

and Figure (2.33) shows the corresponding theoretical values for a parabolic body 

of similar dimensions. The large variations of the pressure on the keel are due to 

air entrapment, and are not represented by our theory which predicts an infinite 

pressure there at the instant of impact, but away from the keel the agreement is

good.
The experiments of Driscoll & Lloyd (1982) permit comparison with our the­ 

ory for flat-bottomed wedges. Two typical pressure histories are shown in Figure 

(2.34). On the flat keel they show a primary pressure peak followed by a shallow
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Figure 2.30: Experimental pressure histories for a 2m wide parabolic model with 
a radius of curvature of 5m. Reproduced from Hagiwara & Yuhara (1974a,b).
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Figure 2.31: Comparison between experimental data and theory, (a) Maximum 
pressure in 10kN/m2 and (b) Time to maximum pressure in seconds versus dis­ 
tance from the centerline in m.
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Figure 2.32: Typical pressure histories for an approximately parabolic model. 
Reproduced from Nethercote et al (1984).

secondary peak, while on the deadrise there is a single, sharp pressure maximum. 

The secondary peak on the keel is apparently due to air entrapment, and was 

more marked for models with larger keels. Figure (2.35) compares the experi­ 

mentally observed magnitude and position of the maximum pressure pulse with 

the corresponding theoretical values. The predicted size of the maximum pres­ 

sure is in rough agreement with the experimental data, and the position of the 

pressure maximum, calculated from equation (2.101), is well represented.

2.14 Comparison with other Theories

The present theory subsumes and extends the intuitive ideas of Wagner (1932). 

The outer solution formally reproduces the flat plate approximation for bodies 

with small deadrise angle, and justifies the inclusion of Wagner's 'splash-up' 

factor to determine the width of the plate. The inner solution is formally derived 

and its correct scale obtained by matching. The jet solution and composite 

pressure distribution are new. The entire theory, including the expression for the
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pacting at 20fps.

83



Figure 2.34: Typical pressure histories for a flat-bottomed wedge measured (a) 
on the flat keel (b) on the deadrise. Reproduced from Driscoll & Lloyd (1982).

total force, is generalized to arbitrary bodies with small deadrise angle, and an 

explicit solution of the integral equation to determine the plate width has been 

pointed out.

Our leading order pressure calculations can be used to correct the approxima­ 

tions made by Borg (1959), made using geometrical arguments for small deadrise 

wedges. His value of the pressure on the keel of 1/e should be 7r/2e ~ 1.571/e, 

and his value for the maximum pressure of 1.125/e2 should be 7r2 /8e2 ~ 1.233/e2 .

An interesting comparison can be made with the asymptotic theory of Pukhna- 

chov & Korobkin (1981) and Korobkin & Pukhnachov (1985), which applies to 

the initial stages of the impact of blunt bodies with arbitrary deadrise angle, and 

which uses time as the small parameter. Their analysis of the impact of a two- 

dimensional parabolic body, y — mz 2 , at constant speed predicts a maximum 

non-dimensional pressure of
ILLmax for t <C 1,

where Umax — 0.47, compared to the leading order term in the present small

deadrise approximation of
I'dV 1 1

for m <C 1.2e 2
1 J_ 
2mt
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Figure 2.35: Comparison between experimental data and theory, (a) Maximum 
pressure in kN/m and (b) position of maximum pressure in m versus time after 
first impact in seconds.

85



Unfortunately, the other properties of their solution are not so easy to compare 

and the exact relation between the two theories remains unclear.
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Chapter 3

Three-Dimensional Fluid Impact 
Problems

In this chapter we generalize the procedure described in Chapter 2 to three- 

dimensional bodies with small deadrise angle. Less analytic progress is possible 

but we can obtain solutions to the leading order outer problem in some simple 

geometries. A variations! formulation of the problem is derived, valid in two or 

three dimensions, leading to a fixed domain computational scheme, which can be 

implemented using finite elements. Finally, the method is extended to fluid-solid 

and fluid-fluid impact problems.

3.1 Problem Formulation

We consider the three-dimensional impact of a rigid body onto a half-space of qui­ 

escent, inviscid and incompressible fluid. We take cartesian coordinates (x,y,z) 

with the y-axis vertically upwards and the x and z-axes in the plane of the 

undisturbed fluid surface. Fluid initially fills y < 0 and y > 0 is assumed to 

be a vacuum. The effects of surface tension and gravity are again ignored. The 

impacting body has shape y = f(x,z), where /(0,0) = 0 and /(x,z) > 0 for 

x , z > 0 and moves vertically downwards with constant speed V. The instant 

t = 0 corresponds to the first moment of impact, and so the position of the body 

at time t is given by

y = f(x,z)-Vt.

The fluid velocity u(x,y,z,t) and pressure p(x,y, z,i] satisfy Euler's equations 

(2.1) and (2.2). The flow is irrotational and so we introduce a velocity potential
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,2/,z,2), where u = V<^>. The governing equation is again Laplace's equa­ 
tion (2.3) and the pressure is determined from Bernoulli's equation (2.4). On 
the wetted body surface y = /(z,z) - Vt the condition representing continuity 
of normal velocity now takes the form

v
dy { }

On the free surface y = h(x,z,t) we have the kinematic condition

dt dx dx dz dz dy ~ '
and from Bernoulli's equation the requirement of zero pressure gives the relation

1
dt 2 dy \dz

= 0. (3.3)

The initial conditions and far-field condition are the same as in two dimensions, 
viz.

together with

H. 0 as (x 2 + y2 + z 2 )2 -> oo. (3.5)

3.2 Bodies with Small Deadrise Angle

Once again in order to make progress we restrict our attention to bodies whose 
deadrise angle is everywhere small. First, we non-dimensionalize as we did in 
Section 2.3 and define the dimensionless z- coordinate, z*, by

z =

and immediately drop the starred notation for dimensionless variables. The 

position of the impacting body is now given by

y - f(ex,ez) -t,
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and non-dimensionalizing the equations we obtain the full three-dimensional im­ 

pact problem,

<V 5z 2
= 0 in the fluid, (3.6)

dx dx dz dz 
dh dhd^ dh_d$_~dt 4' x

dy = 1 on y = f(ex,ez)-t, (3.7)

x

IT' + dx dy
,~r

dy
2

on = (3.8)

dz — 0 on y = h(x,z,t}. (3.9)

The problem is subject to the initial conditions

, T/,2,0) -0, z,0) =0, (3.10)

and far-field condition

V<f>(x,y,z,t) —> 0 as (x 2 + y2 + z 2 )' oo. (3.11)

3.3 Outer Problem

Following closely the analysis used for the two-dimensional problem in Section 

2.4, we investigate the problem in the outer region by introducing scaled outer 

variables, with the addition of

Z = ez,

and obtain the full outer problem,

dX
7T + ^7? + ^^ = 0 in the fluid, (3.12)

df d$ df
J +dXOX OZdZ dY

dZ dY
2

1 on y = e(f(X,Z) -t),

(3.13) 

0 on y-e^(Ar,Z,f), (3.14)

= 0 on Y = eH(X,Z,t), (3.15)

together with the initial conditions

(3.16)
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and far-field condition

>o as (z 2 + r2 + z 2 )' ^ oc. (3.17)

We now perform Taylor series expansions of the boundary conditions about Y = 0 

in order to express them in terms of quantities evaluated on the position of 

the undisturbed free surface. As before, this procedure presents no difficulties 

provided that the free surface remains single valued, but if it turns over as we 

expect then we must once again choose to neglect the thin, fast-moving jet (now 

more properly termed a spray sheet) that forms close to the body. Performing 

this linearization in two dimensions gives rise to a single unknown point X = 

d(t] where the change of boundary conditions occurred; in three dimensions the 

geometry is more complicated and it will produce an unknown plane curve in 

Y — 0, denoted by t — u(X, Z), representing the boundary of the equivalent fiat 

plate.

If we now seek regular perturbation solutions for $ and H as asymptotic 

series in powers of e, then the leading order outer problem is

ui 

with the initial conditions

= -1 on y = 0, t>u(X,Z), (3.19)

= ——• on Y = 0, t«a(X,Z), (3.20)

= 0 on y = 0, t<u(X,Z), (3.21)

$o(Ar , y, Z, 0) = 0, H0 (X, Z, 0) - 0, (3.22) 

and far-field condition

-*° as (Ar2 + y2 + ^ 2 )"^oo. (3.23) 

If we integrate (3.21) and use the initial condition for $ 0 (3.22a), then we obtain

$0 = 0 on y = 0, t < w(X, Z). (3.24)

The leading order outer problem is summarised in Figure (3.1). Once $ 0 has
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as

Figure 3.1: Leading order outer problem.

been determined the leading order free surface elevation can be calculated from 

equation (3.20),

/•*
• / -y 17 j.\ _ / 
0\ -A- i J-J , l> I — I

«/0
for (3.25)

3.4 Matching Condition to Determine

By extending the argument presented in Appendix B to three dimensions it is 

easy to show that, on the assumption that the volume of fluid in the spray sheet is 

small compared to a typical volume based on the outer length scale, the matching 

condition to determine the boundary of the equivalent flat plate, t — u>(X,Z), 

remains

(3.26)- on =

Using equation (3.25), this gives the matching condition

/o dY
- on = (3.27)
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3.5 Variational Formulation of the Problem

Except in the special case of rotationally symmetric bodies, obtaining a general 

solution of the leading order outer problem in three dimensions is too difficult. 

A great mathematical simplification can be made, in both two and three dimen­ 

sions, by formulating the problem as a variational inequality. The solution of 

this variational formulation can be associated with the minimiser of a variational 

integral, providing information about the existence, uniqueness and smoothness 

of the solution. This approach also leads to an efficient numerical procedure for 

calculating solutions for arbitrary bodies in either two or three dimensions. De­ 

tails of the theory of variational inequalities and examples of their application to 

free and moving boundary problems are contained in Elliott & Ockendon (1982). 

In order to write a free boundary problem with a second order field equa­ 

tion as a variational inequality, we require continuity of the first derivative of 

the dependent variable. In the present problem d$o/dY is discontinuous across 

the curve t = u>(X,Z) and so, as it stands, the problem cannot be so written. 

The techniques employed to transform such problems into ones having solutions 

with continuous first derivatives are usually termed Baiocchi Transformations, 

and have been the source of interest in the literature, even before the pioneering 

work by C. Baiocchi from whom they take their name. Fortunately, the smooth­ 

ing transformation that was suggested by Korobkin (1982) for the Lagrangian 

formulation of the impact of a blunt body can be applied successfully to the 

present problem. Instead of working with the velocity potential $ Q (X,Y,Z,t), 

we introduce a displacement potential, ^o(X,Y,Z,t], defined by

*o(*, Y, Z,t) = - T *„(*, Y, Z, r) dr, (3.28)
Jo

and since <£ 0 satisfies Laplace's equation (3.18) then so does \J> 0 ,

V 2 ^ 0 = 0 in y<0. (3.29)

On the boundary Y - 0 when i < u(X, Z) the conditions (3.20) and (3.24) mean 

that

= -H0 (X,Z,t), (3.30) 

- 0. (3.31)
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When t > u(X,Z) equation (3.19) also holds, and so

f'dr

w

= t-f(X,Z). (3.32)

The great advantage of this transformation is that, since the matching condi­ 

tion (3.26) holds, the first derivative of the new dependent variable, d^o/dY , is 

continuous across t = u(X,Z). ^o satisfies the linear complementarity problem,

V 2 $0 = 0 in Y < 0, 

V 0 (^-t + f(X,Z)\ =0 on y = 0,

with

- >Q on y = 0.

We can now write the problem as a variational inequality. First we introduce the 

real Sobolev space Ti1 , with, inner product (-,-) and associated norm • ||. Then 

we define the symmetric continuous bilinear form a : Ti1 x Ti1 — *• 3R by

a(u,v)= /// Vu - Vv dX dY dZ, 
J J JY<O

and the continuous linear mapping I : 7~il — > 5R by

t(u) = ff _ g(X,Z,t)udXdZ,

where g(X, Z,i) = t — f(X, Z) and the boundary values are defined in the usual 

way by the trace operator Tr : Ti1 — » L 2 (Y = 0). V denotes the set of all v G Ti1 

such that v > 0 in y < 0. Now for any v G V consider

y<o 

Applying Green's Theorem shows that this is equal to

Y=O

93



where n is the outward unit normal to Y = 0. Furthermore,

and so we deduce that \£ 0 satisfies the variational inequality

for all v£V. (3.33)

Since a(-, •) is symmetric it can be shown that the variational inequality is equiv­ 

alent to a constrained minimisation,

0 ) < J(v) for aU v 6 V, where J(v) = -a(v,v) - l(v). (3.34)

If a(-,«) is coercive, viz. there exists an a > 0 such that a(v,v) > a. v || 2 for 

all v G Ti1 , then the Hubert space projection theorem proves that the solution 

to (3.33) exists and is unique in V. a(-,«) is coercive when the region occupied 

by fluid is bounded, but the question of its coercivity in an unbounded domain 

remains open. However, since all our computations are necessarily made in a 

finite domain, we shall not need to pursue the point further.

3.6 Computational Approach

The variational formulation of the problem lends itself to a computational ap­ 

proach based on finite elements. Details of the computational schemes employed 

are given in Appendix C, but the basic approach is outlined below. The solution 

domain Y < 0 is divided into subregions called finite elements. Each of the n 

nodes are shared by a number of different elements, thereby connecting them 

together to form a mesh. A function v € V is approximated in terms of its values 

at the nodes, which are written in vector form as

The variation of v within an element is determined by the values of v at the 

nodes of the element;
V6 =

where i, j, . . . ,p denote the nodes of the element, and takes the form

v = (TV,, TV,, . . . ,7VP ) (vi,Vj, . . . , vp)' ,
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where 7V;,7Vj,..., Np are the element basis functions. Inserting this approxima­ 

tion for v into equation (3.34) yields

1
= mm

2
- v*F ?

where K is the n x n stiffness matrix whose entries are given by

Kij = a(Ni,Nj) for i, j = 1, 2, . . . ,n, 

and F is the n x 1 /oa<f vector whose entries are

for i = l,2,...,n.

Minimising over the coefficients Vi,v2 » • • • »vn we obtain n equations for the un­ 

known vector

namely
n , . , 0= 0 for 2 = 1,2,..., n,

from which we obtain the linear algebraic equation

= F. (3.35)

This system of equations for iui,i02, • • • ,wn can be solved by the well-known 

iterative method of projected successive over relaxation (SOR), as described in 

Crank (1984) and Morton (1986b). Once the solution for ^0 is known, 3> 0 can 

be recovered by numerical differentiation, and the free surface elevation H0 can 

be evaluated numerically from equation (3.20).

In the following examples, we used the piecewise linear basis functions de­ 

scribed in Appendix C to approximate the solution. Figure (3.2) shows the com­ 

puted free surface for a two-dimensional wedge Y = e\X\. It is evidently in good 

agreement with the exact solution which is available from equation (2.96). The 

method can equally well be applied in three dimensions, and Figure (3.3) shows 

the computed free surface for the impact of a three-dimensional cone Y — &R at 

two different times. The unfortunate lack of circular symmetry is an inevitable 

result of plotting the solution on a rectangular rather than a radially symmetric 

grid.
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Figure 3.2: Comparison between exact and computed outer free surface elevation 
for a two-dimensional wedge Y = e X at t — 0.1.
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Figure 3.3: Computed free surface elevation for a three-dimensional cone Y 
at t = 0.25 and t = 0.5.
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3.7 Solution of the Outer Problem

Unfortunately the complex variable techniques we employed to solve the leading 

order outer problem in two dimensions do not work in three dimensions. The 

situation is further complicated by the unknown curve t = u;(X, Z) and, con­ 

sequently, no general closed form solution can be obtained. We can, however, 

construct solutions for some special cases where the geometry is simple enough 

to allow us to proceed.

3.7.1 Body with Rotational Symmetry

An explicit solution can be obtained if the impacting body is rotationally sym­ 

metric about the vertical axis. We introduce cylindrical polar coordinates de­ 

noted by (R, 0,y), in which the profile of the body is described by Y — ef(R). 

The solution is independent of 0, and so the boundary of the equivalent plate 

must be a circle of unknown radius R = c(t). Writing the leading order outer 

problem in these coordinates we obtain

-'--'- <"•>
= -1 on y = 0, R<c(t), (3.37) 

on y = 0, JZ>c(*), (3.38)BY dt
$o = 0 on y = 0, R > c(t). (3.39)

If we first seek a solution separable in R and y, then we can deduce that the 

general axisymmetric solution of Laplace's equation in Y < 0 is given by

$o(R,Y,t) = r A(k)e-k V\J0(kR)dk, (3.40) 
Jo

where J0 (-) is a Bessel Function of the first kind of order zero and the function 

A(-) is determined by the boundary conditions. Substituting this expression into 

the boundary conditions we obtain a pair of integral equations for A(-),

r kA(k)JQ (kR)dk = -I for R<c(t)
J ° ,00

/ A(k)J0 (kR) dk = Q for R > c(t) Jo
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Sneddon (1966) discusses dual integral equations of this kind and, by considering 

the properties of the Weber-Schafheitlin integral,

•oo

shows that the present problem has solution

A(k) = -——Ji(fcr),
7T

where j;(-) denotes a spherical Bessel function of order i. Since

sm(kc] cos(kc]
L* £ s*& I/* /•» A/ C A/ C

the solution for $o(R,Y,t} is

'¥}* r
7T I JQ

(3.41)

—— Ji(kr)J0 (kR)dk, (3.42)

which decays like I//?2 as |/o| —>• oo where p = (R2 -f- Y2 )?. In particular, we can 

evaluate the value of the potential on Y = 0 to be

R<c(t).

From equation (3.20) the free surface elevation Ho(R,t) is given by

(3.43)

where

Evaluating this integral we obtain

. -iM<)'
— sin '

and so
2 c(r) — sm dr. (3.44)

The matching condition (3.27) to determine c(t) is, therefore,

f(c(t))-t = -
c(r) - sm-i

c(t)
dr. (3.45)
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We can solve the integral equation by writing t as a function of c, and introducing 

the new integration variable cr so that r — t(<r) and hence dr = t'(a)da. The 
equation then becomes

2 fc
/(c) - t = -

7T o _( C2_

- -i ( ff 
— sm —

and, after integrating the second term by parts, we obtain

2 yc <7t'(<7) + t(<r) J /(c) = — / ——————— p- dcr.
TTJo (c2 -(72 )2

This is now an Abel integral equation and has the solution

provided that the integral exists. Integrating this expression once with respect 

to a gives a formula for

If, more generally, the impacting body moves with non-dimensional speed v(i], 

then we can extend the above analysis to obtain the solution

/•«(«)

Schmieden (1953) solved the same integral equation in a similar way.

When the impacting body is a cone so that f(R) = &R, the problem is 

self- similar and has solution

c(t) = — , (3.48)

which agrees with the calculations of Shiffman & Spencer (1957), and we observe 

that the ratio of the radius of the cross-section of the body at Y = 0 to the 

radius of t = w(X, Z) is 4/7T ^ 1.273. When the impacting body is a paraboloid, 

f(K) = cx.R2 , we obtain the solution

which predicts that effective radius of the cross-section of the body at Y = 0 is 

(3/2)2 ~ 1.225 times the actual one. Similarly, when the body is a semi-circle
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R

Figure 3.4: Leading order outer free surface elevation for a cone Y = eR.

of unit radius, f(R) = I - (1 - R2 )* for R < 1, we obtain an algebraic relation 

between t and c(£),

' 2 ~ '1-c

which can be solved numerically for c(t) with a simple iterative scheme. A two- 

dimensional plot of the leading order free surface elevation for a cone, calculated 

from equation (3.44), is shown in Figure (3.4).

Following the same approach as in the plane case, we can obtain the O(l/e) 

leading order outer pressure on the disc, R < r(t), to be

1 5 (3.50)

and integrating this expression over the disc gives an expression for the O(l/e2 ) 

leading order term in the expansion of the force,

F0 (t] = 4c'(2)c(t) 2 . (3.51)

For a cone, the leading order force is quadratic in t and equal to (16t) 2 /7r3 , while 

for a paraboloid it is proportional to t* and equal to 3(32/2)2.

The experimental results of Moghisi & Squire (1981) demonstrate that, in the 

initial stages of the impact of a hemisphere with constant speed, the total force 

on the body, F(t), is proportional to the square root of the depth of submergence.
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Written in dimensionless variables, they obtained the expression

air

where the constant a was found to be approximately equal to 5.22. The present 

theory applied to a parabolic body with unit radius of curvature impacting at 

constant speed, predicts that the force is

F(t) = ^t*+ofy where c =

The square root dependence of the force on depth is in agreement with the 

experimental results, and the constant is approximately equal to 10.39, which is 

in fair agreement with the experimental value of about 8.20.

3.7.2 Body with Elliptic Cross-Section

Korobkin (1985) has obtained an exact solution when the impacting body is an 

elliptic paraboloid, and his approach is repeated here for completeness. We in­ 

troduce an elliptic coordinate system (/?, /x, z/) which is connected to the cartesian 

system (X, Y, Z) by the relations
4

X2 = 4r^ (3-

where

k 2 < p 2 < oo, /i2 < ^ < k\ 0 < S < h\

and /i and k are numbers such that k > h > 0. The surfaces p = constant, 

IJL = constant and v = constant form a confocal system of ellipsoids, hyperboloids 

of one sheet and hyperboloids of two sheets respectively. When p has the value 

k the ellipsoid is flattened down to the focal ellipse with semi-major axis k and 

eccentricity h given by
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The plane Y = 0 outside the elliptic disc is given by fj. = /i, with p varying 

from k to infinity. Laplace's equation separates in ellipsoidal coordinates, and 

the general form of a harmonic external to the ellipsoid p — p\ and vanishing at 
infinity is given by

oo 2n+l rrimf ^\ 
V- V- Fn (P) Fm , xpm/ Ny ^ y. ——-—r-on {[*>}£ \y}'i
n=0 m=l *n \P^J

where E(-) and F(-) denote Lame functions of the first and second kind respec­ 

tively. A full description of the theory of ellipsoidal harmonics can be found in 

the famous books by Whittaker & Watson (1962) and Hobson (1965). 

The position of the impacting body is described by

v2 72

a2

and the eccentricity of a cross-section Z = constant is given by e = (1 — b2 / a 2 }* . 

The curve t = u(X, Z] will be a confocal ellipsoid, whose semi-major axis we 

denote by a0 yt and eccentricity by e. The problem admits a similarity solution,
* * „*+

in terms of the similarity variables X , Z and $ 0 defined by

17 £_/ ^ O^

GQ^ CLQi>^ CLQi2

In the new variables, the boundary of the equivalent plate is

which we identify with the elliptic disc given by equation (3.55) by choosing k = 1 

and h = e.

Solving the problem directly for $o leads to analytical difficulties when ap­ 

plying the matching condition, so it is easier to consider the problem for the 

displacement potential, $0 5 given by $0 = d^o/dt. Furthermore, rather than 

solve the problem in the half-space Y < 0, it is convenient to continue $ 0 in 

an odd way into the upper half-space, and seek a solution harmonic everywhere 

outside the ellipsoid. Finally, we introduce
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If the solution for Wo is restricted to be even in V, then ^ 0 is odd in F, and so 

the condition $o(X,Q,Z,t) = 0 outside the ellipsoid is satisfied automatically. 

The boundary value problem satisfied by Wo(X,Y,Z) is, therefore,

V 2 Wo = 0 in p>l, (3.56)°n =
= HO , on fj, = l (3.58) 

> 0 as \p -+ oo. (3.59)

We can obtain a closed form solution to this problem by recalling that only Lame 

functions of the first species are even in X, Y and Z, and that to reproduce 

quadratic terms in X and Z on the ellipse p = 1 we further restrict ourselves 

to those of second order. There are only two functions that fulfil both these 

requirements, and so the general solution is given by

frr x I** Y*W0 = A — + — —— - +
a{ - 1

, R , , Z* ,o fim +B < — + — —— - + — —— - > — -— , (3.60)( a\ - 2 

where

— —— - 
- e OL\ - 1 J

^ = 1(1 + e 2 + (1 + e4 - e 2 )^), a2 = 1(1 + e 2 - (1 + e< - e 2 )?),

and the Lame functions of the second kind are given by

/ °° d£ 
———————————— j ————— r, for n = l,2. 

-a 2 -*''-!*

From the boundary conditions on the disc we obtain

l-e2 \ /l-c2 Wl m
,b2 o2 Va2 a 2 

where
2 — e e ai — m = — —————— - —— 

e 2 Q! — a 2 1 - e
Furthermore, by equating coefficients of the constant term, we obtain an expres­ 

sion for the semi-major axis,

2 _ 362
a°~ (2-e2 -e2 )'

104



Figure 3.5: Relative arrangement of the contact line t = u(X,Z) and the section 
Y = 0 during the impact of an elliptic paraboloid.

From the far-field condition we deduce that m(e, e) = 0, and so the eccentricities 

e and e are related by
2-e2 i

€ = € 3-2e2

Figures (3.5) and (3.6) are reproduced from Korobkin & Pukhnachov (1988). 

The first shows the relative arrangement of the boundary of the equivalent plate 

and the body cross-section at Y = 0, and the second is a plot of the function 

e = e(e). Notice that in the limiting case a = b = 1 (a parabolic body of 

revolution) we recover the result r(t) = (3^/2)2 obtained in Section 3.7.1, and 

in the case b —>• 0, e —> 1 (a two-dimensional parabola) we reproduce the result 

d(t) — (2<)a obtained in the Chapter 2.

Unfortunately, this approach cannot be easily generalized to other bodies with 

elliptic cross-section, since the boundary conditions on the disc do not, in general, 

permit such a straightforward expansion in terms of the external harmonics. 

1 Working directly for the velocity potential leads to a easier boundary value 

problem, but the resulting integration in time required to impose the matching 

condition can only, in general, be performed numerically.

1 Hauptman &: Miloh (1986) have followed a similar approach for the related problem of an 
elliptic wing with some success.
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Figure 3.6: Plot of the function e — e(e).

3.8 Inner and Spray Sheet Problems 

3.8.1 Inner Problem

As in the two-dimensional case, we seek to correct the singularity in the lead­ 
ing order outer problem by obtaining the appropriate inner problem near the 
boundary of the equivalent plate, t — w(ex,tz).

To investigate the inner region we introduce O(l) curvilinear coordinates £ 
and 77 to describe the (x, z)-plane, as shown in Figure (3.7). The new coordinates 
are defined so that £ = 0 is the curve t = u(ex, ez), which has curvature /c(er/,<). 
Written in the coordinates £, 77 and y, Laplace's equation becomes

8(f> I 82 ({>

(3.61)

and the boundary conditions take the form

do

on =
(3.62)

(3.63)n ,,~^~ = 0 on y = h ( x 1
ay
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Figure 3.7: Curvilinear coordinate system for the inner problem.

dr\

a'(t) d<t>
dy

= 0 on y = h(x, z,i],
(3.64)

dt e d( 
where (a(t)/e,/3(t)/e) is the velocity of the point £ = 0, 77 = 0 in terms of the

directions associated with the curvilinear coordinates £ and 77. Following the 

analysis of the two-dimensional case, we denote the unknown scale of the inner 

region by n > — 1 and define inner variables £, 77 and y so that

7?

where A(£,77,t) is the value of the function /(ez,ez) at the point with coordinates 

(£,77). 2 Since the fluid velocity must be O(l/e) in the inner region, the scaled 

inner velocity potential, <£(£,£, 77, i), is denned by

In the inner variables, the inner free surface elevation is 0(1) and the position 

of the body is O(e), and so we introduce the notations y = h((,rj^t) and y = 

2 In the two-dimensional case A(x,t) = f(d(t) + €n+1 x).
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7??^) respectively for them. Writing the full impact problem in these inner 

variables, Laplace's equation becomes

,-n+l

(3.65)
= 0

together with the boundary conditions

«'(*) + T7
on y - /(ex,

(1 + c»«

dh

-2n+l
ft e 

5^ 5/i 1 86 dh 
e

150

_ -i

(3.66)

(3.67)
= on =

1
2

.2n
_n-l

ft

on =

(3.68) 

and /i as asymptotic series in powers of e in the usual way, andExpanding 

writing

the leading order inner problem is

6?

dy

= 0 in the fluid,

= 0 on y = 0,

= 0 on y = 0,

(3.69)

(3.70)

(3.71)

(3.72)

This is exactly the same problem as that obtained for the two dimensional case in 

Section 2.6, with x replaced by £ and the velocity of the edge of the plate d'(t)/e
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replaced by a'(tf)/€, the normal velocity of the curve t — u>(fz, ex). Thus, we can 

solve it in the same way and matching with local form of the outer solution again 

requires that n = 1.

3.8.2 Spray Sheet Problem

The spray sheet region can be analysed in a similar way, and this leads to a 

two-dimensional version of the jet problem described in Section 2.7. The leading 

order problem is now that of a thin two-dimensional sheet rather than a thin one- 

dimensional jet. The problem is described in terms of curvilinear coordinates £, 

fj and y conforming to the shape of the body. Introducing scaled spray sheet 

variables £, 77 and i/, defined by

r r _ . y £ = cf , 77 = £77, y= -,

the leading order expression for the thickness of the spray sheet y — /IO(£,T].<), 

and the f and r\ components of the leading order velocity UQ(£, 77, t) and VQ(£, 77, t) 

satisfy the equations

O L *1 Q -i O

+ ^(77,^)^0) + ^ ,-^^^(Mo) = 0' v ^
= ( 3 - 73 )
~

(3-75)

The geometry of the leading order spray sheet problem is shown in Figure (3.8). 

The pressure on the body is again 0(e).

3.9 Extension to Fluid-Solid Impact Problems

The impact of a fluid on a solid is identical to the impact of a solid on a fluid, and 

so the present work can be applied immediately to the situation where a body 

of water strikes a solid surface, provided that both have small deadrise angle. 

A recent review of theoretical and experimental work on the impact of a fluid
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Figure 3.8: Leading order spray sheet problem.

onto solid boundary is due to Lesser & Field (1983), who concentrate mainly on 

approximate theories for the earliest stages of the impact when compressibility 

effects are significant. Unfortunately, a comparison with the work of Cumber- 

batch (1960), who studied the impact of a wedge of incompressible fluid on a 

plane wall, is not possible since he only investigated wedges with semi-opening 

angle less than Tr/4.

3.10 Extension to Fluid-Fluid Impact Problems

The ideas of the previous two chapters can be generalised to the impact of two 

bodies of immiscible fluid, provided both bodies have small deadrise angle, and 

the geometry of such an impact is shown in Figure (3.9). We denote the shape 

of the upper fluid, which is moving vertically downwards with non-dimensional 

speed v^\ by y = /^(ea^ez), and the lower fluid, which is moving vertically 

upwards with non-dimensional speed v^ 2\ by y = -/(2) (ez, ez). /(1) (-,-) and 

f( 2 )(-,-) are defined so that the first contact is made at x = 0, z = 0 at time 

t = Q. The velocity potentials in the upper and lower fluids are denoted by
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Figure 3.9: Fluid-fluid impact geometry. The dashed curves denote the position 
each fluid would have reached in the absence of the other.
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4>( l \x,y,z,t) and <j>( 2 \x, y, z, t) respectively, h(l \x,z,t) and h {2 \x.z.t) are the 

profiles of the upper and lower free surfaces and the interface between the fluids is 

y — 77(2:, z,tf). The governing equation and boundary conditions are as described 

in Section 3.1 for solid-fluid impacts, with a normal velocity matching condition 

at the interface between the fluids replacing the condition on the rigid body, and, 

since rj(x,z,t} is unknown, an additional pressure matching condition. In this 

simple model we neglect the effects of gravity and surface tension between the 

fluids and consider only the case when the fluids have the same density. The full 

impact problem, for initial fluid profiles with small deadrise angle, is given by

dx 2 dy2 dz 2 

with the boundary conditions

drj t

= 0 in the fluids i = 1.2,

dx dx dz dz 
on y = 77(2, z,i] for

dy
= l,2,

= 0

dt V dx J \ dy J >* J dt
1
2 dx

on y =

dt dx dx dz dz
r*T» 7/ — n^'lT 7 /I TOT\J J.X \J ^— I if \ vit • ** * v I XV^l.

2 / /-v , c.^ \ 2

dy
= 0

dx dy
on i/ = /i (i) (x,z,t) for 

The initial conditions are

dz
— 1, .2.

= 0

(x, z,0) -

and the appropriate far-field conditions are

for i = l,

as y 
as y

+ 00,
— 00.

(3.76)

(3.77)

(3.78)

(3.79)

(3.80)

(3.81)

(3.82)

112



3.10.1 Outer Problem

To obtain the outer problem, we proceed as in Section 3.3, with addition of an 

outer interface profile, E(X,Z,t), defined by E(X,Z,t) - rj(x,z,t). Expanding 

the dependent variables as asymptotic series in powers of e, we obtain the leading 

order outer problem, which has governing equation

.= 0 in the fluids i = 1, 2, (3.83)

and boundary conditions 

dE0
£r- on y = 0, t<u(X,Z), for { = 1,2, (3.84)

dt dY
)
- on y = 0, t<u>(X,Z), (3.85)

dt dt 
dH (0i}

dt ~ dY on = 0, i> w(X, Z), for { = 1,2, (3.86)

0— = 0 'on y = 0, t>u(X,Z), for { = 1,2, (3.87) 
dt

and is subject to the initial conditions
*

3?g, (JT, y, Z, 0) = 0, .H0 (-X", Z, 0) =/'^(.X", Z) for { = 1,2, (3.88) 

and the far-field conditions

as »-* +00 ' (3.89) 
as y —•» — oo.

Integrating equation (3.85) with respect to time and using the initial condi­ 

tion (3.88a) we deduce that

$ = $02 on y = 0, t<u(X,Z). (3.90)

$^ is harmonic in Y > 0 and $^ is harmonic in Y < 0, and from equa­ 

tions (3.84) and (3.90) we deduce that the derivatives dQ^/dX, d^/dY and 

d^Q^/dZ for { = 1,2 are continuous across Y = 0 for t > u(X,Z). The solu­ 

tion denoted by $Q(X,Y,Z,t), is, therefore, harmonic everywhere, apart from 

the region of the plane Y = 0 on which t > u>(X, Z).
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In the two-dimensional case we seek a solution harmonic in the cut (X,Y)- 

plane, with the cuts taken between (-oc,0) and (-d(t),Q) and between (d(t),Q) 

and (oo,0). The solution for $ 0 is, therefore,

(d(t) 2 - Z 2 )" , (3.91) 

where now Z = X + iY , and a and (3 are determined from the far-field conditions,

Substituting <f> 0 into equation (3.84) and integrating once we obtain a simple 

linear expression for the interface between the fluids,

E0 (X,t) = at.

Similarly, integrating equation (3.86) and using the initial condition (3.88b) gives 

expressions for the leading order free surface shapes similar to that in the previous 

chapter,

H?\X,t) = /(Vm + at-fix ,, (3.92)
Jo (X2 -

H<?\X,t) = -fWW + at + pxf* dj ,. (3.93)
Jo (X2 - d(r) 2 )i

The analogue of the matching condition (2.45) is that the leading order free 

surfaces should meet at X — d(t], viz.

(3.94)

and so
dr

This is another Abel integral equation, and has the solution

t(d) = -- dr, (3.95) 
1 ; o (d2 -£2 )i

provided that the integral exists.
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3.10.2 Inner and Jet Solutions

Expanding in the inner region centred on x = d(t)/t and y = at we obtain exactly 

the same leading order inner problem as in the case of solid-fluid impacts. Unless 

a = 0, the jet makes a non-zero O(e) angle to the x-axis. To leading order the 

jet problem is unaltered and the jet angle can only be obtained by carrying out 

a second order analysis in the inner region. This has not been performed.

For example, consider the impact of a fluid wedge, f^ l \x] = mi x , and a fluid 

parabola, f^ 2 \x] — m2 z 2 . Substituting into equation (3.95) we obtain

o • n
d(t) - —— -mi + (ml + m2 7T 2 /ft) 2 

?rm 2 . v '

which reproduces our earlier results for parabolic and wedge shaped bodies in 

the special cases rn\ = 0 and m2 = 0 respectively. Figure (3.10) shows a typical 

set of composite pressure histories for the impact of a fluid wedge with a fluid 

parabola in the case mi = m2 = 1.
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Figure 3.10: Typical composite pressure histories for the impact of a fluid wedge 
with a fluid parabola in the case mi = m2 = 1.
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Chapter 4

Stability and Exit Problems

In this chapter we describe a partial linear stability analysis of the leading or­ 

der outer problem. The results lead to a discussion of the essential differences 
between entry and exit problems.

4.1 Stability Analysis

A linear analysis of the stability of the leading order outer solution to perturba­ 
tions in the Z-direction is possible.

Expanding the solution -to the full two-dimensional problem near the edge 
of the equivalent plate, X = d(t], locally in both space and time leads to a 
perturbed problem of a semi-infinite plate Y — 0, X < d(t] that is difficult 
to analyse. Instead we proceed as in classical gas dynamics and take as our 
basic, unperturbed problem a simpler 'travelling wave' problem on an infinite 
domain. The solution for the leading order outer problem, $o, has a square root 
singularity at the free boundary X = d(t], which means that we can neglect 
the impact speed but not dHo/dt compared with 33>Q/dY. Dropping the zero 
subscripts for clarity, the approximate local model is therefore

—— = 0 on y = 0, X<d(t), (4.2)

= - on y = 0, X>d(t), (4.3) 

= 0 on 7 = 0, X> d(t), (4.4)
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= 0

as oo

Figure 4.1: Approximate travelling wave problem.

with the matching condition

H(X,i)-+Q as X-*d(t)+. (4.5)

In order to match with the two-dimensional solution, the far-field behaviour of 

this local solution must be such that

as (4.6)

where, because we are only considering variations on a short time scale, k is a 

constant. Introducing the travelling wave variable £ = X — u0t, where t>0 is the 

constant speed of the wave, the problem becomes

dY 2

$

= o in y < o,

= o on y = o,
dH dH

= 0 on > 0,

(4.7)

(4.8)

(4.9) 

(4.10)

which is summarised in Figure (4.1). This problem has an exact travelling wave 

solution which is independent of Z, viz.

H = - for £ > 0.

118



Both k and VQ are determined by matching with the solution to the full problem 

and will be related in any particular problem. The precise nature of this rela­ 

tionship is, however, unimportant, and it is sufficient to observe that k and VQ 

must have the same sign. The cases VQ > 0 and VQ < 0 correspond to entry and 

exit problems respectively.

We wish to investigate the stability of the solution to a small harmonic per­ 

turbation in the ^-direction. Following the approach described by Ockendon 

(1980) we write the new free boundary as

£ = 8cos(nZ)eat + O(6 2 ), (4.11)

where 8 <C 1 and n > 0 are given real constants, and the temporal exponent a is 

to be determined.

We now seek solutions for $(£,y, Z,i] and H(£,Z,t] as asymptotic series in 

powers of 8, in the form

$ = $ 0 + $ cos (nZ) 

H = H0 + 6 cos (nZ) + O(82 ).

(4.12)

(4.13)

Substituting these expressions into equations (4.7), (4.8), (4.9) and (4.10) and 

expanding in powers of 6, the leading order problem is exactly the unperturbed 

one, and so the leading order terms are

0,H0 = —— — for
V Q

where R — (£ 2 +Y2 )* and 0 are local plane polar coordinates with the £-axis as 

the polar axis. The second order problem has governing equation

-"'*' = ° in y<0 >
and boundary conditions

. = 0 on

oY
on = 0, 0,

! = 0 on

(4.15)

(4.16)

(4.17)

119



We can satisfy the boundary conditions (4.15) and (4.17) by seeking a solution 

for $! in the form

COS

where, from equation (4.14), the function f(R) satisfies the second order ordinary 

differential equation

+ - + n2 f(R) = 0. (4.18)

From the far-field condition (4.6), we deduce that $ x — o(Rz) as R — »• oo and 

HI = 0(^2) as £ — »• oc, and so both $1 and #1 can have no worse than square 

root singularities at the origin. The appropriate solution for f(R) is therefore 

e~nR /Ri , and so the solution for $! is

~nR

where the constant m is undetermined. The differential equation satisfied by 

is obtained by substituting for $1 into equation (4.16), which gives

777 e~n
-. (4.19)

Equation (4.19) can be integrated directly and, after one integration by parts, 

has the solution
,-(n+<r/v0 )3

(n + CT/VQ} I 
Jo ds + c (4.20)

VQ

where c is another undetermined constant. If CT/VQ > 0 then the condition that 

HI(£) = o(£*) as £ —» oo we can only be satisfied if

/•OO g

c = - / ———i—— ds = -
Jo 52

whereas if CT/VQ < 0 the condition is satisfied regardless of the value of c.

The expansions (4.12) and (4.13) are invalid near the perturbed free boundary 

where R — 0(8} , and so to correct the outer expansion we seek an inner expansion
f^ ^ yv >v A

in the neighbourhood of R = 0. The appropriate inner variables f, F, $(£,!% Z, 

and H(l,Z,t) are defined by

= ^, Y = 8Y, 
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and

*(X,Y,Z,t) =

The inner problem, is governed by the equation

+ —TT- + — — = 0 in Y < 0, (4.22) 
dY2 dZ 2

together with the boundary conditions

-^ = 0 on y = 0, f < cos(nZ)eat 4-O(£), (4.23)
.

°n = 0 » f >cos(nZ)e<rt + 0(^), (4.24)

4 = 0 on y = 0, i>cos(nZ}eai + O(8). (4.25)

S* A

Expanding the dependent variables $ and H in powers of 5, in the form

the leading order inner problem has the governing equation

= 0 in r<0, (4.26)^ }

together with the boundary conditions

£ = 0 on y = 0, i<cos(nZ)efft , (4.27)

on y = 0, | > cos (nZ) eat , (4.28)

4 0 = 0 on y = 0,. £> cos(nZ)e<rt . (4.29) 

The solution of the leading order inner problem is, therefore,

(4.30) 

for f > cos (nZ) e fft , (4.31)

plus any terms generated by matching with the outer expansion. 1

1 The inner expansion is itself invalid near £ = 0, Y — 0 and repeated inner expansions would 
be needed to determine higher order terms in the free boundary position in equation (4.11).
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The one term outer expansion of the inner potential $ automatically matches 

with the one term inner expansion of the outer potential <£, but matching the 

two-term outer expansion with the one-term inner expansion requires that

m = — . 
2

The two-term inner expansion of the free surface elevation -H"i(£), given by equa­ 

tion (4.20), is

The first term automatically matches the term of 0(l/f ?) in the expansion of 

equation (4.31) as £ — *• oo. However, the second term produces a constant of 

S^kc/lvQ which the next term in the expansion of equation (4.31) has to match. 

This would lead to a potential problem for the second term in the expansion
** A

for $ which would have to satisfy homogenous Neumann data on Y — 0 and 

homogenous Dirichlet data on £ = 0 and be such that the Neumann data on 

£ > 0 had a finite integral. The boundary conditions mean that such a function
j*.

would have to be a linear combination of square roots of £ + iY , and there is 

no such function with the required finite integral. We conclude that the term 

kc/2vQ in (4.32) is actually zero, and so c = 0.

In the case <T/VQ > 0 then equation (4.21) implies that O-/VQ + n = 0 but, since 

n > 0, this is impossible. Thus, <T/V O < 0 is the only possibility and therefore 

a and v0 must have opposite signs. This observation suggests that an impact 

problem in which the equivalent flat plate expands and VQ > 0 is stable, but that 

an exit problem in which the equivalent fiat plate contracts and •UQ < 0 is unstable 

to small perturbations in the Z-direction. We are, however, unable to obtain a 

dispersion relation between a and n.

4.2 Some Remarks Concerning Exit Problems

The stability analysis suggests that there is a fundamental difference between 

entry and exit problems at small deadrise angle.

Firstly, even though any solution of our expanding plate model can be reversed 

in time to give the solution of an exit problem, with the same initial conditions as
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those encountered in the evolution of an entry problem, this tells us little about 
the evolution of an exit problem for arbitrary initial data. In addition to the 
stability argument, the differences between the two situations are emphasised by 

the fact that reversing the sign of time in an entry problem reverses the sign of 
the leading order outer pressure, given by equation (2.44). Hence, large negative 

pressures are predicted on the body, which are likely to invalidate the model by 
causing the boundary of the contracting plate to break up.

Secondly, although the smoothing transformation (3.28) can still be applied 

to an exit problem, we can no longer derive the matching condition (2.45) in the 
region traversed by t = u>(X , Z). This difficulty prevents us from writing down an 
integral equation to determine the plate width corresponding to (2.46) without 
making additional physical assumptions about the shape of the free surface in 
this region.

Finally, we note that a solution to any exit problem in the absence of vis­ 
cosity, gravity and surface tension is that the body loses contact with the fluid 
instantaneously and h(x,z,t) = /i(x,z,0). This suggests that including the ef­ 
fects of viscosity, gravity or surface effects may be crucial to understanding exit 
problems.

There are very few mathematical papers dealing with exit problems. Green- 
how (1988) performed numerical calculations using a boundary integral method 
for the exit of a circular cylinder at constant velocity from an inviscid fluid. 
He obtained a variety of flows but experienced numerical difficulties when the 
fluid particles on the free surface became too spread out. However, for a range 
of exit speeds he found that the solution broke down regardless of the particle 
spacing. The reason appeared to be physical rather than solely numerical and to 
be connected with the formation of a sizeable region of large negative pressure 
on the cylinder. Figure (4.2) is reproduced from his paper and shows how the 
free surface is drawn under the cylinder during exit, as well as giving the pres­ 
sure distribution on body just before numerical breakdown occurred. Greenhow 
(1988) also included photographs of small scale experiments, which showed a 

spontaneous break up of the free surface.

The exit problem is still open, as yet no mathematical theory exists to describe 
the experimental and numerical observations.
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Figure 4.2: Numerically calculated free surface and pressure distribution during 
the exit of a cylinder, just before numerical breakdown. The pressures of pV 2 /2 
and pga are shown for reference, and the hydrostatic pressure is marked with a 
dot. Reproduced from Greenhow (1988).
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Chapter 5

The Effect of an Air Layer on 
Fluid Impact

In this chapter we formulate a mathematical model for the impact of a rigid 

body onto a fluid in the presence on a cushioning fluid layer between them. 

Some numerical and analytical solutions are obtained in appropriate asymptotic 

limits, and numerical solutions are obtained to the full leading order problem. 

Finally, we compare our results with the earlier work of other authors.

5.1 Physical Motivation

The impact models described in the previous two chapters neglect several mech­ 

anisms that may be important in practical problems. Apart from those already 

discussed, the most likely explanation for the discrepancy between the pressure 

readings on the keel of a roughly parabolic body shown in Figure (2.34) and the 

corresponding analytical solution, shown in Figure (2.35), is that the pressure in 

the air between the solid and the liquid before the impact occurs is not negligi­ 

ble, and so the free surface deforms before the impact and a cushioning pocket 

of air is trapped. In order to discuss this mechanism, we derive a model which 

incorporates the air flow before an impact.

Following the argument in Section 2.1, the Reynolds number in the water is 

large and the Mach number in the water is small, and so again we model the 

water as an incompressible, inviscid fluid. Thus, we consider the impact of a 

two-dimensional, rigid, symmetric body onto an quiescent half-space of inviscid 

and incompressible fluid. Taking cartesian axes (x,t/) as before, and working
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in dimensional variables, the position of the body is given by y = f(x] -f a(t). 

Initially air fills the space between the body and the undisturbed water surface. 

Taking the same typical values of width and velocity as in Chapter Two, we can 

evaluate the relevant non-dimensional parameters in the air. Since the kinematic 

viscosity of air, i/, is roughly 10~ 5 m2 s~\ the Reynolds number, Re , for the flow 

in the air is

Re = H , 10*.
V

The speed of sound in air, ca , is approximately 330ms" 1 , and so the Mack number 

in the air, Ma , is
Ma = — ~ 10" 1 .

Ca

Since Re ^> 1 and Ma <C 1 we shall model the air as an inviscid and incompressible 

fluid. We note, however, that air compressibility effects will become important 

whenever the speeds in the air become comparable with the local sound speed, 

and that this is most likely to occur as the air-gap narrows just before the body 

first touches the water surface. Since the Froude number, Fr ^> 1, and the Weber 

number, We >> 1, are both large we will again neglect the effects of gravity and 

surface tension at the free surface. For simplicity we have referred to the two 

fluids in the model as air and water, but obviously the model is more general, 

and can be applied to any two inviscid, incompressible and immiscible fluids.

5.2 Problem Formulation

The flows in the air and in the water are both irrotational, and so we can define 

velocity potentials <f>i in the air and <^ 2 in the water. It is sometimes more 

convenient to work directly with the x and y-components of velocity, and so we 

denote these by Ui(x,y,t] = d&i/dx and Vi(x,y,t) = dfa/dy respectively, where 

i = 1 for quantities in the air and i = 2 for those in the water. The governing 

equations in both fluids are Euler's equations (2.1) and (2.2);

= 0, (5.1)

dui dui 1 dpi
1 dx

ll dx

1 dy

1 dy

Pi dx ' 
Idpi
pi dy '

-
ot
dvi~^7 
ot
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for i = 1 ? 2. Extending our notation, pi(x,y,t), pi(x,y,t) are the pressure in 

the air and the water and p^, p2 denote the density of the air and of the water 

respectively.

At the surface of the body we require continuity of normal velocity between 

the body and the air,

u 1 f'(x)-vl = -a!(t) on y = f(x) + a(t). (5.4)

At the free boundary between the air and the water, denoted by y = h(x,t), the 

kinematic condition applied to each fluid gives

dh dh , dh dh
~ Vl= ' ~dt JrU2 ~ ~ V2 = ° °n y- h( x >tf' V 5 ' 5 )

In the absence of gravity and surface tension, the air and water pressures must 

be equal at the free surface, and so from Bernoulli's equation (2.4) we have

on j, = fc(*,*). (5.6) 

At time t = 0 we impose the initial conditions

/i(x,0)='0, <fc(z,2/,0)=0 for i = l,2, (5.7) 

and the problem has the far-field condition

0 as (z 2 + t/ 2 + z 2 )2 -». oo for i = l,2. (5.8)

5 . 3 Non- dimensionalizat ion

First we non-dimensionalize the problem by scaling the variables with the typical 

horizontal length, /, and typical air-gap thickness, A. We scale the vertical air 

velocity with V, which is a typical vertical speed of the body. From the mass 

conservation condition (5.1), the typical horizontal speed in the air is Vl/X. 

The length scale in the water is /, but the velocity scale, denoted by U , has to 

be determined. The free surface elevation scales with Xpi/p?. From the Euler 

equations, we see that the air pressure is of order p\V2 l 2 /A 2 whilst the water 

pressure is of order pzUVl/X. Since the pressure is continuous across the free 

boundary, the pressures in the air and in the water must be comparable, and

127



this determines an appropriate value of U to be Vpil/p2 \. On substituting the 

new scaled variables into the equations and boundary conditions, we find that 

two non-dimensional groups of parameters arise naturally. These are the initial 

aspect ratio of the gap, which we denote by

A

and the ratio of the density of air to the density of water, which we denote by

6 = ^ - ID" 3 . 
Pi

The experiments of Lewison (1970) suggest that the water surface only responds 

to the approaching body when it is very close to it, and so we will investigate 

solutions to our model when both these parameters are small, viz. £ <C 1 and 

£< 1.

5.3.1 The Water Problem

In the water problem the non-dimensionalization takes the form

x = y . VtJ* *7 _»xy = T< * =' '

with

and

x „ x u2 = —, v2 = —, <p 2 (x ,y ,t ) =

* / * * i*\ p2 (x ,y ,t ) =
_!_ 
?A

Dropping the starred notation for dimensionless quantities, the governing equa­ 

tions in the water are

du 2 dv2 
dx dy

du
-^—
oy

dx dy

dx '

dy'

(5.9)

(5.10)

(5.11)

with the statement that the flow is irrotational, V x u2 = 0, taking the form

du 2 dv2
dy 8

= 0.
x (5.12)
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The boundary condition on the free surface is

dh dh cif . 
~dt + 'dx ~ V2 = ° °n y = ° h ( x i t )'

and from Bernoulli's equation the water pressure is

6

The initial conditions are

dt - \u~2 H- v:

/i(z,o) = 0, ^2(2, y,o) = 0,

and the far field-condition is

dx ' dy
0 as (x' oo,

5.3.2 The Air Problem

In the air problem the non-dimensionalization takes the form

yx = 7' y =A' * = T'

with

and

"1= vT'

(5.13)

(5.14)

(5.15)

(5.16)

Dropping the starred notation for dimensionless quantities, the air problem is 

given by the equations

* i + ir = °>
dx dy

dy
dpi
dx
dpi

' dy'

(5.17)

(5.18)

(5.19)

with the statement that the flow is irrotational, V x Ui = 0, taking the form

-
dy

(5.20)
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The boundary conditions on the body and the free surface are

dh~dt dh
dx

on y = f(x) -r a(t),

8
= 0 on y = -/i(z,<),

O

(5.21)

(5.22)

and from Bernoulli's equation the air pressure is

1Pi = ~
dt

(5.23)

The initial conditions are

(5.24)

and the far field-condition is

\iJ\ U<1>1 , 2
—, -~- -* 0 as (z 4-

dx dy
oo. (5.25)

5.4 The Leading Order Water Problem

If we seek a solution for <j> 2 (and hence u 2 and v 2 ) as an asymptotic series in 

in the form

then, dropping the clumsy subscript notation and dealing with leading order 

quantities unless otherwise stated, the leading order problem is given by the 

acoustic equations
Q- Q

(5.26)

(5.27)

(5.28)

_
' ~ 'Q ' Qox ay

dt dx '

dy '

with the condition of irrotational now

du 2 dv2 = 0.
dy dx 

The boundary conditions on the free surface are

dh
- = V2, Pi = Pi on y = 0.

(5.29)

(5.30)
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dy

dh ~dt t y

x

_~~

Figure 5.1: The leading order water problem.

The leading order water problem is shown in Figure (5.1). If we regard h(x,t] 

as being determined from the air problem then it is easiest to treat the problem 

as a boundary value problem for the velocity potential. Since, to leading order,

9h = °n = Q

the solution for dfa/dy^ harmonic in y < 0 and satisfying the boundary condition 

and the far-field condition (5.16) is obtained by using the appropriate Green's 

function; dfa—— x,y, = - 
ay TtJ-oo ot

Hence, the velocity potential fa is given by

27T J - oo

y2 } df. (5.32)

Furthermore,
. + 00

!H r (5.33)

where Ti(-) denotes a Hilbert Transform. From equation (5.28) we deduce that
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and therefore the pressure is determined in terms of the free surface elevation to

- -« (£) •
5.5 The Leading Order Air Problem

The solution of the air problem is dependent on the ratio 6/e, and so we introduce 

the new parameter, •$, defined by

« = i.
£

If we seek solutions for HI and Vi as an asymptotic series in £ 2 , in the form

and again drop the subscripts, then the leading order problem is given by the 

equations

dpi
X", ~f~ V>i— — -T Vi 0 — — — — ,
ot ox oy ox

0 = --£, (5.37) 

with the statement that the flow is irrotational

IT1 = 0. (5.38) 
oy

The boundary condition on the body is

Uif'(x) — Vi = —a!(i) on y = f(x) -f a(t), (5.39)

and those on the free surface are

'9h dh 
lh +Ul ~dx

The geometry of the leading order air problem is shown in Figure (5.2). From 

equation (5.38), we deduce that HI is a function of x and t only, and so we can 

integrate equation (5.36) with respect to y to obtain

___ + u 1 — - V! = 0, Pi=pi on y = $h(x,t}. (5.40)

dx y
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y = /(» + a(t)

,i) - (f(x) + a(t))

Figure 5.2: Geometry of the leading order air problem.

where a(z, t) is an unknown function of x and t. Substituting into the boundary 

conditions (5.39) and (5.40a) and eliminating a(x,t) gives

{*h(x, t) - («(*) + /(x))} + [{*&(*,*) - («(*) + /(*))} »o] = 0. (5.41)

Since $h(x,t} — (a(t}-\-f(x}} is the thickness of the air-gap, this is just a statement 

of conservation of mass in the air. From equation (5.36),

dpi du\ dui 
dx dt dx '

and so using equation (5.34) we can eliminate the pressure and obtain an integral 

equation for h(x,t), namely,

d2 h\ dui dui— = —- + u l —-. 5.42)
o_i 0 / CjJ. i-i ^ / 

/

Equations (5.41) and (5.42) are a coupled pair of integral and differential equa­ 

tions for the leading order free surface elevation, /i(x,i), and the leading order 

horizontal air velocity, ui(x,t). Once they have been solved the solution in the 

water can be evaluated by substituting h(x,t) into equation (5.34), and the prob­ 

lem therefore reduces to solving this coupled pair of equations.
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5.6 Asymptotic Solutions

The coupled equations (5.41) and (5.42) are analytically intractable, but progress 

can be made by seeking solutions in appropriate asymptotic limits before resort­ 

ing to numerical calculations. For clarity, we drop the subscript one and denote 

the leading order air velocity simply by u(x,i}.

5.6.1 Small Time Asymptotic Behaviour

If we take a(i] = 1— t then we can investigate the small time asymptotic behaviour 

of the solution by seeking solutions for h(x,t] and u(x,i) as power series in time 

t for t <C 1, in the form
oo oo

u(x,t) = £ un (x)tn , h(x,t) = £ hn (x)tn .
n=0 n=0

Substituting into equation (5.41) and equating coefficients of tf, we obtain the 

leading order terms

0(1) Wnfc) + 1 + - [{#ho - (1 + f(x))} u0 (x)} = 0,
d d 

0(t) 2#h2 (x) + - [(#hi + 1M*)] + — [{i?/i0 - (1 + /(*))} «i(x)] = 0,
(5.43) 

and from equation (5.42) the leading order terms

0(1) H(2h2 (x)) = Ul (x)
d x (5.44) 

0(t) 1-t(6h3 (x)) = 1u 2 (x) + — (U Q (X)UI(X)) .

We observe that this perturbation scheme is singular, and it is not now possible 

to satisfy all the initial conditions. If we choose to satisfy

/i(z,0) = 0, u(z,0) = 0,

then h0 (x) = 0 and u0 (x) = 0 and from (5.43a) we deduce that hi(x) = — 

and hence Ui(x) = 0. Continuing the expansions to higher orders it is not hard to 

show that u(x,t) = 0, which is physically meaningless. We can, however, impose 

the initial conditions

dh 
0, —
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then h0 (x) = 0 and hi(x) = 0. Integrating equation (5.43a) gives a simple 

expression for the leading order velocity, viz.

(5 '45)
and equation (5.43b) gives a formula for the first non-zero term in the free surface 

elevation,
1 r)

Substituting both these expressions into (5.44a), inverting the Hilbert Transform, 

and integrating with respect to x gives an integral equation for the second order 

term in the expansion of the velocity,

i? 1 r+°°
df, (5.47)

where the function g(x) is given by

'•
7T -

-

This singular integral equation can, with care, be solved numerically by the 

method of successive approximations. An initial guess for u\(x) is substituted 

into the right hand side of equation (5.47), and the resulting integrations per­ 

formed numerically. The result is a revised approximation for u\(x], and this 

procedure is repeated until the desired convergence is obtained. Figures (5.3) 

and (5.4) show the first two terms in the expansion of the horizontal air velocity 

and the leading order non-zero term in the expansion of the free surface elevation 

for bodies with profile y = x 2 and y = x 6 respectively. Notice how in each case 

the free surface is forced down under the centre of the body and up at its sides, 

potentially causing a cushion of air to be caught between the body and the water. 

Care should be taken in interpreting these results too glibly since, of course, they 

only are only a good approximation to the behaviour of the solution during the 

initial stages of the motion when t < 1.

5.6.2 Weak Coupling Behaviour

The equations can also be investigated asymptotically when T? <C 1, correspond­ 

ing to the case when the aspect ratio of the air-gap is large compared to the

135



X

X

y =

Fi-ure 5 3" Leading order terms in the small time expansion of the velocity and 
fre°e surface elevation for a body with profile y = x\
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Figure 5.4: Leading order terms in the small time expansion of the velocity and 
free surface elevation for a body with profile y = z6 .
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density ratio, and so the coupling between the air and the water problems is 

weak. We seek formal solutions for u(x.t) and h(x.t) as power series in T? in the 

form

Substituting into equation (5.41) and equating coefficients of i?, we obtain the 

leading order terms

0(1)
O r\

-(a(t] + /(z)) + -r- [(a(t) + /(x))u0 (x, *)] = 0,

) - (a(t) ,<)] = 0,

and from equation (5.41)

0(1) dt*
duQ

U dui d __ + -
(5.49)

Equation (5.48a) can be integrated directly to give

(5.50)

and then /io(z,t) can be calculated by inverting the Hilbert Transform in equa­ 

tion (5.49a), yielding

7T -00 + /(«)'

{«(*) + /(O - mO) (5.51)

In general, this must be evaluated numerically. We can, however, obtain a closed 

form solution in the special case when the body shape is a finite flat plate, so that 

f(x) = 0 for x < I. From equation (5.50) we obtain u Q (x,t) — —a!(t)x/a(t), 

and hence v0 (x,t) = a'(t)y/a(t) in x <1. If we insist that there is zero pressure 

at the ends of the air-gap, x = 1, then the corresponding pressure distribution 

on y = 0 is
a'(t) for x (5.52)
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- 1

Figure 5.5: Leading order pressure and free surface elevation in the case 7? = 0 
for a flat body.

as sketched in Figure (5.5). Evaluating, the integral in equation (5.51) gives an 

explicit formula for the leading order shape of the free surface, namely

2 + x log
l-X

1 + x

which is also plotted in Figure (5.5). Evidently hQ (x,t) —» oo as x

(5.53)

1, and the

discontinuity in the pressure gradient at the edges of the plate gives rise to an 

infinite free surface elevation at x = 1. This limiting case (the weak coupling 

means that the water surface has been treated as a rigid, flat boundary in the air 

problem) has appeared in the literature on a number of occasions, for example in 

papers by Verhagen (1967), Lewison (1970) and Asryan (1972) and is the crudest 

possible model of air entrapment.

The Hilbert Transform in equation (5.51) can be evaluated numerically by 

using the appropriate NAG routine, D01AQF, and the results agree with those 

computed for the full problem as i? —» 0.

5.7 Numerical Calculations

Integrating equation (5.41) with respect to x gives an expression for u(x,t) in 

terms of the unknown function h(x,t),

' t] - (a(t)

x
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which can be written more conveniently as

1u
:,f)-(a(t)+/(z)) 

where

(5.54)

Jo

The free surface elevation is now determined from equation (5.42). Inverting the 

Hilbert Transform gives

d2 h I r*
7T JO

(5.55)

The numerical procedure employed to solve these equations (5.54) and (5.55) 

is again an iterative one, beginning with an initial guess for the free surface 

elevation /i(x,2), which is expressed as a sequence of values at a n equally spaced 

points, Zi,£2? • • • i x n- Using these values the function F(x,i] can be evaluated at 

each of the points x± for i = 1, 2, . . . , n by using one of the standard techniques for 

numerical quadrature. Next, the corresponding values of u(xi,i) are obtained by 

a using equation (5.54) and performing a numerical differentiation with respect 

to £, resulting in the values- of the first iteration for the horizontal air velocity. 

These values are then used to evaluate the singular integral in equation (5.55). 

Particular care is taken to split up the range of integration in order to remove 

the weak logarithmic singularity at the point £ ~ x\ the contribution from the 

neighbourhood of that point being approximated by expanding the integrand 

in a Taylor series and evaluating the resulting Cauchy Principal Value integral 

analytically. Finally, the result of this quadrature is integrated twice with respect 

to time by making use of the famous formula,

o o
s (t") at" df = t -

and the next iteration for h(x,t) is obtained. The process is repeated until a 

suitable criterion for convergence is satisfied, and the resulting expressions were

plotted graphically.
Figure (5.6) shows the computed values of the horizontal air velocity and 

free surface elevation for a parabolic body, y = z 2 , approaching the water at
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t = 0.4

t = 0.6

Figure 5.6: Computed free surface elevation and air velocity for a quadratic body
y = x 2 -
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t = 0.0 t = 0.4

u(x.t) A

Figure 5.7: Computed free surface elevation and air velocity for a body with 
profile y = x 6 .
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constant speed at various values of the non-dimensional time f, with the func­ 

tion a(t) denned so that a(0) = 1. Figure (5.7) shows the same quantities for 

a body with profile y = x 6 . Again, we notice that how a cushion of air forms 

between the body and the water in each case. These calculations can be con­ 

tinued until the water surface and the body touch for the first time, but as the 

air-gap narrows the horizontal air velocity, given by equation (5.54), tends to 

infinity. This unbounded growth is physically unacceptable since when the air 

speed becomes comparable with the sound speed in the air the neglected effect 

of air compressibility becomes significant, invalidating the incompressible model.

5.8 Comparison with other Research

The results presented in this chapter predict the formation of an air pocket during 

the initial stages of impact in the presence of an air layer. Direct experimental 

observations of the thin- air gap and the free surface during the impact are diffi­ 

cult, and the author is unaware of any quantitative experimental data for the air 

velocity and free surface deformation. However, the pressure histories presented 

by Driscoll & Lloyd (1982) for fiat-bottomed wedges show that the first contact 

between the body and the water is usually made at the junction of the keel and 

the sloping face of the wedge, suggesting that even the simplest model, leading to 

equations (5.52) and (5.53), describes the basic process. However, no satisfactory 

method for predicting the size of the entrapped air bubble has been obtained.

The present work justifies most of the ad hoc approximations made by Ver- 

hagen (1967), Lewison (1970) and Asryan (1972) during the initial stages of the 

motion when compressibility effects in the air are negligible. However, no jus­ 

tification has been found for their treatment of the compressibility effects, for 

which all of these authors applied the ideas of classical steady nozzle flow to 

an intrinsically unsteady problem. Their results must therefore be treated with

caution.
After impact has occurred the experimental results of Verhagen (1967) and 

Lewison (1970) indicate that the trapped air cushion breaks up into bubbles at 

its edges, which expand into the centre of the pocket at a speed comparable to 

the sound speed.
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Chapter 6

Conclusions and Further Work

In this thesis, we have discussed a number of models for solid-fluid impacts which 

are relevant to ship slamming.

The two-dimensional problem of the impact of a rigid body onto an inviscid, 

incompressible fluid is a difficult free boundary problem even in the absence of 

gravity and surface tension. Despite progress by a number of authors, no exact 

solutions to the problem are known. However, in the case of bodies which have 

small deadrise angle we have shown that the flow field may be analysed in three 

distinct regions; an outer region in which the leading order problem is equivalent 

to the impact of a flat plate of unknown width, a high pressure inner region 

in which the free surface turns over and a low pressure jet partially attached 

to the body and emanating from the inner region. In each region the leading 

order problem has been formulated and the leading order pressure and total force 

on the body obtained. The size of the plate and the scale of the inner region 

were determined by matching the inner and outer solutions. The leading order 

composite pressure distribution on the body was calculated for some simple body 

shapes, and the results were found to be in agreement with some experimental 

observations.
The approach was extended to three dimensional bodies with small deadrise 

angle. Less analytical progress was possible, but a complete leading order solution 

was obtained for bodies with axial symmetry. A variational formulation of the 

leading order outer problem was derived, leading to a fixed domain numerical 

method for calculating solutions and a simple finite element code was written to 

implement it.
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The major discrepancy between the present theory and experimental obser­ 

vations is due to the effect of air caught between the body and the fluid surface. 

A coupled model for the flow in the air and the fluid was derived and, in an 

appropriate asymptotic limit, reduced to a coupled pair of integro-differential 

equations. These equations were investigated in various limits and a numerical 

solution was obtained which predicted the formation of an air pocket between 

the body and the fluid to cushion the impact.

6.1 Further Work

6.1.1 Two-Dimensional Bodies

The solution in two dimensions would be improved by calculating higher order 

terms in the three regions. The most straightforward second order problem is 

that in the outer region, which is of Weiner-Hopf type, and should be amenable 

to solution by conventional methods. This would also be the most useful second 

order solution, since it would then permit the calculation of the second order 

term in the expansion in the total force.
4

The effect of surface tension should also be more carefully examined in the 

neighbourhood of the jet tip and the point where the jet separates from the body. 

The work of Vanden-Broeck & Keller (1989) suggests that surface tension effects 

may play the dominant role in these regions, even when the Weber number is 

large.

6.1.2 Three-Dimensional Bodies

There is much scope for further work in obtaining solutions to the leading or­ 

der outer problem in different three-dimensional geometries, such as when the 

equivalent plate is a semi-infinite wedge whose angle would be determined by 

matching. As similar mixed boundary value problems arise in many different 

contexts, such as electrostatics, it is possible that such problems have already 

been investigated.
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6.1.3 Neglected Effects

The neglect of water compressibility was justified for ship slamming problems 

in Section 2.12.7. However, compressibility can be more important in other 

physical situations, for example during the initial stages of the impact of a fluid 

drop onto a solid surface. Despite the work of a number of authors no satisfactory 

understanding of impact onto a fully compressible fluid has yet been reached.

The influence of the elastic properties of the body on the solution has not 

been investigated. The first effort should be to model the body as a thin elastic 

plate or shell and, assuming that the deformation of the body from its initial 

shape is small, and calculate the effect of the pressure predicted by the present 

theory on it. The full problem, in which the fluid flow is coupled back to the 

deformation of the body, presents substantial additional difficulties and may have 

to be studied numerically.

6.1.4 Air Cushioning

In the present model for a cushioning air layer between the body and the fluid 

surface the air is assumed to be incompressible, and as a consequence the model 

is invalid when the air speed in the narrowing gap approaches the sound speed. 

Hence, the model cannot properly be used to predict the size of the entrapped 

air pocket. The models presented by other authors which attempt to represent 

the effects of compressibility are unsatisfactory, and a compressible version of the 

theory is required. Unfortunately, the compressibility effects occur just as the 

free surface effects are most significant and the problem is therefore a difficult 

one. In addition, as the gap narrows the fragmentation of the free surface into 

spray may be significant and should be investigated. Once the gap has closed is 

should be possible to model the resulting oscillations of pressure in the trapped 

air bubble using the classical theory of shocks in one-dimensional unsteady gas 

dynamics.

6.1.5 Exit Problems

Mathematically, perhaps the most fascinating open problem is that of the exit 

of a rio-id body from a fluid, which was discussed in Chapter 4. Viscosity, sur-
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face tension and the surface roughness of the body may all play a role and, to 

the author's knowledge, no satisfactory theory to describe fluid exit phenomena 
exists. The literature on the subject is small and the problem deserves further 

analytical and numerical investigation.
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Appendix A

Proof of the Arc Length 
Property

In this appendix we prove that during the entry of a semi-infinite wedge into 
an inviscid, incompressible fluid, the arc length measured along the free surface 
between any two fluid particles remains constant. This property was first demon­ 
strated by Wagner (1932) and subsequently verified by Garabedian (1953) using 
complex variable techniques. If we consider a wedge with arbitrary deadrise an­ 
gle, f(x] — m x , moving with constant speed V, then the problem is given by

*

Laplace's equation (2.3) together with the boundary conditions (2.5), (2.6), (2.7), 
the initial conditions (2.8), (2.9) and the far-field condition (2.10).

At time t, the arc length, s(tf), between two free surface particles at positions 
x = xo(t) and x = Xi(t) is

and so,
ds ~dt h~h* i dx_ ~dt

xo(t)

where subscripts denote partial derivatives in the usual way. To establish the arc 
length conservation property, it is sufficient to show that

ds
dt ~ (

hx hxt

l + /i 2_U

d
dx

(i 19* 
dx

= 0, (A.I)

where, in order to measure the arc length between the same fluid particles 
throughout the motion, we have chosen dx/dt = d^/dx. In the absence of 
gravity and surface tension, there is no length scale in the problem, and so we
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can reduce the number of independent variables from three to two by introducing 

similarity variables X and Y", defined by

x Y = y_
vt

We define a new velocity potential $(X,Y) so that

and a new free surface elevation H(X] by

h(x,t) = VtH(X),

so that, in the similarity variables, the surface is given by Y = H(X}. The 

analysis is further simplified by introducing a reduced velocity potential, x(-X", Y"), 

defined by

In these new variables, the governing equation in the fluid becomes

= -2,dX2 (A.2)

and the boundary conditions on the free surface Y = H(X] are

(A.3) 

(A.4)

Eliminating dx/dY between (A.3) and (A.4) gives a relation for dx/dX on the 

free surface, namely

= 0. (A.5)
(If)

Written in the similarity variables, equation (A.I) becomes

XH'(X)H"(X) _ ^d_ (A.6)

The right hand side of equation (A.6) is equal to 

XH'(X)H"(X) , , __..__.,a d

149



Using the chain rule and the relation (A.5) gives

["/ __ c\ \ jl __ __ /-I , TTll y\;

jv o v \ - ' " v-' y / i a TT ' " V" / Q^^ j I (~^X) | — ~ \ 1 ~T -" V-^- ;

and hence the right hand side of equation (A.6) is identically equal to the left 

hand side. Thus, the result is proved. We note that exactly the same analysis 

can be applied to the three dimensional problem of the impact of a cone to show 

that the arc length on the free surface, measured along the section cut by any 

plane though the axis of symmetry, is also preserved.
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Appendix B

The Matching Condition to 
Determine d(t)

In two-dimensions the proposed matching condition to determine the plate semi- 

width, d(t)j is

H0 (d(t),t)=f(d(t))-t foraU t > 0.

We wish to show that this condition can be deduced from the assumption that 

the volume of fluid in the jet is small compared to a typical volume of fluid 

on the outer length scale, meaning that to leading order in e, the volume of 

fluid displaced by the body is equal to the volume of fluid above the original 

undisturbed waterline Y = 0 in the outer solution. We denote the position of the 

intersection of the body profile with the undisturbed fluid surface by X = c(t). 

The volume of fluid displaced by the body is, therefore,

[C(t\f(X)-t)dX. 
Jo

The displaced fluid is divided into three parts, the fluid under the body for 

c(t) < X < d(t) which has volume

•«*(*)

'c(t)

the fluid between the undisturbed surface and the free surface for X > d(t) which 

to leading order in e has volume

rd(t)
I (f(X)-t)dX,

Jc(t]

•oo

d(t)
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and the fluid in the jet, the volume of which we assume is negligible at leading 
order. Equating these expressions then differentiating with respect to / we obtain

d'(t)f(d(t)) - d(t) - tdf (t) - d'(t)H0 (d(t), t) + r(x, t) dx = o.
Jd(t) Ot

We now observe that, by global conservation of mass,

On substituting this expression for the integral term into the previous relation, 
we obtain

d'(t) [f(d(t)) - t - H0 (d(t), t)} =0 for aU t > 0, 

and therefore if d'(i] ^ 0 then d(t) satisfies the proposed matching condition

H0 (d(t),t)=f(d(t))-t foraU t > 0. 

A similar analysis can be performed in three dimensions.
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Appendix C

Details of the Finite Element 
Computations

C.I Two-Dimensions

In two dimensions we use piecewise linear elements with the corresponding ele­ 

ment basis functions .ATi, JV2 and 7V3 , which, when written in terms of the local 

coordinates £,77 £ [—1,1], have the forms

The simplest mesh is one made up of triangular elements with the nodes spaced 

in a square array at distances AJf and AF apart in the X and y-directions 

respectively, as shown in Figure (C.I). The elements of the local stiffness matrix, 

Jv e , from which the global stiffness matrix is constructed, can easily be found to 

be

K' = l / 2 -1-1 
-1 1 0

N -1 0 1 
and the entries in the load vector F are obtained by straightforward numerical

integration.

C.2 Three-Dimensions

In three dimensions we again use piecewise linear basis functions, with the cor­ 

responding element basis functions Ari, A72 ,..., N8 defined in terms of the local
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Figure C.I: Two-dimensional triangular finite element.

coordinates £,,r],p £ [—1,1] by

N,((,r,,p) = 1(1 -

, •?,/>) = (1+OU -

where

T] =
- Zc )

AX ' ' AF ' r AZ 
Y"c , Zc ) denotes the position of the centroid of the element and AAr , AY and

are the distances between the nodes in the X, Y and Z directions respectively. 

The nodes are arranged in the three dimensional rectangular array. Figure (C.2) 

shows a typical finite element which is the rectangular prism formed by the 

twenty-six nodes adjoining any interior node. Following the notation of Caffrey 

& Bruch (1979), who solved the problem of seepage through a homogenous dam
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wn W 27

Figure C.2: Three-dimensional finite element.

by a similar variational minimisation, we define Wi tjtk — 
Wi-ij-i tk-i — MS etc. and introduce the notation

Wi-i,j,k = W 2

with

a = 2 2 1 0 T » c =——> ^ = 18a6c,

El = -(a2

JS3 = (-

= (2a2 -4fe2 -

^6 = (8a2 - 1662 - 

E7 = (8a2 + 862 -
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The SOR scheme with projection can now be written

HI ( n+i ) i ( n+!) i ( n )i - 77 r ( n
u' +W\ 5 + 1U^ 6 + UJ^/J 

. r, [ (n) (n+l)l . „ T (n)+E6 [w\ + wl J \ +E7 [u;^ ; w

(n+1)W; - )fe = max

where w^k denotes the value of the solution at (z, j,&)th node at the nth itera­ 

tion, and constant u> E [0,2] is called the relaxation parameter.

In both two and three dimensions the computation must of course be carried 

out on a domain of finite size, and so on the boundary a zero flux condition 

is imposed in the usual way by eliminating fictitious points outside the domain. 

The code is written in FORTRAN 77 and implemented on a Digital VAX 11/785. 

Typically fifty iterations are made to obtain each solution, and this takes roughly 

five minutes of CPU time.
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