
Chapman University

Chapman University Digital Commons

Mathematics, Physics, and Computer Science
Faculty Articles and Research

Science and Technology Faculty Articles and
Research

2-1-2017

The Mathematics of Superoscillations
Yakir Aharonov
Chapman University, aharonov@chapman.edu

Fabrizio Colombo
Politecnico di Milano

Irene Sabadini
Politecnico di Milano

Daniele C. Struppa
Chapman University, struppa@chapman.edu

Jeff Tollaksen
Chapman University, tollakse@chapman.edu

Follow this and additional works at: http://digitalcommons.chapman.edu/scs_articles

Part of the Algebra Commons, and the Other Mathematics Commons

This Article is brought to you for free and open access by the Science and Technology Faculty Articles and Research at Chapman University Digital

Commons. It has been accepted for inclusion in Mathematics, Physics, and Computer Science Faculty Articles and Research by an authorized

administrator of Chapman University Digital Commons. For more information, please contact laughtin@chapman.edu.

Recommended Citation
Y. Aharonov, F. Colombo, I. Sabadini, D.C. Struppa, J. Tollaksen, The Mathematics of Superoscillations, Memoirs of the AMS 247
(2017), 1174. https://doi.org/10.1090/memo/1174

http://digitalcommons.chapman.edu?utm_source=digitalcommons.chapman.edu%2Fscs_articles%2F494&utm_medium=PDF&utm_campaign=PDFCoverPages
http://digitalcommons.chapman.edu/scs_articles?utm_source=digitalcommons.chapman.edu%2Fscs_articles%2F494&utm_medium=PDF&utm_campaign=PDFCoverPages
http://digitalcommons.chapman.edu/scs_articles?utm_source=digitalcommons.chapman.edu%2Fscs_articles%2F494&utm_medium=PDF&utm_campaign=PDFCoverPages
http://digitalcommons.chapman.edu/science_articles?utm_source=digitalcommons.chapman.edu%2Fscs_articles%2F494&utm_medium=PDF&utm_campaign=PDFCoverPages
http://digitalcommons.chapman.edu/science_articles?utm_source=digitalcommons.chapman.edu%2Fscs_articles%2F494&utm_medium=PDF&utm_campaign=PDFCoverPages
http://digitalcommons.chapman.edu/scs_articles?utm_source=digitalcommons.chapman.edu%2Fscs_articles%2F494&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/175?utm_source=digitalcommons.chapman.edu%2Fscs_articles%2F494&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/185?utm_source=digitalcommons.chapman.edu%2Fscs_articles%2F494&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:laughtin@chapman.edu


The Mathematics of Superoscillations

Comments

This is a pre-copy-editing, author-produced PDF of an article accepted for publication in Memoirs of the
American Mathematical Society, volume 247, in 2017 following peer review. The definitive publisher-
authenticated version is available online at DOI: 10.1090/memo/1174

Copyright

American Mathematical Society

This article is available at Chapman University Digital Commons: http://digitalcommons.chapman.edu/scs_articles/494

https://doi.org/10.1090/memo/1174
http://digitalcommons.chapman.edu/scs_articles/494?utm_source=digitalcommons.chapman.edu%2Fscs_articles%2F494&utm_medium=PDF&utm_campaign=PDFCoverPages


The mathematics of superoscillations

Y. Aharonov1, F. Colombo2, I. Sabadini2, D.C. Struppa1, J. Tollaksen1

to appear in Memoirs of the American Mathematical Society

1Schmid College of Science and Technology, Chapman University, Orange 92866,
CA, US.

2Dipartimento di Matematica, Politecnico di Milano, Via Bonardi 9, 20133 Mi-
lano, Italy.

ar
X

iv
:1

51
1.

01
93

8v
1 

 [
m

at
h-

ph
] 

 5
 N

ov
 2

01
5



2



Contents

1 Introduction 1

2 Physical motivations 7

2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Von Neumann measurements . . . . . . . . . . . . . . . . . . 9

2.3 Weak values and weak measurements - the main idea . . . . . 11

2.4 Weak values and weak measurements - mathematical aspects 16

2.5 Large weak values and superoscillations . . . . . . . . . . . . 22

3 Basic mathematical properties of superoscillating sequences 33

3.1 Superoscillating sequences . . . . . . . . . . . . . . . . . . . . 33

3.2 Test functions and their Fourier transforms . . . . . . . . . . 43

3.3 Approximations of functions in S(R) . . . . . . . . . . . . . 47

4 Function spaces of holomorphic functions with growth 51

4.1 Analytically Uniform spaces . . . . . . . . . . . . . . . . . . . 52

4.2 Convolutors on Analytically Uniform spaces . . . . . . . . . . 58

4.3 Dirichlet series . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5 Schrödinger equation and superoscillations 65

5.1 Schrödinger equation for the free particle . . . . . . . . . . . 66

5.2 Approximation by gaussians and persistence of superoscillations 74

5.3 Quantum harmonic oscillator . . . . . . . . . . . . . . . . . . 77

6 Superoscillating functions and convolution equations 83

6.1 Convolution operators for generalized Schrödinger equations . 83

6.2 Formal solutions to Cauchy problems for linear constant co-
efficients differential equations . . . . . . . . . . . . . . . . . . 92

6.3 Differential equations of non-Kowalevski type . . . . . . . . . 94

6.4 An application to the harmonic oscillator . . . . . . . . . . . 98

3



7 Superoscillating functions and operators 107

7.1 A quick review on operators . . . . . . . . . . . . . . . . . . . 108
7.2 Superoscillations and operators . . . . . . . . . . . . . . . . . 110

8 Superoscillations in SO(3) 119

8.1 The weak value of the operator exp(iL̂[N ]

z δϕ) . . . . . . . . . 119
8.2 Asymptotic expansion for the Wigner functions . . . . . . . . 128

4



In the past 50 years, quantum physicists have discovered, and experi-
mentally demonstrated, a phenomenon which they termed superoscillations.
Aharonov and his collaborators showed that superoscillations naturally arise
when dealing with weak values, a notion that provides a fundamentally dif-
ferent way to regard measurements in quantum physics. From a mathemat-
ical point of view, superoscillating functions are a superposition of small
Fourier components with a bounded Fourier spectrum, which result, when
appropriately summed, in a shift that can be arbitrarily large, and well out-
side the spectrum. Purpose of this work is twofold: on one hand we provide
a self-contained survey of the existing literature, in order to offer a sys-
tematic mathematical approach to superoscillations; on the other hand, we
obtain some new and unexpected results, by showing that superoscillating
sequences can be seen of as solutions to a large class of convolution equa-
tions and can therefore be treated within the theory of Analytically Uniform
spaces. In particular, we will also discuss the persistence of the superoscil-
latory behavior when superoscillating sequences are taken as initial values
of the Schrödinger equation and other equations.
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Chapter 1

Introduction

As it is well known from the rudiments of Fourier Analysis, signals (whether
time or space dependent) cannot display details that are smaller than the
shortest period of their Fourier components. This is true for all kind of sig-
nals: images, sounds, electrical, etc. In the last 50 years, quantum physicists
have discovered (and experimentally demonstrated) a puzzling phenomenon,
which they termed superoscillations and that seemed to violate this princi-
ple.

The original insights, which eventually led to this discovery, appeared in
1964 in a paper by Aharonov, Bergman, and Lebowitz [3], where the authors
show that, as a result of the uncertainty principle, the initial conditions of
a quantum mechanical system can be selected independently of the final
conditions. Subsequently it was demonstrated by Aharonov, Albert and
Vaidman [1] that if non-disturbing measurements are performed on such pre-
and post-selected systems, then strange outcomes will be obtained during
the intermediate time. Traditionally, it was believed that if a measurement
interaction is weakened so that there is no disturbance on the system, then no
information will be obtained. However, it has been shown that information
can be obtained even if not a single particle (in an ensemble) was disturbed
[121]. The outcomes of these measurements, what in [1] are called “weak
values”, depend on both the pre- and the post-selection and can have values
outside the allowed eigenvalue spectrum and even complex values. Using
these unique properties of the so-called weak values, weak measurements
have been used to discover new physical effects which could not be otherwise
detected.

Aharonov and his collaborators also showed that the weak values lead
to another new phenomenon called superoscillations [2]. It has been shown
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that such behavior has important applications in a variety of areas, including
metrology, antenna theory, and a new theory of superresolution in optics.
For example, superoscillations do not require a media-substrate (in contrast
to evanescent waves) and can therefore be focused much deeper into the
media than evanescent waves do [39], [109]. The areas in engineering and
technology to which superoscillations are being applied seem to be growing
on a daily basis, and rather than attempting to offer our own survey, we
would like to refer the reader to the work of Lindberg [92], as well as the
work of Berry and his coauthors, [33], [34], [35], [36], [37], [38], and [40].
Paper [92], in particular, contains a wealth of fairly recent references that
highlight the state of the art of applications in this area. It is because of
the importance of these applications that experimental groups around the
world are working to apply these ideas to build new imaging and measuring
devices.

From a mathematical point of view, superoscillatory functions demon-
strated that a superposition of small Fourier components with a bounded
Fourier spectrum, in modulus less than 1, can nevertheless result in a shift
by an arbitrarily large a, well outside the spectrum. They can be thought
of as an approximation of eiax in terms of a sequence of the form





n∑

j=0

Cj(n, a)e
ikj(n)x





∞

n=0

.

The example, which is usually considered prototypical, derives from the
sequence of functions:

Fn(x, a) =
(
cos
(x
n

)
+ia sin

(x
n

))n
=

(
1 + a

2
eix/n +

1− a

2
e−ix/n

)n
(1.1)

where a ∈ R, a > 1. By performing a binomial expansion, this sequence can
be written as

n∑

j=0

Cj(n, a)e
i(1−2j/n)x

for suitable coefficients Cj(n, a) and thus we see that the largest wavelength
in the expansion is 1. However, around |x| < √

n, Fn(x, a) can be approxi-
mated as Fn(x, a) ≈ eiax, that is, with a wavelength much larger than one.
This phenomenon is very general and holds for a wide range of functions
and coefficients.

The literature on superoscillations has been growing rapidly in physics
journals and, in recent times, in mathematics as well. For example, it is
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known that regions of superoscillations are typical in random fields [36].
From a mathematical point of view, we have recently offered the founda-
tions for a rigorous treatment of such a phenomenon, [8], and a good survey
of the ideas up to [8] is given in [92]. Naturally, a key component to the
superoscillatory phenomenon is the extremely rapid oscillation in the coeffi-
cients Cj and since the regions of superoscillations are created at the expense
of having the function grow exponentially in other regions, it would be nat-
ural to conclude that the superoscillations would be quickly “over-taken”
by tails coming from the exponential regions and would thus be short-lived.
However, it has been shown that superoscillations are remarkably robust [39]
and can last for an arbitrarily long time [10], at least if we take the limit
for n going to infinity. In the process of establishing such results, we discov-
ered some unexpected relations between the theory of superoscillations and
convolutions in Analytically Uniform spaces. From the perspective of com-
munication theory, it has been shown that this relationship is also related
to a trade-off between signal-to-noise and bandwidth [62], making it easier
to engineer superoscillatory signals (see [63] and also its precursor [105]). In
this regard, we should also point out some early work on entire functions
and bandwidth limited signals [43], [106].

There are many fundamental mathematical questions, such as the op-
timization of superoscillations, their longevity in time, their ubiquitous oc-
currence in a broad spectrum of different settings such as throughout group
theory, as well as questions of numerical nature: for example, for practical
applications, superoscillations (constructed out of a precise interference of
non-superoscillatory waves) can be particularly sensitive to noise. If, for ex-
ample, in (1.1) we take n = 10, a = 4, and we add a random phase noise of
10−4, the superoscillations quickly disappears, see [35]. Issues of numerical
stability for superoscillations, for example, are analyzed in [88].

In this memoir, we offer a comprehensive introduction to the mathemati-
cal theory of superoscillations, and prove a large number of results describing
their properties which are most helpful in making progress on these open
questions. We also show that the phenomenon actually arises in a much
larger context than has been previously foreseen.

Overview of the memoir.

In Chapter 2 we give an introduction to the theory of weak measurements
which led to superoscillatory behavior. This theory is gaining increasing
importance among theoretical and applied physicists as demonstrated by
the number of experiments devoted to its clarification. This chapter, which
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is written with the notations used in the quantum physics community, can be
easily skipped by the uninterested reader, but we have included it because
we believe that the physical motivations may give important support to
otherwise surprising results.

In Chapter 3, we offer a rigorous treatment of the superoscillatory phe-
nomenon in terms of the Taylor and the Fourier coefficients of a superoscil-
lating sequence. We use this treatment to deduce important properties of
these functions.

Chapter 4 gives an overview of the main mathematical tool that we
will use throughout this memoir, namely Ehrenpreis’ theory of Analytically
Uniform spaces (AU-spaces), and its applications to convolution equations.
The fundamental idea, here, was introduced first in [12]; essentially we no-
ticed that superoscillating sequences can be thought of as solutions to very
special cases of convolution equations and we discovered that the theory of
AU-spaces and its extension due to Berenstein and Taylor [31] can be ap-
plied with success. We will also show how to use Dirichlet series to construct
further classes of superoscillating sequences.

Chapter 5 deals with the question of the permanence of the superoscilla-
tory behavior when superoscillating sequences are taken as initial values of
the Schrödinger equation for the free particle. In particular we show that if
we evolve a superoscillating sequence according to the Schrödinger equation
the outcome remains superoscillating for all values of t, as long as we take
n→ +∞.

In Chapter 6 we extend the ideas described in Chapter 5, and we show
how the use of the theory of formal solutions to the Cauchy problem in the
complex domain can be combined with the theory of AU-spaces to generalize
the study of superoscillations longevity to the case in which they are taken
as initial values for a wide class of differential equations.

It is physically interesting to replace the spatial variable x in a super-
oscillating sequence with an operator (for example the momentum operator),
so to obtain superoscillating sequences of operators. Chapter 7 is dedicated
to this topic. As we pointed out earlier, superoscillations appear in rather
unexpected settings. For example, if one considers the angular momentum
for a system of particles, and computes its weak values, one ends up with a
superoscillatory behavior. Thus, we see, in Chapter 8, that superoscillations
can be discovered in classical groups, and we explicitly discuss the case of
SO(3). Once again this chapter will reverse to a more physical notation.

Acknowledgments. The authors are grateful to Chapman University for
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Chapter 2

Physical motivations

2.1 Overview

In this chapter we offer an overview of the background from quantum physics
which generated the notion of superoscillations. This chapter does not con-
tain any original material and in fact we refer to [1], [2], [18], [19], and [22]
for more details. Its purpose is to help the reader who is not familiar with
the physics related to superoscillations to get a sense of the general frame-
work of our investigation, and it can be skipped by the reader interested only
in the mathematical aspects. For consistency with the literature, we have
used in this chapter the terminology and the notations used in the quantum
physics community, while the rest of this memoir employs more traditional
mathematical notations.

In a broader context, superoscillations are examples of unusual weak val-
ues [16] which can be obtained for pre- and post-selected quantum systems.
The story of the weak value begins in 1964 with the advent of the two-time
reformulation of quantum mechanics, by Aharonov, Bergmann and Lebowitz
in [3]. The usual formulation of quantum mechanics is given in terms of an
initial wavefunction or quantum state, which is then propagated forward in
time according to the Schrödinger equation. Outcomes of experiments then
occur randomly upon measurement with the probabilities given in terms of
this forward evolved wavefunction.

Thus, while the Schrödinger equation is time reversal symmetric, the
introduction of measurements and actual recorded events seems to spoil
this feature. This time asymmetric view of quantum mechanics can be
made symmetric by realizing that the process of preparation is actually a
kind of filtering of results: only one state of many possible states is chosen
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to begin with. By introducing the concept of post-selection, i.e. filtering
the final results by a selection criterion (just as one does in a preparation),
then the theory can be made once more time-symmetric.

Once two boundary conditions are supplied, one in the past and one
in the future, one can think of the past state moving forward in time, or
equivalently the future state moving backwards in time (or both). While
this is a natural interpretation of this picture, it is by no means required.

Even though the two-time approach to quantum physics can be applied
to any situation that conventional quantum physics can, perhaps its most
useful new consequence is the notion of weak value. This idea was first pre-
sented in a 1988 paper (see [1]) written by Aharonov, Albert, and Vaidman,
with the provocative title “How the result of a measurement of a component
of the spin of a spin-1/2 particle can turn out to be 100”. The idea is to
take a pre- and post-selected average of the weak measurement results of an
operator. Here, a weak measurement consists in weakly coupling a meter
to the system, usually taken to be an impulsive interaction with the meter
prepared in a Gaussian state. Without post-selection, the meter would be
shifted either up or down by a small amount, depending on which eigenstate
the system is prepared in.

However, in [1] the authors showed that with system post-selection, the
meter can be deflected by an amount much larger (in principle arbitrarily
large) than the shift without post-selection. If a system is pre-selected in
an initial quantum state |Ψin〉, and post-selected on a final state |Ψfin〉, then
the result of weakly measuring the operator A is not its expectation value,
but rather what Aharonov, Albert, and Vaidman called its weak value:

〈A〉w =
〈Ψfin|A|Ψin〉
〈Ψfin|Ψin〉

, (2.1)

an object which, for a linear operator, can exceed the eigenvalue range, and
even assume complex values.

Having weak values outside the spectrum of the operators involved has
been discussed at length in the past and has most comprehensively been
investigated for spin-1/2 systems [5], [33], [37], [38], [39], [40], [44]. In addi-
tion, Berry et al. [40] looked at superweak statistics for much more general
situations, and they proved that if the Hilbert space is sufficiently high in
dimensions, and if the pre- or post-selection are, in a sense, ‘generic’, then
the existence of superweak values becomes common or typical.

8



2.2 Von Neumann measurements

In classical mechanics, a single particle is described by its position and mo-
mentum. In quantum mechanics any system is described by its quantum
state, namely by a vector in a Hilbert space which is, in general, infinite-
dimensional. From the experimental point of view, once a quantum system
has been prepared in a particular eigenstate, one could then ascertain with
certainty some measurable quantities since the state of the system is al-
ready in an eigenstate of the operator corresponding to the prepared state.
Repeating the same measurement without any significant evolution of the
quantum state will lead to the same result. The values for a measurement of
non-commuting observables performed after the preparation are described
by a probability distribution (either continuous or discrete), depending on
the quantity being measured. The process by which a quantum state be-
comes one of the eigenstates of the operator corresponding to the measured
observable is called ”collapse”, or ”wavefunction collapse”.

The measurement is usually assumed to be ideally accurate, so the dy-
namic state of a system after measurement is assumed to collapse into an
eigenstate of the operator corresponding to the measurement. It is a postu-
late of quantum mechanics that all measurements have an associated oper-
ator (called an observable) such that:

i) The observable is a Hermitian (self-adjoint) operator A : D(A) ⊂ H →
H, where D(A) is the domain of A and H is a Hilbert space.

ii) The observable’s eigenvectors form an orthonormal basis spanning the
state space in which that observable exists. Any quantum state can
be represented as a superposition of the eigenstates of an observable.

iii) The eigenstates of Hermitian operators have real eigenvalues.

Some examples of observables are: the Hamiltonian operator which repre-
sents the total energy of the system, the momentum operator, the position
operator.

The von Neumann measurement scheme describes measurements by as-
suming that the measuring device is treated as a quantum object, see Chap-
ter 7 in the book [18] or the original book by von Neumann [126]. Consider
for example the Stern-Gerlach experiment, designed to measure the spin of
a particle and which consists in sending a particle into a magnetic field B
which is non-homogeneous and varies, say, in the z direction.
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The Hamiltonian of the interaction of the spin S of the particle with
magnetic field B is given by

Hint = −µS ·B,

where the Hamiltonian Hint is the potential energy of a magnetic dipole of
momentum µS in the magnetic field B. When the particle passes through
the field its momentum p changes accordingly to the Heisenberg equation

dp

dt
=
i

~
[Hint, p] = µ∇(S ·B).

Assume now that B is parallel to the z-axis, and its z-component is Bz.
Then if the particle crosses the magnetic field in a time T , it acquires trans-
verse momentum µ∂Bz

∂z SzT proportional to the spin component Sz. A beam
of particles entering the Stern-Gerlach apparatus therefore splits into beams
for each spin component Sz. In this experiment the measurement interac-
tion lasts a limited time T . It produces a change, namely the deflection of
the particle, that corresponds to the value of the observable Sz. At all other
times the particle and Stern-Gerlach apparatus are distinct, independent
systems. Note that the measurement does not change the measured observ-
able Sz and so, in principle, the interaction time T can be very small if ∂Bz

∂z
is very large. Indeed, it is important for the measurement to last a very
short time, since otherwise the observable might change during the process.
Note also that the measurement is a quantum process, because we wrote
the Hamiltonian Hint for the measurement interaction and represented the
measuring device as itself a quantum system.

This example is a paradigmatic situation for all quantum measurements
which can be described by the following properties:

i) The measurement interaction lasts a limited time T .

ii) The measurement produces a change (in the previous example the de-
flection of the particle) that corresponds to the value of the observable.

iii) The measurement does not change the measured observable.

iv) The interaction time T can be very small.

v) The measurement is a quantum process.

10



The criteria for quantum measurement i) to v) are collectively called the
von Neumann model for the measurement of an observable A which, in the
above example, is the spin Sz.

To satisfy v), we treat the measurement via an interaction Hamiltonian
Hint. According to iii), Hint and A must commute. According to ii), Hint

must couple A to something that yields an observable change, like the de-
flection of the particle in the measurement of Sz. The simplest coupling we
can write is APmd, where Pmd is an otherwise independent observable, and
the subscript ”md” identifies this observable as being a measuring device.
Since i) requires Hint to be effective only during the measurement, we mul-
tiply APmd by a coupling g(t) that is different from zero only in an interval
0 ≤ t ≤ T , and with ∫ T

0
g(t)dt = g0

and, finally, iv) implies that we can consider the limit T → 0. In this limit
the measurement is termed impulsive. Thus our interaction Hamiltonian is

Hint(t) = g(t)APmd, (2.2)

and the total Hamiltonian, which includes the separate free Hamiltonians of
the measuring device Hmd and of the measured system Hs, is

H = Hmd +Hs +Hint.

2.3 Weak values and weak measurements - the

main idea

In order to more deeply appreciate the new quantum mechanical features
and effects arising out of the notion of weak value (and as a consequence,
superoscillations), we need to first take a step back and recall the history
of “time” in quantum mechanics. This section and the next two are largely
taken from [19].
The “time-asymmetry” attributed to the standard formulation of Quantum
Mechanics was inherited from classical mechanics where one can predict the
future based on initial conditions: once the equations of motion are fixed in
classical mechanics, then the initial and final conditions are not independent,
only one can be fixed arbitrarily. In contrast, as a result of the uncertainty
principle, the relationship between initial and final conditions within Quan-
tum Mechanics can be one-to-many: two “identical” particles, prepared in
exactly the same way, with identical environments can subsequently exhibit
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different properties even when they are both subjected to completely iden-
tical measurements. These subsequent identical measurements provide fun-
damentally new information about the system which could not in principle
be obtained from the initial conditions.

Quantum Mechanics’s “time-asymmetry” is the assumption that mea-
surements only have consequences after they are performed, i.e. towards
the future. Nevertheless, Aharonov, Bergmann and Lebowitz showed in [3]
that the new information obtained from measurements is also relevant for
the past of every quantum-system and not just the future. This inspired
the authors to reformulate Quantum Mechanics in terms of Pre-and-Post-
Selected ensembles (PPS). The traditional paradigm for ensembles is to sim-
ply prepare systems in a particular state and thereafter subject them to a
variety of experiments. For pre- and-post-selected-ensembles, we add one
more step, a subsequent measurement or post-selection. By collecting only
a subset of the outcomes for this later measurement, we see that the “pre-
selected-only-ensemble” can be divided into sub-ensembles according to the
results of this subsequent “post-selection-measurement.” Because pre- and
post-selected ensembles are the most refined quantum ensemble, they are of
fundamental importance and subsequently led to the two-vector or Time-
Symmetric reformulation of Quantum Mechanics (TSQM) [20], [21]. TSQM
provides a complete description of a quantum-system at a given moment by
using two-wavefunctions, one evolving from the past towards the future (the
one utilized in the standard paradigm) and a second one, evolving from the
future towards the past.

In TSQM measurements occur at the present time t while the state is
known both at tin < t (past) and at tfin > t (future). To be more precise, we
start at t = tin with a measurement of a nondegenerate operator Oin. This
gives as one potential outcome the state |Ψin〉. In other words, we prepared
the “pre-selected” state |Ψin〉. Then we consider a later time tfin, and we
perform another measurement of a nondegenerate operator Ofin which yields
one possible outcome: the post-selected state |Ψfin〉. At an intermediate time
t ∈ [tin, tfin], we measure a nondegenerate observable A (for simplicity), with
eigenvectors {|aj〉}. Our goal is to determine the conditional probability of
aj , given that we know both boundary conditions, |Ψin〉 and |Ψfin〉.

To this purpose, we use the time displacement operator:

Utin→t = exp{−iH(t− tin)}

where H is the Hamiltonian for the free system. For simplicity, we assume
that H is time independent and we set ~ = 1. The standard theory of Von
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Neumann measurements states that the system collapses into an eigenstate
|aj〉 after the measurement at t with an amplitude 〈aj |Utin→t|Ψin〉. The
amplitude for our series of events is defined as

αj = 〈Ψfin|Ut→tfin |aj〉〈aj |Utin→t|Ψin〉

and is illustrated in Figure 2.1.a. This translates into the fact that the
conditional probability to measure aj (given that |Ψin〉 is pre-selected and
|Ψfin〉 will be post-selected) is given by the so-called ABL formula, see [3]:

Prob(aj , t|Ψin, tin; Ψfin, tfin) =
|〈Ψfin|Ut→tfin |aj〉〈aj |Utin→t|Ψin〉|2∑
n |〈Ψfin|Ut→tfin |an〉〈an|Utin→t|Ψin〉|2

. (2.3)

Remark 2.3.1. The ABL formula is intuitive: |〈aj |Utin→t|Ψin〉|2 is the prob-
ability to obtain |aj〉 having started with |Ψin〉. If |aj〉 was obtained, then
the system collapsed to |aj〉 and |〈Ψfin|Ut→tfin |aj〉|2 is then the probability
to obtain |Ψfin〉. The probability to obtain |aj〉 and |Ψfin〉 then is |αj |2.
This is not yet the conditional probability since the post-selection may yield
outcomes other than 〈Ψfin|. The probability to obtain |Ψfin〉 is

∑

j

|αj |2 = |〈Ψfin|Ψin〉|2 < 1.

The question being investigated concerning probabilities of aj at t assumes
we are successful in obtaining the post-selection and therefore requires the
denominator in (2.3),

∑
j |αj |2, which is a re-normalization to obtain a

proper probability.

As a first step toward understanding the underlying time-symmetry in
the ABL formula, we consider the time-reverse of the numerator of (2.3)
and, as a consequence, the time reverse of Figure 2.1.a. Firstly, we apply
Ut→tfin on 〈Ψfin| instead of on 〈aj |. We then note that

〈Ψfin|Ut→tfin | = 〈U †
t→tfin

Ψfin|

by using the well known Quantum Mechanics symmetry

U †
t→tfin

=
{
e−iH(tfin−t)

}†

= eiH(tfin−t) = e−iH(t−tfin)

= Utfin→t.
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✻

tin

t

tfin

Utin→t |Ψin〉

⇑

Ut→tfin |aj〉

⇑

Utfin→ |Ψfin〉

⇑

?
(a)

+

✻

tin

t

tfin

〈Utin→Ψin|
⇓
〈Ut→tinaj|
⇓
〈Utfin→tΨfin|
⇓
?

(b)

=

✻

tin

t

tfin

〈Utin→Ψin|
⇓

〈Ut→tinaj|
⇓

〈Utfin→tΨfin|
⇓

(c)

Utin→t |Ψin〉

⇑

Ut→tfin |aj〉

⇑

Utfin→ |Ψfin〉

⇑

Figure 2.1: Time-reversal symmetry in probability amplitudes. From [19].

We also apply Utin→t on 〈aj | instead of on |Ψin〉 which yields the time-reverse
reformulation of the numerator of (2.3)

〈Utfin→tΨfin|aj〉〈Ut→tinaj |Ψin〉

as illustrated in Figure 2.1.b.
To formulate what we mean by the two-vector in TSQM more work is

needed. For example, if we want to compute the probability for possible out-
comes of aj at time t, we must consider both |Utin→t |Ψin〉 and 〈Utfin→tΨfin|.
In fact, these expressions propagate the pre- and post-selection to the present
time t (see the conjunction of both figures 2.1.a and 2.1.b giving 2.1.c; these
two-vector are not just the time-reverse of each other). This represents the
basic idea behind the Time-Symmetric reformulation of Quantum Mechanics
and gives

Prob(aj , t|Ψin, tin; Ψfin, tfin) =
|〈Utfin→tΨfin|aj〉〈aj |Utin→t|Ψin〉|2∑
n |〈Utfin→tΨfin|an〉〈an|Utin→t|Ψin〉|2

. (2.4)

While this mathematical manipulation clearly proves that time symmetric
reformulation of quantum mechanics is consistent with the standard ap-
proach to Quantum Mechanics, it leads to a very different interpretation.
To give an example, the action of Utfin→t on 〈Ψfin| (i.e. 〈Utfin→tΨfin|) can
be interpreted to mean that the time displacement operator Utfin→t sends
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〈Ψfin| back in time from the time tfin to the present, t. A number of new
categories of states are suggested by the TSQM formalism and have proven
useful in a large variety of situations.

One of the simplest, and yet interesting, examples of pre- and post-
selection is to pre-select a spin-1/2 system with |Ψin〉 = |σx = +1〉 = |↑x〉
at time tin. After the pre-selection, spin measurements in the direction
perpendicular to x yields complete uncertainty in the result, so if we post-
select at time tfin in the y-direction, we obtain |Ψfin〉 = |σy = +1〉 = | ↑y〉
one-half of the times. Since the particle is free, the spin is conserved in time
and thus for any t ∈ [tin, tfin], an ideal measurement of either σx or σy, yields
the value +1 for this pre- and post-selection.

The fact that two non-commuting observables are known with certainty
is a most surprising property which no pre-selected only ensemble could
possess.

We now ask another question, slightly more complicated, about the spin
in the direction ξ = 45◦ relative to the x− y axis. This yields:

σξ = σx cos 45
◦ + σy sin 45

◦ =
σx + σy√

2
. (2.5)

Since we know that Prob(σx = +1) = 1 and Prob(σy = +1) = 1, one might
wonder why we could not insert both values, σx = +1 and σy = +1 into
(2.5) and obtain σξ =

1+1√
2
= 2√

2
=

√
2 (see figure 2.2).

✻

❄

✻

❄

✻

❄

|σx = 1〉|σx = 1〉|σx = 1〉

〈σy = 1|〈σy = 1|〈σy = 1|

tin

tfin

t

(a) (b)

σx=1 σ45◦ =
σx+σy√

2
= 1+1√

2
=

√
2?σy=1

Figure 2.2: A spin-1/2 particle is pre-selected at time tin to be |σx = 1〉, and post-
selected at tfin to be 〈σy = 1|. (a) During the intermediate time t ∈ [tin, tfin], ABL formula
gives that an ideal measurement of either σx or σy yields +1 with certainty, suggesting
that such a particle has well defined values of the two noncommuting spin components.
(b) It would seem to follow that the spin component σ45◦ would have to be

√
2 which is

not an allowed eigenvalue.

But such a result cannot be correct for an ideal measurement, in fact
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the eigenvalues of any spin operator, including σξ, must be ±1. The incon-
sistency can also be seen by noting that

(
σx + σy√

2

)2

=
σ2x + σ2y + σxσy + σyσx

2
=

1 + 1 + 0

2
= 1.

By the previous argument, we would instead expect

(
σx + σy√

2

)2

=

(
1 + 1√

2

)2

= 2 6= 1.

The replacement of σx = +1 and σy = +1 in (2.5) can only be done if
σx and σy commute, which would allow both values simultaneously to be
definite. When both statements are combined together simultaneously (as
we attempted to do in suggesting that σ45◦ might equal 1+1√

2
= 2√

2
=

√
2),

then the statements, namely P (σx = +1) = 1 and Prob(σy = +1) = 1, are
said to be “counter-factuals”, see [6].

Although it appears we have reached the end-of-the-line with this argu-
ment, nevertheless, it still seems that there should be some sense in which
both

Prob(σx = +1) = 1 and Prob(σy = +1) = 1

manifest themselves simultaneously to produce σξ =
√
2.

2.4 Weak values and weak measurements - math-

ematical aspects

Let 〈A〉 = 〈Ψ|A|Ψ〉, and |Ψ〉 be any vector in a Hilbert space. Set

∆A2 = 〈Ψ|(A− 〈A〉)2|Ψ〉,

and let |Ψ⊥〉 be a state such that 〈Ψ|Ψ⊥〉 = 0. Then we have:

Theorem 2.4.1. For every observable A and a normalized state |Ψ〉, the
formula

A|Ψ〉 = 〈A〉|Ψ〉+∆A|Ψ⊥〉 (2.6)

holds for some state |Ψ⊥〉 which is orthogonal to |Ψ〉.

Proof. To prove the statement, we write

A|Ψ〉 = 〈A〉|Ψ〉+A|Ψ〉 − 〈A〉|Ψ〉
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now, we set: |Ψ̃⊥〉 = A|Ψ〉 − 〈A〉|Ψ〉, so:

〈Ψ̃⊥|Ψ〉 = (〈Ψ|A− 〈Ψ|〈A〉)|Ψ〉 = 〈Ψ|A|Ψ〉 − 〈A〉〈Ψ|Ψ〉 = 0.

Now we set |Ψ⊥〉 = b|Ψ̃⊥〉, where |Ψ⊥〉 is normalized and b real (note that
〈Ψ|Ψ⊥〉 = 0). So we have A|Ψ〉 = 〈A〉|Ψ〉 + b|Ψ⊥〉. Now we multiply from
the left by 〈Ψ⊥|, and we get: 〈Ψ⊥|A|Ψ〉 = b. Now we can see that:

〈Ψ|A2|Ψ〉 = 〈Ψ|A(〈A〉|Ψ〉+ b|Ψ⊥〉)
= 〈Ψ|(〈A〉2|Ψ〉+ b〈A〉|Ψ⊥〉+ bA|Ψ⊥〉)
= 〈A〉2 + b〈Ψ|A|Ψ⊥〉

so

〈A2〉 − 〈A〉2 = b〈Ψ|A|Ψ⊥〉 = b2

which means that

b =

√
〈A2〉 − 〈A〉2 = ∆A

and the result

A|Ψ〉 = 〈A〉|Ψ〉+∆A|Ψ⊥〉

is proved.

We now use this result to show how to perform measurements which
do not disturb either the pre- or post-selections. The interaction Hint =
−g(t)QmdA is weakened by minimizing g0∆Qmd. For simplicity, we consider
g0 ≪ 1 (assuming without lack of generality that the state of the measuring
device is a Gaussian with spreads ∆Pmd = ∆Qmd = 1). We may then set
e−ig0QmdA ≈ 1 − ig0QmdA and use (2.6). This shows that before the post-
selection, the system state is:

exp(−ig0QmdA)|Ψin〉=(1−ig0QmdA)|Ψin〉
=(1− ig0Qmd〈A〉)|Ψin〉− ig0Qmd∆A|Ψin⊥〉.

(2.7)

Computing the norm of this state

‖ (1− ig0QmdA)|Ψin〉 ‖2 = 1 + g20Q
2
md〈A2〉,

the probability to leave |Ψin〉 unchanged after the measurement is:

1 + g20Q
2
md〈A〉

2

1 + g20Q
2
md〈A2〉 −→ 1 when g0 → 0, (2.8)
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while the probability to disturb the state (i.e. to obtain |Ψin⊥〉) is:

g20Q
2
md∆A

2

1 + g20Q
2
md〈A2〉 −→ 0 when g0 → 0. (2.9)

The final state of the measuring device is now a superposition of many
substantially overlapping Gaussians with probability distribution given by

Prob(Pmd) =
∑

i |〈ai|Ψin〉|2 exp
{
− (Pmd−g0ai)2

2∆P 2
md

}
. This sum can be approxi-

mated by a single Gaussian

Φ̃fin
md(Pmd) ≈ 〈Pmd|e−ig0Qmd〈A〉|Φin

md〉 ≈ exp

{
−(Pmd − g0〈A〉)2

∆P 2
md

}

centered at g0〈A〉.
Formula (2.9) shows that the probability for a collapse decreases as

O(g20), but the measuring device’s shift grows as O(g0), so δPmd = g0ai [121].
For a sufficiently weak interaction (e.g. g0 ≪ 1), the probability for a
collapse can be made arbitrarily small, while the measurement still yields
information but becomes less precise because the shift in the measuring de-
vice is much smaller than its uncertainty δPmd ≪ ∆Pmd. If we perform
this measurement on a single particle, then two non-orthogonal states will
be indistinguishable. If this were possible, it would violate unitarity be-
cause these states could time evolve into orthogonal states |Ψ1〉|Φin

md〉 −→
|Ψ1〉|Φin

md(1)〉 and |Ψ2〉|Φin
md〉 −→ |Ψ2〉|Φin

md(2)〉, with |Ψ1〉|Φin
md(1)〉 orthog-

onal to |Ψ2〉|Φin
md(2)〉. With weakened measurement interactions, this does

not happen because the measurement of these two non-orthogonal states
causes a shift in the measuring device smaller than its uncertainty. We con-
clude that the shift δPmd of the measuring device is a measurement error
because Φ̃fin

md(Pmd) = 〈Pmd − g0〈A〉|Φin
md〉 ≈ 〈Pmd|Φin

md〉 for g0 ≪ 1. Never-

theless, if a large (N ≥ N ′

g0
) ensemble of particles is used, then the shift of all

the measuring devices (δP totmd ≈ g0〈A〉N
′

g0
= N ′〈A〉) becomes distinguishable

(because of repeated integrations), while the collapse probability still goes
to zero. That is, for a large ensemble of particles which are all either |Ψ2〉 or
|Ψ1〉, this measurement can distinguish between them even if |Ψ2〉 and |Ψ1〉
are not orthogonal, because the scalar product 〈Ψ[N ]

1 |Ψ[N ]

2 〉 = cosN θ −→ 0.
The fact of having a new measurement paradigm, namely information

gain without disturbance, is fruitful to inquire whether this type of mea-
surement reveals new values or new properties. With weak measurements
(which involve adding a post-selection to this ordinary, but weakened, von
Neumann measurement), the measuring device registers a new value, the
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so-called weak value. As an indication of this, we insert a complete set of
states {|Ψfin〉j} into the outcome of the weak interaction and we calculate
the expectation value as follows

〈A〉 = 〈Ψin|



∑

j

|Ψfin〉j〈Ψfin|j


A|Ψin〉 =

∑

j

|〈Ψfin |jΨin〉|2
〈Ψfin |j A |Ψin〉
〈Ψfin |jΨin〉

.

(2.10)
If we interpret the states |Ψfin〉j as the outcomes of a final ideal measurement
on the system (i.e. a post-selection) then performing a weak measurement
(e.g. with g0∆Qmd → 0) during the intermediate time t ∈ [tin, tfin], provides
the coefficients for |〈Ψfin|jΨin〉|2 which gives the probabilities Prob(j) for
obtaining a pre-selection of 〈Ψin| and a post-selection of |Ψfin〉j . The inter-
mediate weak measurement does not disturb these states and the quantity

Aw(j) ≡
〈Ψfin |j A |Ψin〉
〈Ψfin |jΨin〉

will be defined as the weak value of A given a particular final post-selection
〈Ψfin |j , see Definition 2.4.2. Thus, from the formula 〈A〉 =∑j Prob(j)Aw(j),
one can think of 〈A〉 for the whole ensemble as being constructed out of
sub-ensembles of pre- and post-selected-states in which the weak value is
multiplied by a probability for a post-selected-state.

The weak value arises naturally from a weakened measurement with
post-selection. In fact, let us take g0 ≪ 1; then the final state of measuring
device in the momentum representation becomes

〈Pmd|〈Ψfin|e−ig0QmdA|Ψin〉|Φmd
in 〉 ≈ 〈Pmd|〈Ψfin|1 + ig0QmdA|Ψin〉|Φmd

in 〉

≈ 〈Pmd|〈Ψfin | Ψin〉{1 + ig0Q
〈Ψfin|A|Ψin〉
〈Ψfin|Ψin〉

}|Φmd
in 〉

≈ 〈Ψfin|Ψin〉〈Pmd|e−ig0QAw |Φmd
in 〉

→ 〈Ψfin|Ψin〉 exp
{
−(Pmd − g0Aw)

2
}
,

(2.11)

where Aw is as in the following definition.

Definition 2.4.2. Let A be a Hermitian operator and let |Ψin〉, |Ψfin〉 denote
a PPS. We call

Aw =
〈Ψfin|A|Ψin〉
〈Ψfin|Ψin〉

.

the weak value of A on the PPS. The weak value will also be denoted by
〈A〉w.
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The final state of the measuring device is almost unentangled with the
system; it is shifted by a very unusual quantity, the weak value, Aw, which
is not, in general, an eigenvalue of A. From the definition of weak value it

immediately follows that

Theorem 2.4.3. For any pairs of Hermitian operators

〈A+B〉w = 〈A〉w + 〈B〉w.

Proof. From the linearity of A and B it immediately follows that

〈Ψfin | A+B |Ψin〉
〈Ψfin |Ψin〉

=
〈Ψfin | A |Ψin〉
〈Ψfin |Ψin〉

+
〈Ψfin | B |Ψin〉
〈Ψfin |Ψin〉

.

Remark 2.4.4. We are now interested in considering what happens when
we consider the product of two observables, for example, A1A2 and we apply
them to product states of the form |Φ1〉 |Φ2〉, (sometimes indicated as |Φ1〉⊗
|Φ2〉). We note that

|A1A2|Φ1〉 |Φ2〉 = |A1Φ1〉 |A2Φ2〉.

As it is well known, the weak value of a product of observable is not, in
general, the product of the weak values (see e.g. [6]), but the situation is
different when we consider initial and final states which are product states.
In this case we obviously have

〈A1A2〉w =
〈Ψ2|〈Ψ1|A1A2|Φ1〉 |Φ2〉

〈Ψ2|〈Ψ1|Φ1〉 |Φ2〉

=
〈Ψ2|A2|Φ2〉〈Ψ1|A1|Φ1〉

〈Ψ2|Φ2〉〈Ψ1|Φ1〉
= 〈A1〉w〈A2〉w.

where the weak values for A1, A2 and A1A2 are calculated with respect to
different pairs of initial and final states.

If we now consider two orthonormal bases of eigenstates Φi, Ψi, the weak
value can be rewritten as

〈A〉w =

∑N
i=1 αi〈Ψi|A|Φi〉∑N
i=1 αi〈Ψi|Φi〉

. (2.12)
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We now decompose the operator A in terms of the projector operators

PA=ai =
∑

j

|Φi,j〉 〈Φi,j |,

where |Φi,j〉 is a complete set of eigenstates with eigenvalue ai and therefore
the spectral decompositions of A and I are

A =
∑

i

aiPA=ai , I =
∑

i

PA=ai . (2.13)

Finally, with this notation, the probability of finding a = an is given by

Prob(A = an) =
|
∑N

i=1 αi〈Ψi|PA=an |Φi〉|2∑
k |
∑N

i=1 αi〈Ψi|PA=ak |Φi〉|2
. (2.14)

Theorem 2.4.5. If a strong measurement of an observable A yields an
outcome a with probability one, then the weak value 〈A〉w gives the same
outcome a.

Proof. Consider the state
∑N

i=1 αi〈Ψi|PA=a|Φi〉 be such that the probability
of finding the result A = a in a strong measurement of A is one. Then by
(2.14) we have

Prob(A = a) =
|
∑N

i=1 αi〈Ψi|PA=a|Φi〉|2∑
k |
∑N

i=1 αi〈Ψi|PA=ak |Φi〉|2
= 1.

This implies that

N∑

i=1

αi〈Ψi|P = ak|Φi〉 = 0, ∀k such that ak 6= a. (2.15)

Consider now the weak value of A which can be calculated by using the
spectral decompositions of A and I, see (2.13), and replacing them into
(2.12). By using (2.15) this gives us

〈A〉w =

∑N
i=1 αi〈Ψi|A|Φi〉∑N
i=1 αi〈Ψi|Φi〉

=

∑N
i=1 αi〈Ψi|

∑
k akPA=ak |Φi〉∑N

i=1 αi〈Ψi|
∑

k PA=ak |Φi〉
= a.

This concludes the proof.

Theorem 2.4.6. If the weak value of a dichotomic operator equals one of
its eigenvalues, then the outcome of a strong measurement of the operator
is that same eigenvalue with probability one.
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Proof. Assume that the operator A has two distinct eigenvalues a1, a2 and
assume that its weak value is 〈A〉w = a1. Then, by (2.12) we obtain that

〈A〉w =

∑N
i=1 αi〈Ψi|a1PA=a1 |Φi〉+

∑N
i=1 αi〈Ψi|a2PA=a2 |Φi〉∑N

i=1 αi〈Ψi|PA=a1 |Φi〉+
∑N

i=1 αi〈Ψi|PA=a2 |Φi〉
= a1.

An immediate computation shows that
∑N

i=1 αi〈Ψi|PA=a2 |Φi〉 = 0. There-
fore the probability that when we strong measure A, we obtain a2 is zero
and so, by (2.14), the probability of the strong measurement of A be a1 is
one.

Remark 2.4.7. While the definition of weak value is inspired by physical
considerations, it has been recently shown in [49] that weak values can be
defined in a very natural way without any recourse to a physical setting.
Because of the importance of this notion in our book we think it is useful to
recall the arguments given in [49]. Let A be an hermitian operator acting on
Cn. The idea of weak value consists in representing A through two different
orthonormal bases |Ψj〉 and |Φj〉, j = 1, . . . , n, such that 〈Φi|Ψj〉 6= 0 for
all i, j = 1, . . . , n. Then the weak value of A with respect to these bases is
given by

(Aij)w =
〈Φi|A|Ψj〉
〈Φi|Ψj〉

.

It is clear that once we have fixed an initial and final state of the system
Ψin, Ψfin we can express Ψin in terms of the basis Ψj and Ψfin in terms
of the basis Φj and so the weak value Aw can be written in terms of the
components (Aij)w.

2.5 Large weak values and superoscillations

The weak value for the spin-1/2 system that we considered previously (and
which was confirmed experimentally for an analogous observable, the polar-
ization [108]) is (σξ=45◦)w =

√
2, in contrast with the expected eigenvalues

±1. Incidentally, we note that the weak values, even well outside the eigen-
value spectrum, can be obtained by post-selecting states which are more
anti-parallel to the pre-selection: for example, if we post-select the +1 eigen-
state of (cosα)σx + (sinα)σz, then (σz)w = g0 tan

α
2 , which gives arbitrarily

large values such as spin-100. To obtain this result, we post-select σy = 1
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instead of post-selecting σx = 1; σy = 1 will be satisfied in one-half the trials
(see Figure 2.3).1

all |σx = +1〉

✻

❄

either
|σy = +1〉

or |σy = −1〉
|σy = −1〉 |σy = +1〉 |σy = −1〉 |σy = +1〉

✬

✫

✩

✪

✬

✫

✩

✪particle 1

✻

❄

particle 2

✻

❄

particle 3

r r r r
✻

❄

particle N
tin

tfin

weak measurement
of σξ=45◦ at time t

Figure 2.3: Statistical weak measurement ensemble. From [19].

To show this in an actual calculation, we use (2.11) and the post-selected
state of the quantum system in the σξ basis (| ↑y〉 ≡ cos(π/8)| ↑ξ〉 −
sin(π/8)| ↓ξ〉), the measuring device probability distribution is:

Prob(Pmd) = N2
[
cos2(π/8)e−(Pmd−1)2/∆2 − sin2(π/8)e−(Pmd+1)2/∆2

]2
.

With a strong or an ideal measurement, ∆ ≪ 1, the distribution is localized
again around the eigenvalues ±1, as illustrated in figures 2.4.a and 2.4.b.
What is different, however, is that when the measurement is weakened, i.e.
∆ is made larger, then the distribution changes to one single distribution
centered around

√
2, the weak value, as illustrated in Figure 2.4.c-f, (the

width again is reduced with an ensemble 2.4.f). Using (2.10), we can see
that the weak value is just the pre- and post-selected sub-ensemble arising
from within the pre-selected-only ensembles.

Instead of considering an ensemble of spin-1/2 particles, we now consider
“particles” which are composed of many N spin-1/2 particles, and perform

a weak measurement of the collective observable σ
[N ]

ξ ≡ 1
N

∑N
i=1 σ

i
ξ in the

45◦-angle to the x − y plane. Using Hint = −g0δ(t)
N Qmd

∑N
i=1 σ

i
ξ, a partic-

ular pre-selection of |↑x〉 (i.e. |Ψ[N ]

in 〉 =
∏N

j=1 |↑x〉j) and post-selection |↑y〉
(i.e. 〈Ψ[N ]

fin | =
∏N

k=1〈↑y|k =
∏N

n=1 {〈↑z|n + i〈↓z|n}). The final state of the

1If a post-selection does not satisfy σy = +1, then that member of the sub-ensemble
must be discarded. This highlights a fundamental difference between pre- and post-
selection due to the macrosopic arrow-of-time: in contrast to post-selection, if the pre-
selection does not satisfy the criterion, then a subsequent unitary transformation can
transform to the proper criterion.
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Figure 2.4: Measurement on pre- and post-selected ensemble. “Proba-
bility distribution of the pointer variable for measurement of σξ when the particle
is pre-selected in the state |↑x〉 and post-selected in the state |↑y〉. The strength of
the measurement is parameterized by the width of the distribution ∆. (a) ∆ = 0.1;
(b) ∆ = 0.25; (c) ∆ = 1; (d) ∆ = 3; (e) ∆ = 10. (f) Weak measurement on
the ensemble of 5000 particles; the original width of the peak, ∆ = 10, is reduced
to 10/

√
5000 ≃ 0.14. In the strong measurements (a)-(b) the pointer is localized

around the eigenvalues ±1, while in the weak measurements (d)-(f) the peak of the
distribution is located in the weak value (σξ)w = 〈↑y|σξ|↑x〉/〈↑y|↑x〉 =

√
2. The

outcomes of the weak measurement on the ensemble of 5000 pre- and post-selected
particles, (f), are clearly outside the range of the eigenvalues, (-1,1).” From [22].
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measuring device is then:

|Φmd
fin 〉 =

N∏

j=1

〈↑y|j exp
{
g0
N
Qmd

N∑

k=1

σkξ

}
N∏

i=1

|↑x〉i|Φmd
in 〉. (2.16)

Since the spins do not interact with each other, we can calculate one of the
products and take the result to the N -th power:

|Φmd
fin 〉 =

N∏

j=1

〈↑y|j exp
{g0
N
Qmdσ

j
ξ

}
|↑x〉j |Φmd

in 〉

=
{
〈↑y| exp

{g0
N
Qmdσξ

}
|↑x〉

}N
|Φmd

in 〉.

We now use the identity:

exp {iασ~n} = cosα+ iσ~n sinα.

This identity is easily proven using the fact that for any integer k one has
σ2kn = I and σ2k+1

n = σn. Thus it follows that:

eiασn =

∞∑

k=0

(iα)kσkn
k!

=

∞∑

k=0

(iα)2k

(2k)!
+ σn

∞∑

k=0

(iα)2k+1

(2k + 1)!

= eiασn = cosα+ iσn sinα.

As a consequence we obtain:

|Φmd
fin 〉 =

{
〈↑y|

[
cos

g0Qmd

N
− iσξ sin

g0Qmd

N

]
|↑x〉

}N
|Φmd

in 〉

= [〈↑y|↑x〉]N
{
cos

g0Qmd

N
− iαw sin

g0Qmd

N

}N
|Φmd

in 〉 (2.17)

where we have substituted αw ≡ (σξ)w =
〈↑y |σξ|↑x〉
〈↑y |↑x〉 . We consider only the

second part. In fact the first bracket, a number, can be neglected since it
does not depend on Q and thus can only affect the normalization:

|Φmd
fin 〉 =

{
1− g0

2(Qmd)
2

N2
− ig0αwQmd

N

}N
|Φmd

in 〉 ≈ eig0αwQmd |Φmd
in 〉.
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The last approximation for N → ∞, is obtained by using (1 + a
N )N =

(1 + a
N )

N
a
a ≈ ea.

When we project onto Pmd, i.e. the pointer, we see that the pointer is
robustly shifted by the the same weak value, i.e.

√
2:

(σξ)w =

∏N
k=1〈↑y|k

∑N
i=1

{
σix + σiy

} ∏N
j=1 |↑x〉j√

2 N(〈↑y|↑x〉)N
=

√
2±O(

1√
N

). (2.18)

A single experiment is now sufficient to determine the weak value with great
precision and there is no longer any need to average over results obtained
in multiple experiments as we did in the previous section. Moreover, by
repeating the experiment with different measuring devices, we see that each
measuring device shows the very same weak values, up to an insignificant
spread of 1√

N
and the information from both boundary conditions, i.e.

|Ψin〉 =
N∏

i=1

|↑x〉i and 〈Ψfin| =
N∏

i=1

〈↑y|i,

describes the entire interval of time between pre- and post-selection. For
example, following [22], we consider N = 20. The probability distribution
of the measuring device after the post-selection is:

Prob(Q
(N)
md ) = N2

( N∑

i=1

(−1)i
(
cos2(π/8)

)N−i(
sin2(π/8)

)i
e−(Q

(N)
md − (2N−i)

N
)2/2∆2

)2
.

(2.19)
and is drawn for different values of ∆ in Figure 2.5. While this result is
rare, we have recently shown [122] how any ensemble can yield robust weak
values like this in a way that is not rare and for a much stronger regime
of interaction. Thus, our discussion shows that weak values are a general
property of every pre- and post-selected ensemble.

As an example, consider again (2.17):

|Φmd
fin 〉 =

{
cos

λQmd

N
− iαw sin

λQmd

N

}N
|Φmd

in 〉

=

{
exp( iλQmd

N ) + exp(− iλQmd
N )

2
+ αw

exp( iλQmd
N )− exp(− iλQmd

N )

2

}N
|Φmd

in 〉

=

{
exp

(
iλQmd

N

)
(1 + αw)

2
+ exp

(
− iλQmd

N

)
(1− αw)

2

}N

︸ ︷︷ ︸
≡Ψ(x)

|Φmd
in 〉
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Figure 2.5: Measurement on a single system. “Probability distribution of
the pointer variable for the measurement of A = (

∑20
i=1(σi)ξ)/20 when the system

of 20 spin- 12 particles is pre-selected in the state |Ψ1〉 =
∏20

i=1 |↑x〉i and post-selected

in the state |Ψ2〉 =
∏20

i=1 |↑y〉i. While in the very strong measurements, ∆ = 0.01−
0.05, the peaks of the distribution located at the eigenvalues, starting from ∆ = 0.25
there is essentially a single peak at the location of the weak value, Aw =

√
2.” From

[22].
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We already saw how this could be approximated as exp(iλαwQmd)|Φmd
in 〉

which produced a robust-shift in the measuring device by the weak value√
2. However, we can also view

Ψ(x) =

{
exp

(
iλQmd

N

)
(1 + αw)

2
+ exp

(
− iλQmd

N

)
(1− αw)

2

}N

in a different way, by performing a binomial expansion:

Ψ(x) =
∑N

n=0
(1+αw)n(1−αw)N−n

2N
N !

n!(N−n)! exp
(
inλQmd

N

)
exp

(
−iλQmd(N−n)

N

)

=
∑N

n=0 cn exp
(
iλQmd(2n−N)

N

)
=
∑N

n=0 cn exp
(
iλQmdλn

N

)
. (2.20)

From this computation, we see that this wavefunction is a superposition of
waves with small wavenumbers |k| ≤ 1 (because −1 < 2n−N

N < 1). For a
small region (which can include several wavelengths 2π/αw, depending on
how large one chooses N), Ψ(x) appears to have a very large momentum,
since αw can be arbitrarily large, i.e. a superoscillation.

Figure 2.6: Combining the results from Figure 2.5, we draw here the probability dis-

tributions for strong and weak measurements of the observable
∑20

i=1(σi)45◦)/20 for a

system of 20 spin-1/2 particles pre-selected in the state |Ψin〉 =
∏20

i=1 |↑x〉i. Before the

post-selection is performed, the spikes in the distribution (colored in green) represent the

possile measurement outcomes (which are eigenvalues) for an ideal measurement. The

wider curve (colored in blue) represents the probabilities for a weak measurement. After

the post-selection is performed for the very unlikely state |Ψfin〉 =
∏20

i=1 |↑y〉i, a single peak

is left (colored in red) way out in the tail at the “impossible” location of the weak value,

Aw = N
√
2. Adaptation based on [19].

To summarize, TSQM is a reformulation of the standard approach to
Quantum Mechanics, and therefore it must be possible to view the novel
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effects from the traditional single-vector perspective. This is precisely what
super-oscillations teach us. In summary, there are two ways to understand
weak values:

• the measuring device is registering the weak value as a property of the
system as characterized by TSQM.

• the weak value is a result of a complex interference effect in the measur-
ing device, i.e. a superoscillation; the system continues to be described
with a single-vector pursuant to the standard approach to Quantum
Mechanics.

As can be seen in Figure 2.6, the probability to obtain the weak value
as an error of the measuring device is greater than the probability to ac-
tually obtain the weak value. This is essential to preserve causality. More
importantly however, the weak value is not a random error. The weak
value is precisely what we expect to happen. Furthermore, it is a highly
predictable property because it always occurs whenever we obtain a given
post-selection. Finally, it is an appropriate description for a broad range of
physical situations, since any weakened interaction, and not just measure-
ments, experience the weak value.

Remark 2.5.1. The notions of weak value and weak measurement have
turned out to be very applicable and we conclude this Chapter by pointing
out a number of facts which lead to experiments. We begin by observing
that limited disturbance measurements have been used to explore many para-
doxes such as Hardy’s paradox [6], [72], [93], [130], the three-box problem
[21], [84], [69], [107] and other paradoxes [15], [52], [99], [120], [122]. A
number of experiments have been performed to test the predictions made by
weak measurements and results have proven to be in very good agreement
with theoretical predictions [23], [104], [108], [128]. Since eigenvalues or
expectation values can be derived from weak values [4], it is clear the reason
why the weak value is of fundamental importance in Quantum Mechanics.
Paper [1], and the discovery of superoscillations have proven to be extremely
useful tools in quantum information science and technology. For example,
[1] and superoscillations directly led to the notion of the quantum random
walk [14]. It was shown that implementation of the quantum random walk
would lead to a universal quantum computer as well as a quantum simulator
(to study, e.g., phase transitions). Recent experimental realizations of the
quantum random walk have been successful (for example: trapped atom with
optical lattice and ion trap; photons in linear optics). Moreover, the most
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recent proposal for a quantum algorithm which yields a quantum speed-up
for a quantum computer was based on the quantum random walk [102]. In
addition, the quantum random walk offers one of the most successful connec-
tions with topological phases [82]. This has also already been implemented
experimentally. The quantum random walk has thus resulted in the first
demonstration of topological phases in one dimension by using linear optics
[81].

Another example of the impact of [1] on quantum information science
and technology is a novel metrological technique. Aharonov, Albert and Vaid-
man first pointed out that the anomalously large deflection of the beam in
a Stern-Gerlach apparatus was controlled by the overlap between pre- and
post-selected states, as well as the size of the magnetic field. Consequently,
a small change in the magnetic field would result in a large change in the
beam displacement. Therefore, this effect could also be used to measure
small changes in a magnetic field. After the original suggestion in 1988
in [1], nothing happened until paper [122] appeared in 2007, which resulted
in the first experimental use of weak values for metrology in an experiment
by Hosten and Kwiat [75]. They measured the optical spin Hall effect, an
effect where different polarizations of light are shifted spatially in different,
polarization dependent directions when the beam is incident on a glass inter-
face. The effect theoretically corresponded to a spatial shift by 1 Angstrom,
which is much smaller than the width of the optical beam. In order to mea-
sure this shift, they utilized [1], pre- and post-selected the polarization, and
measured the deflection (amplified by 104) on a position sensitive detector
(at the cost of a reduced intensity).

Furthermore, Brunner and Simon [47] introduced an “interferometric
scheme based on a purely imaginary weak value, combined with a frequency-
domain analysis, which may have potential to outperform standard interfer-
ometry by several orders of magnitude”, see [91].

One difficulty in the polarization based experiments is the fact that the
source of deflection must be polarization dependent. The Rochester group
was able to generalize this by switching over to an interferometer based sys-
tem [19], where the different paths corresponded to different directions of
deflection. The pre-selection and post-selection corresponded to the optical
beam entering and leaving different ports of the interferometer, while the
weak measurement corresponded to a moving mirror slightly misaligning the
interferometer. A piezo activated mirror moved the mirror slightly back and
forth by a known amount, and the test was to see how small the interfero-
metric weak value technique could measure it. With an hour of integration
time, the group reported 500 frad resolution, and later found a signal-to-
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noise ratio at the standard quantum limit. This was done with milliwatts
of power in an open air experiment [55]. Turner et al., see [124], adjusted
the scheme of [55] for the use in torsion balance experiments in gravity re-
search; they demonstrated picoradian accuracy of deflection measurements.
Hogan et al. [73] included a folded optical lever into the scheme of [55]
and achieved a record angle sensitivity of 1.3 prad/

√
Hz; their scheme is

potentially applicable for gravitational wave detection.
Many more experiments have been performed utilizing weak PPS mea-

surements. We mention [46], [51], [55], [70], [75], [76], [93], [97], [103],
[104], [107], [108], [113], [114], [115], [117], [118], [127], [130]. Experimen-
tally, it was implemented on a large variety of systems, types of couplings,
and experimental configurations. Most of the experiments were optical, one
[118] utilized nuclear magnetic resonance, and others utilized a solid state
setup. Foe example, [132] showed “a significant amplification even in the
presence of finite temperatures, voltage, and external noise.” Some of the
optics experiments were performed on single photons [46], [51], [55], [75],
[76], [97], [107], [108], [113], [103], [114], [115], [117], could be interpreted
both classically and from a quantum perspective. Even from a purely clas-
sical perspective, the study of weak values has led to a variety of “new”
phenomena. For example, the experiment proposed by Knight et al. [83] and
performed by Parks et al. [103] demonstrated an enhanced shift of the beam
in either coordinate or momentum space. Morover, the weak PPS methods
have been implemented to produce beam-deflection measurements [73], [114],
[124], as well as phase and frequency [115] measurements.
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Chapter 3

Basic mathematical

properties of superoscillating

sequences

3.1 Superoscillating sequences

In this chapter we study the mathematical properties of superoscillating
sequences.

Definition 3.1.1. We call generalized Fourier sequence a sequence of the
form

Yn(x, a) :=
n∑

j=0

Cj(n, a)e
ikj(n)x (3.1)

where a ∈ R+, n ∈ N, Cj(n, a) and kj(n) are real valued functions.

Remark 3.1.2. The sequence of partial sums of a Fourier expansion is a
particular case of this notion with Cj(n, a) = Cj ∈ R and kj(n) = kj ∈ R

are multiples of a real number.

Definition 3.1.3. Let a, α ∈ R+. A generalized Fourier sequence

Yn(x, a) =
n∑

j=0

Cj(n, a)e
ikj(n)x

is said to be a superoscillating sequence if:

i) |kj(n)| < α for all n and j ∈ N ∪ {0};
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ii) there exists a compact subset of R, which will be called a superoscil-
lation set, on which Yn converges uniformly to eig(a)x where g is a
continuous real-valued function such that |g(a)| > α.

The usual Fourier sequence of a function is obviously not superoscillating
because it violates i).

Indeed, one can consider a somewhat more general situation described
by the following definition.

Definition 3.1.4. Given f(x) =
∑∞

j=0 dje
iajx, for aj, dj ∈ R, we say that

the sequence

Sn(x) =
n∑

j=0

Cj(n)e
ikj(n)x,

where Cj(n) are real valued functions, is f -superoscillating if there exists an
index J such that supj |kj(n)| < aJ and the sequence Sn converges uniformly
to f on some compact subset of R.

Remark 3.1.5. Definition 3.1.4 can be considered in a different framework.
Assume f to be a C∞ function. Then the representation f(x) =

∑∞
j=0 dje

iajx

is equivalent (under suitable conditions) to requiring that f is a solution of
the convolution equation

µ ∗ f = 0

where µ is a compactly supported distribution whose Fourier transform µ̂
vanishes exactly at the points iaj with multiplicity 1. On the other hand,
every partial sum

Sn(x) =

n∑

j=0

Cj(n)e
ikj(n)x

is clearly the solution of an ordinary differential equation

℘n

(
d

dx

)
Sn = 0

where the polynomials ℘n vanish at least at the points ikj(n). Therefore,
just like entire functions can be seen as ”limits” of polynomials of increasing
degrees, so convolution operators are limits of ordinary differential operators
of increasing order. Of course not every holomorphic function is the symbol
of a convolution operator since the Paley-Wiener-Schwartz theorem [61] im-
poses very specific requests on the growth of an entire function F in order
for F to be the Fourier transform of a compactly supported distribution µ,
and therefore the symbol of the convolutor µ ∗ ·.
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Remark 3.1.6. It is worth making a different kind of argument as well.
Instead of considering the class of C∞ functions, one might be tempted to
consider the space of analytic functions. This would be reasonable since
the functions we are considering are convergent series of exponentials, and
it would be possible to impose suitable conditions on the coefficients dj to
ensure the analyticity of the sum of the series. However, the space A of real
analytic functions is not an Analytically Uniform space (see Chapter 4 and
[25]) and the theory of convolution equations in it is not yet well understood.
We will instead consider the space of those real analytic functions which
can be extended as entire functions of a complex variable, when the real
variable x is replaced by the complex variable z. In this case it is possible to
give explicit conditions for

∑∞
j=0 dj exp(iajz) to be convergent to an entire

function in C, see [30], and the main advantage which we will fully exploit in
Chapters 5 and 6 is the fact that such series can be considered as solutions
to suitable convolution equations µ∗f = 0, where now the convolutor µ is an
analytic functional whose Fourier-Borel transform is also an entire function
and has exponential type bounds, see Chapter 3. An important special case
of this situation occurs when the analytic functional µ is supported at the
origin. In this case the expansion

∑∞
j=0 dj exp(iajz) may be interpreted as

being the solution of an infinite order differential equation, and aj satisfy
the condition |aj − aℓ| ≥ c|j − ℓ| for some constant c.

The primary example of superoscillating sequence was already discussed
in the introduction, and is given by the following sequence:

Fn(x, a) =
(
cos
(x
n

)
+ ia sin

(x
n

))n
, (3.2)

where a > 1, n ∈ N, and x ∈ R.

Proposition 3.1.7. Consider the sequence (3.2). Then we have

(1) For every x0 ∈ R

lim
n→∞

Fn(x0, a) = eiax0 .

(2) The functions Fn(x, a) can be written in terms of their Fourier coeffi-
cients Cj(n, a) as

Fn(x, a) =

n∑

j=0

Cj(n, a)e
i(1−2j/n)x,

where

Cj(n, a) :=
(−1)j

2n

(
n

j

)
(a+ 1)n−j(a− 1)j .
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(3) For every p ∈ N the following relation

F (p)
n (0, a) =

n∑

j=0

Cj(n, a)

[
i

(
1− 2j

n

)]p

between the Taylor and the Fourier coefficients of (3.2) holds.

Proof. Point (1) follows from standard computation. Point (2) is a conse-
quence of the Newton binomial formula. Point (3) follows by taking the
derivatives of

n∑

j=0

Cj(n, a)e
i(1−2j/n)x

and computing them at the origin.

We observe that

Fn(x, a) → eiax,

as n→ ∞, which follows from either representation of Fn(x, a).

Theorem 3.1.8. Let M > 0 be a fixed real number. Then for every x
such that |x| ≤ M the sequence Fn(x, a) converges uniformly to eiax. Thus
Fn(x, a) is a superoscillating sequence.

Proof. We have to show that for every x such that |x| ≤M we have

sup
|x|≤M

|Fn(x, a)− eiax| → 0 as n→ ∞.

To this purpose, we will compute an estimate for the modulus of the function
Fn(x, a)− eiax. Let us set

w = Fn(x, a) and z = eiax,

and observe that the modulus and the angles associated with w and z are,
respectively,

ρw =
(
cos2

(x
n

)
+ a2 sin2

(x
n

))n/2
, θw = n arctan

(
a tan

(x
n

))

and

ρz = 1, θz = ax.
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The Carnot theorem for triangles gives

|w − z|2 = 1 + ρ2w − 2ρw cos(θw − θz)

so that we obtain

|Fn(x, a)− eiax|2 = 1 +
(
cos2

(x
n

)
+ a2 sin2

(x
n

))n

− 2
(
cos2

(x
n

)
+ a2 sin2

(x
n

))n/2
cos
[
n arctan

(
a tan

(x
n

))
− ax

]
.

(3.3)

Let us set

E2
n(x, a) := |Fn(x, a)− eiax|2 (3.4)

and observe that for any x such that |x| ≤M we have

(
cos2

(x
n

)
+ a2 sin2

(x
n

))n
→ 1 as n→ ∞

and

cos
[
n arctan

(
a tan

(x
n

))
− ax

]
→ 1 as n→ ∞.

Using (3.3), we deduce that E2
n(x, a) → 0. Note that E2

n(x, a), as a function
of x, is continuous on the compact set [−M,M ] for any n > 2M

π so E2
n(x, a)

has maximum. Set

ε(n, a) = max
x∈[−M,M ]

En(x, a).

It is now easy to see that ε(n, a) → 0 as n→ ∞ and since

sup
|x|≤M

|Fn(x, a)− eiax| = ε(n, a)

the convergence is uniform in [−M,M ].

The next result however shows that on R the sequence Fn(x, a) does not
converge uniformly.

Proposition 3.1.9. The sequence Fn(x, a) does not converge uniformly to
eiax on R.

Proof. Uniform convergence on R would be equivalent to

sup
x∈R

|Fn(x, a)− eiax| → 0 as n→ ∞.
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If x = 0 obviously Fn(0, a) − e0 = 0, however, if we consider the points
xn = jπn for j ∈ Z \ {0} = {±1,±2, ...} we have

|Fn(xn, a)− eiaxn | = |(±1)n − eiaxn | 6→ 0 as n→ ∞

if a ∈ R \ (Z \ {0}), so the convergence cannot be uniform.
If a ∈ Z \ {0}, we reason in the same way by taking xn = nπ2 .

Remark 3.1.10. Proposition 3.1.7 shows that, under reasonable assump-
tions, every function which can be represented as a Fourier series of exponen-
tials, can in fact be seen as the limit of a suitable superoscillating sequence,
though in general it may be difficult to explicitly compute its terms. Indeed,
let f(x) =

∑∞
j=0 αje

iajx. We know from the previous result, that for each j

there exists a superoscillating sequence Fn(x, aj) which converges to eiajx.
Then we have that

f(x) =

∞∑

j=0

αje
iajx =

∞∑

j=0

αj lim
n→∞

Fn(x, aj).

Since the convergence of Fn(x, aj) to e
iajx is uniform on compact sets, and

by imposing suitable conditions on the growth of the sequence αj , we can
exchange the limit and the series to obtain

f(x) = lim
n→∞

∞∑

j=0

αjFn(x, aj) = lim
n→∞

Qn(x),

where Qn(x) =
∑∞

j=0 αjFn(x, aj). One can easily see that Qn(x) is super-
oscillating as well. The specific request on the growth of the sequence {αj}
is a consequence of the estimate on the error E2

n(x, a), see Remark 3.1.15.

Remark 3.1.11. Theorem 3.1.8 explains the mathematical behavior of su-
peroscillations in terms of the Taylor and Fourier coefficients. Indeed, for ev-
ery a > 1 and for every n ∈ N a direct computation of F ′

n gives F ′
n(0, a) = ia.

By Proposition 3.1.7, Point (3), we have

F ′
n(0, a) =

n∑

j=0

Cj(n, a)i
(
1− 2j

n

)
,

and, more in general,

F (p)
n (0, a) =

n∑

k=0

Ck(n, a)[i(1− 2k/n)]p. (3.5)

38



Therefore, by taking p = 0, 1 in this last formula, we obtain

n∑

k=0

Ck(n, a) = 1,

and

a =
n∑

j=0

Cj(n, a)

(
1− 2j

n

)
.

One can also obtain additional combinatorial identities by directly cal-
culating the higher derivatives of Fn(x, a) in its original expression, see [89].
More specifically, we have:

Proposition 3.1.12. For any value of a, x ∈ R, n ∈ N,

F (p)
n (x, a) =

p∑

k1,k2,...,kn=0
k1+k2+···+kn=p

p!

k1!k2! . . . kn−1!kn!
g(k1)g(k2) . . . g(kn−1)g(kn), p ∈ N.

(3.6)

Proof. We will prove this result by induction on p. Assume that (3.6) is true
for a given p (and obviously it is true for p = 0). Then the (p + 1)−th
derivative of Fn is given by

F (p+1)
n (x, a) =

p∑

k1,k2,...,kn=0
k1+k2+···+kn=p

p!

k1!k2! . . . kn−1!kn!
(g(k1+1)g(k2) . . . g(kn−1)g(kn)+

(3.7)

+g(k1)g(k2+1) . . . g(kn−1)g(kn) + · · ·+ g(k1)g(k2) . . . g(kn−1)g(kn+1)),

and the result now follows from the fundamental identity for multinomial
coefficients (see [67], Chapter IV), which states that

(p+ 1)!

h1!h2! . . . hn−1!hn!
=

p!

(h1 − 1)!h2! . . . hn−1!hn!
+

p!

h1!(h2 − 1)! · · ·hn−1!hn!

+ . . .+
p!

h1!h2! . . . (hn−1 − 1)!hn!
+

p!

h1!h2! . . . hn−1!(hn − 1)!

In particular, the expression for the derivative can be given a very com-
pact form when evaluated at the origin.
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Corollary 3.1.13. For any value of a ∈ R, n ∈ N,

F (p)
n (0, a) =

(
i

n

)p p∑

k1,k2,...,kn=0
k1+k2+...+kn=p

p!

k1!k2! . . . kn−1!kn!
aε, p ∈ N

ε is the number of odd integers in {k1, k2, . . . , kn}.

Proof. It follows immediately from evaluating different orders of differenti-
ation of g at the origin.

g(p)(0) =

{
( in)

p, if p is even

a( in)
p, if p is odd

Comparing this last expression with (3.5), we obtain a new family of
nontrivial identities.

Corollary 3.1.14. For any value of a ∈ R, n, p ∈ N, we have

p∑

k1,k2,...,kn=0
k1+k2+···+kn=p

p!

k1!k2! . . . kn−1!kn!
aε =

n∑

k=0

Ck(n, a)(n− 2k)p. (3.8)

Note that when a = 1 the only non–vanishing coefficient Ck(n, a) is
C0(n, 1) = 1, and therefore the previous corollary simply gives the very well
known formula

p∑

k1,k2,...,kn=0
k1+k2+...+kn=p

p!

k1!k2! · · · kn−1!kn!
= np.

Remark 3.1.15. Recall that in the proof of Theorem 3.1.8 the term

|Fn(x, a)−eiax|2 = E2
n(x, a)

is given by formula (3.3). We can give a first approximation of E2
n(x, a) by

considering the principal part of the infinitesimum E2
n(x, a) for |x| ≤ M . If

we can find two constants j and β ∈ R+ such that

E2
n(x, a) = β

(x
n

)j
+ o
(x
n

)j
, as n→ ∞,
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we can choose

E2
n(x, a) ≈ β

(x
n

)j
as n→ ∞,

as first approximation of E2
n(x, a). With some computations we have

β
(x
n

)j
=

3

2
(a2 − 1)

(x
n

)2
,

and so

En(x, a) ≈
x

n

√
3

2

(
a2 − 1

)
.

This proves that also E2
n(x, a) → 0 uniformly over the compact sets.

We now offer a simple estimate for the first and second derivatives of the
functions Fn.

Proposition 3.1.16. Let Fn be the function defined in (3.2). Then for x
in a compact set in R we have:

lim
n→∞

|F ′
n(x, a)| = a lim

n→∞
|F ′′
n (x, a)| = a2.

Proof. In this proof, it is convenient to directly compute the derivatives of
the function Fn(x, a) = gnn(x) where

gn(x) = cos
(x
n

)
+ ia sin

(x
n

)
.

(Note that, to simplify the notation, we do not make it explicit that g
depends on a). It is immediate to see that

F ′
n(x, a) = ngn−1

n (x)g′n(x) = n
g′n(x)
gn(x)

Fn(x, a),

and

F ′′
n (x, a) =

(
− 1

n
+ n(n− 1)

(g′n(x)
gn(x)

)2)
Fn(x, a).

We are now interested in the asymptotic behavior of F ′
n and F ′′

n when n
goes to infinity and x is limited to a compact subset of R. We know from
Theorem 3.1.8 that |Fn(x, a)| converges to 1 on every compact subset of R,
so it is enough to compute the asymptotic behavior of g′n/gn. We obtain:

g′n(x)
gn(x)

=
1

n

− sin(xn) + ia cos(xn)

cos(xn) + ia sin(xn)
∼ 1

n
ia

for n large and x in a compact set. The statement follows.
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Remark 3.1.17. We point out that the material in this chapter is based on
a precise definition of superoscillation phenomenon in terms of the uniform
convergence of sequences of functions. Here we follow a different approach
with respect to the one in [39, Section 2] where superoscillations are not
studied in terms of the uniform convergence of functions. In [39] the authors
treat a different case by describing superoscillations with wavenumbers dif-
ferent from a, in the region away from the origin when n is large but finite.
Consequently, they consider the sequence

Gn(x, a) := (cosx+ ia sinx)n

that converges only at x = 0, and therefore does not fit in our setting.

The following remark further clarifies the behavior of the sequence Fn.

Remark 3.1.18. Consider a point x0 and an increment δx. The superoscil-
lating sequence

Fn(x, a) :=
(
cos
(x
n

)
+ ia sin

(x
n

))n

is such that Fn(x0, a) → eiax0 and Fn(x0 + δx, a) → eia(x0+δx). This can
also be seen in a different way, which sheds some light on the behavior of
the superoscillatory sequence. Indeed,

Fn(x0+δx, a) =
(
cos
(x0 + δx

n

)
+ ia sin

(x0 + δx

n

))n

=
(
cos
(x0
n

)
cos
(δx
n

)
− sin

(x0
n

)
sin
(δx
n

)

+ ia
[
sin
(x0
n

)
cos
(δx
n

)
+ cos

(x0
n

)
sin
(δx
n

)])n

=
{
cos
(δx
n

)[
cos
(x0
n

)
+ ia sin

(x0
n

)]
+ ia sin

(δx
n

)

×
[ i
a
sin
(x0
n

)
+ cos

(x0
n

)]}n

=
{
cos
(δx
n

)
+ ia sin

(δx
n

)



cos
(
x0
n

)
+ i

a sin
(
x0
n

)

cos
(
x0
n

)
+ ia sin

(
x0
n

)



}n

×
[
cos
(x0
n

)
+ ia sin

(x0
n

)]n

=
{
cos
(δx
n

)
+ iãn sin

(δx
n

)}n[
cos
(x0
n

)
+ ia sin

(x0
n

)]n
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where

ãn = a

[
cos
(
x0
n

)
+ i

a sin
(
x0
n

)][
cos
(
x0
n

)
− ia sin

(
x0
n

)]

cos2
(
x0
n

)
+ a2 sin2

(
x0
n

)

which can also be written as

ãn = a
1− i

2
a2−1
a sin

(
2x0n

)

cos2
(
x0
n

)
+ a2 sin2

(
x0
n

) ;

since ãn → a as n→ ∞, we reobtain the previous result and we see that the
modulus of the limit function now grows as a grows. The amplitude of the
superoscillations decreases when a increases. We see that a = 1 is a fixed
point while if a is large then we obtain large variations.

3.2 Test functions and their Fourier transforms

In this section (which the reader may skip with no loss of continuity) we
will review some fundamental facts about test functions and their Fourier
transforms.

Definition 3.2.1. Let Ω ⊆ R be an open set, and let C∞(Ω) be the set
of complex valued infinitely differentiable functions on Ω. Let E(Ω) be the
topological linear space over C which, as a set, is C∞(Ω), and whose topology
is given by the family of seminorms defined as follows: for any compact set
K ⊂ Ω and for any m ∈ N ∪ {0} we set

pm(K)(u) := sup
k≤m

sup
x∈K

|u(k)(x)|, u ∈ C∞(Ω).

Remark 3.2.2. (1) The topology Tpm(K) generated by the family of semi-
norms pm(K) makes (E(Ω), Tpm(K)) a metrizable space; in fact it is possible
to prove that the family pm(K) is equivalent to a countable family of semi-
norms pm(Kj), for j ∈ N, and suitable compact sets Kj. Moreover, with the
topology generated by the seminorms pm(Kj), the space E(Ω) turns out to be
complete. Since the space E(Ω) is metrizable and complete, it is a Fréchet
space.

(2) With the topology Tpm(Kj), the notion of convergence of a sequence in
E(Ω) to an element u ∈ E(Ω) is the following:
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uj → u if uj converges to u uniformly with all its derivatives on
compact sets in R.

Definition 3.2.3. The space S(R) of rapidly decreasing functions is defined
as the space of functions u ∈ C∞(R) such that

sup
x∈R

(
1 + |x|2

)m/2|u(k)(x)| <∞, for any m ∈ N ∪ {0} and for any k ∈ N.

The topology Tpm on S(R) is given by the family of seminorms

pm(u) := sup
k≤m

sup
x∈R

(
1 + |x|2

)m/2|u(k)(x)| <∞, m ∈ N ∪ {0}.

Remark 3.2.4. The topology Tpm makes S(R) a Fréchet space in which the
notion of convergence (we will limit ourselves to the case of convergence to
0), is described as follows:

uj → 0 in S(R) if and only if
(
1+|x|2

)m/2
u
(k)
j (x) → 0, as j → ∞,

uniformly in R, for any k ∈ N and any m ∈ N ∪ {0}.

As we shall see below, one of the most important reasons to define the
space S(R) is that the Fourier transform maps this space into itself and the
inverse operator is also well defined. Moreover, since S(R) is dense both in
L2(R) and in S ′(R), we can extend the Fourier transform to those spaces.
We will only prove the results of particular interest in the context of this
memoir, and for the missing proofs of the results stated in the following
pages we refer the reader to [110], [125], [131].

Since S(R) ⊂ L1(R) we can give the following definition.

Definition 3.2.5. Let φ ∈ S(R). The linear integral operator F : φ → φ̂
defined by

F [φ](λ) = φ̂(λ) :=

∫

R

φ(x)e−iλx dx, i =
√
−1

is called the Fourier transform. The function φ̂ is said to be the Fourier
transform of φ.

The inverse of the Fourier transform is defined, for every ψ ∈ S(R), by

F−1[ψ](x) :=
1

(2π)

∫

R

ψ(λ)eiλx dλ. (3.9)
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We observe that the operator F−1 is well defined on S(R) and for every
ψ ∈ S(R) we have

ψ = F [F−1[ψ]] = F−1[F [ψ]]. (3.10)

A fundamental result is the following:

Theorem 3.2.6. The Fourier transform F is an isomorphism between S(R)
and itself.

Thanks to Theorem 3.2.6 and to the density of S(R) in the space of
tempered distributions S ′(R), it is possible to define the operator F also on
S ′(R). First, we consider a regular distribution Tf defined by a function
f ∈ L1

loc(R) and we define

〈F [Tf ], φ〉 =

∫

R

F [Tf ](λ)φ(λ) dλ

=

∫

R

F [f ](λ)φ(λ) dλ, for any φ ∈ S(R).

By Fubini’s theorem, we can change the order of integration to get

〈F [Tf ], φ〉 = 〈Tf ,F [φ]〉, for any φ ∈ S(R), f ∈ L1
loc(R). (3.11)

Since the relation (3.11) holds for regular distributions, we can assume the
following definition of Fourier transform for tempered distributions.

Definition 3.2.7. Let T ∈ S ′(R). We define the Fourier transform on the
space of tempered distributions by the equality

〈F [T ], φ〉 = 〈T,F [φ]〉, for any φ ∈ S(R).

The Fourier transform on the space of tempered distributions is well
defined. In fact, since F is an isomorphism from S(R) to itself the map φ→
F [φ] is linear and continuous from S(R) to S(R), the functional 〈T,F [φ]〉
represents a distribution in S ′(R) and moreover the map T → F [T ] is linear
and continuous from S ′(R) to S ′(R).
The inverse of the Fourier transform in the space of tempered distributions
is defined as

〈F−1[T ], φ〉 = 1

2π
〈T,F−1[φ]〉, for any φ ∈ S(R). (3.12)

Theorem 3.2.8. The Fourier transform F is an isomorphism between S ′(R)
and itself.
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Example 3.2.9. One can easily verify that, if a ∈ R,

F [δ(x− a)] = e−iλa (3.13)

holds in the sense of distributions. In particular, one has

F [δ(x)] = 1

and

F [1] = (2π)δ(x).

We now state some properties of the Fourier transform in S ′(R), see e.g.
[125].

Theorem 3.2.10. Suppose that T ∈ S ′(R) and k ∈ N and a ∈ R. Then the
following properties hold:

(1) Differentiation of the Fourier transform

DkF [T ] = F [(−ix)kT ].

(2) Fourier transform of the derivatives

F [T (k)] = (iλ)kF [T ].

(3) Translation of the Fourier transform

F [T ](λ+ a) = F [e−iaxT ](λ).

Remark 3.2.11. As immediate consequences of Theorem 3.2.10 we obtain
the Fourier transforms of polynomials

F [xk] = (2π) ikδ(k)(x)

and keeping in mind that F [δ(x)] = 1, we also obtain

F [δ(k)] = (iλ)kF [δ] = (iλ)k.
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3.3 Approximations of functions in S(R)
As it is well known, C∞ functions cannot, in general, be represented by their
Taylor expansion. Similarly, the value of a C∞ function f at a point a cannot
be obtained if one knows infinitely many values f(x) for x near the origin.
In one word, C∞ functions are too flexible. There are two possible ways
to add rigidity to their structure. On one hand, we could consider analytic
functions, which are fully represented by the Taylor expansion; on the other
hand, as we will do in this section, we could ask for the function f to be
a band limited test function. As we will show, it will be then possible to
represent f(x+ a) through infinitely many values of f at a distance at most
1 from x.
We now give a definition, whose meaning will be clarified later.

Definition 3.3.1 (Standard approximating sequence). Let ψ ∈ S(R), n ∈ N

and a > 1. Let

Cj(n, a) =
(−1)j

2n

(
n

j

)
(a+ 1)n−j(a− 1)j .

We call

φψ,n,a(x) :=

n∑

j=0

Cj(n, a)ψ

(
x+

(
1− 2j

n

))

standard approximating sequence of ψ.

In order to show that φψ,n,a is in fact approximating the function ψ, we need
the following lemma.

Lemma 3.3.2 (Integral representation of the standard approximating se-
quence). Suppose that ψ ∈ S(R). Then we have

φψ,n,a(x) =
1

2π

∫

R

Fn(λ, a)ψ̂(λ)e
iλx dλ,

where Fn(λ, a) =
∑n

j=0Cj(n, a)e
i(1−2j/n)λ.

Proof. Taking the Fourier transform of

φψ,n,a(x) =

n∑

j=0

Cj(n, a)ψ

(
x+

(
1− 2j

n

))
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and using Theorem 3.2.10, one obtains

φ̂ψ,n,a(λ) =

n∑

j=0

Cj(n, a)e
iλ(1−2j/n)ψ̂(λ).

Observing that
φ̂ψ,n,a(λ) = Fn(λ, a)ψ̂(λ),

and taking the inverse Fourier transform, the required result follows.

To state our next result we recall a definition.

Definition 3.3.3. A function ψ ∈ S(R) is said to be band limited if ψ̂ is
compactly supported by some compact K ⊂ R.

Theorem 3.3.4. For any band limited ψ ∈ S(R) the limit

lim
n→∞

φψ,n,a(x) = ψ(x+ a)

is uniform on every compact set in R. Moreover

|φψ,n,a(x)− ψ(x+ a)| ≤ εn

∫

R

|ψ̂(λ)| dλ,

where
εn := sup

λ∈K
En(λ, a).

Proof. Since ψ̂ is compactly supported by K ⊂ R, the Lebesgue dominated
convergence theorem implies that

lim
n→∞

φψ,n,a(x) = lim
n→∞

1

2π

∫

R

Fn(λ, a)ψ̂(λ)e
iλx dλ

=
1

2π

∫

R

eiaλψ̂(λ)eiλx dλ

= ψ(x+ a).

Lemma 3.3.2 allows to estimate the error:

|φψ,n,a(x)− ψ(x+ a)| ≤ 1

2π

∫

R

|Fn(λ, a)− eiaλ|dλ

≤ sup
λ∈K

En(λ, a)
∫

R

|ψ̂(λ)| dλ

= εn

∫

R

|ψ̂(λ)| dλ.
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Corollary 3.3.5. For any band limited ψ ∈ S(R) we have that

lim
n→∞

φ
(k)
ψ,n,a(x) = ψ(k)(x+ a)

for any k ∈ N, uniformly on every compact set in R. Moreover

|φ(k)ψ,n,a(x)− ψ(k)(x+ a)| ≤ εn,k

∫

R

|ψ̂(λ)| dλ,

where
εn,k := sup

λ∈K
|λ|kEn(λ, a).

Proof. This is an immediate consequence of the fact that if ψ is a band
limited element of S(R) also ψ(k) is band limited.

Corollary 3.3.6. Let a1, . . . , ap be real numbers such that |ak| > 1 and let
δ−ak(x) = δ(x+ ak) represent the delta centered at the point ak. Then

lim
n→∞

p∑

k=1

φψ,n,ak(x) =

p∑

k=1

δ−ak ∗ ψ(x)

uniformly on every compact set in R. Moreover, we have

|
p∑

k=1

φψ,n,ak(x)−
p∑

k=1

δ−ak ∗ ψ(x)| ≤ pεn

∫

R

|ψ̂(λ)| dλ.

The following result is a direct consequence of Lemma 3.3.2.

Proposition 3.3.7. Let us fix γ > 0, a > 1 and n ∈ N. Suppose that
ψ ∈ Xγ(R) where

Xγ(R) := {u ∈ S(R) :

∫

R

|û(λ)| dλ ≤ γ }.

Then
|φψ,n,a(x)− ψ(x+ a)| ≤ (1 + an)γ.

Remark 3.3.8. It is clear that one can generalize Proposition 3.3.7 to
the case of the derivatives of ψ as well as to the case of finite sums of its
translates, just like we did in the two corollaries of Theorem 3.3.4.

Even though the above inequality is not helpful when n → ∞ since
a > 1, it is still interesting because it shows a uniform distance between
φψ,n,a(x) and ψ(x+ a) for all x ∈ R. It is however helpful for some families
of functions as the next example shows.
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Example 3.3.9. It is well known that the family of functions

uα(x) = xe−αx
2

belongs to S(R) for every α > 0, see for example [74]. Their Fourier trans-
forms are given by

ûα(λ) = − λi

2α

√
π

α
e−λ

2/4α.

Now observe that ∫

R

|ûα(λ)|dλ = 2

√
π

α
,

and so the number γ appearing in Proposition 3.3.7 equals 2

√
π

α
. Thus

|φuα,n(x)− uα(x+ a)| ≤ 1

π
(1 + an)

√
π

α

where

φuα,n(x) :=
n∑

j=0

Cj(n, a)uα(x+ (1− 2j/n)).

Fix a ∈ R, n ∈ N and ε > 0. The elements of the family uα(x) = xe−αx
2

such that
|φuα,n(x)− uα(x+ a)| ≤ ε for every x ∈ R,

namely the elements of the family for which Theorem 3.3.4 holds, are those
for which α > α0 where α0 satisfies the equality

(1 + an)

√
1

πα0
= ε. (3.14)

Remark 3.3.10. If we had considered the gaussian vα(x) = e−αx
2
instead

of uα(x), the constant γ appearing in Proposition 3.3.7 cannot be chosen
arbitrarily small. Indeed, α cannot be chosen such that

|φvα,n(x)− vα(x+ a)| → 0

when α varies in R+.
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Chapter 4

Function spaces of

holomorphic functions with

growth

The superoscillating functions and sequences that we have considered so far
are real analytic functions defined on R, which, because of their specific
shape, can actually be extended as entire functions of a complex variable
if we (formally) replace the real variable x with the complex variable z.
This is possible because the superoscillating sequences we are studying are
finite sums of exponentials, and their complex extensions are not simply
holomorphic in a neighborhood of R, but are actually entire. As it will be
apparent in the remainder of this monograph, the fact that we can now
use the powerful theory of holomorphic functions is central to many of the
results we will obtain.

Before recalling, and reframing, the set-up for this analysis, we need to
point out that while the exponentials that appear in the superoscillating
sequences have frequencies bounded by 1, since all the exponentials that
appear are of the form eiλx, with |λ| ≤ 1, and x real, this feature disappears
when we consider the entire extension of such functions. Indeed, functions of
the form eiλz are entire and of exponential type (and order 1). Thus, we are
naturally led to the study of entire functions with growth conditions at infin-
ity. As we will show later, the study of superoscillating sequences will entail
studying certain convolution operators on these spaces, and the appropriate
setting for such a study is the theory of Analytically Uniform spaces, intro-
duced by Ehrenpreis in the sixties, and fully developed in [61]. Ehrenpreis’
theory was originally designed to be a tool for the study of systems of linear
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constant coefficients partial differential equations, but Berenstein, Taylor,
and their coauthors were able to show [25], [30], [31], [116] that convolution
equations could be treated as well within this framework: the reader is in-
vited to consult [27] for a rather comprehensive review on this topic. For
these reasons, we will devote Section 4.1 to a rather detailed description of
the theory of Analytically Uniform spaces, and then Section 4.2 to the study
of convolution operators, and convolution equations, in such spaces.

4.1 Analytically Uniform spaces

In this section we will study some spaces of (generalized) functions that
were introduced by Ehrenpreis, and that he called Analytically Uniform
spaces (AU-spaces in short). Before we offer the formal (and somewhat
complicated) definitions, we should describe the philosophy of such a no-
tion. Without aiming for completeness, one could say that a locally convex
topological vector space X is said to be an AU-space if its strong dual X ′ is
topologically isomorphic to a space of entire functions which satisfy suitable
growth conditions at infinity.

Let us offer both some clarification, as well as the rationale for this
particular approach. First of all the nature of the growth conditions that are
acceptable in this framework is fairly complex, will be fully described below,
but essentially requires that the resulting spaces are algebras of functions
closed under differentiation. Second, the topological isomorphism between
X ′ and the appropriate space of entire functions with growth conditions
is usually a variation of the Fourier (or Fourier-Borel) transform, and the
reason for this is apparent when one considers the (historically) first use of
this idea.

Suppose we consider a linear constant coefficients partial differential op-
erator ℘(D) acting on the space E(Ω) of infinitely differentiable functions
on an open convex set in Rn. Suppose now we want to consider the surjec-
tivity of such an operator on E(Ω). The approach, independently pioneered
by Ehrenpreis, Malgrange, and Palamodov [58], [59], [60], [61], [95], [101]
consists in looking at the map

℘(D) : E(Ω) → E(Ω)

and notice that by standard functional analysis results, such a map is sur-
jective if and only if its adjoint

℘(−D) : (E(Ω))′ → (E(Ω))′
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is injective and has closed range (this is why the topologies are important).
However, one now notes that the Fourier transform of ℘(−D) is simply
the multiplication operator by the polynomial ℘(−z), and that the Fourier
transform acts as an isomorphism between (E(Ω))′ and the space

AΩ := ̂(E(Ω))′ = {F ∈ H(Cn) : |F (z)| ≤ A exp(HK(z))}

of entire functions whose growth is bounded at infinity by the supporting
function HK(z) := supw∈K(w · z) of any compact subset K of Ω, where
w · z denotes the scalar product of w and z. So, see [95], the surjectivity of
℘(D) on the space of infinitely differentiable functions is equivalent to the
injectivity of multiplication by ℘(−z) on AΩ (which is trivial) and to the
fact that the ideal generated by ℘ is closed in AΩ. That this is the case,
for Ω convex, was proved by Malgrange in [95], where he explicitly gives the
condition on the pair (℘,Ω) that will generate surjectivity when Ω is not
necessarily convex.

This important example shows both the necessity of identifying E ′(Ω)
with a space of entire functions satisfying suitable conditions, and the ne-
cessity of having this discussion within the framework of topological vector
spaces.

After the following technical definition we introduce the notion of AU-
space:

Definition 4.1.1. Let K be a nonempty set of positive continuous functions
on Cn. We say that K is an analytically uniform structure (AU-structure)
if for any k ∈ K there exists k′ ∈ K such that

k′(z + z′)(2 + |z|2) ≤ k(z), for all z, z′ ∈ C
n, |z′| ≤ 1.

Definition 4.1.2. Let X be a locally convex space. Assume that there exists
an AU-structure K and a componentwise continuous bilinear form 〈·, ·〉 on
W ×AK such that the map from X to the strong dual of AK given by

ω → 〈ω, ·〉

is a topological isomorphism. Then we call X an AU-space.

Example 4.1.3. Let E denote the space of infinitely differentiable func-
tions on Rn with the usual topology of uniform convergence on compact
subsets of Rn. Then E is an AU-space and its dual is the space E ′ of com-
pactly supported distributions. By the Paley-Wiener Theorem, this space
is topologically isomorphic to the space of entire functions of exponential
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type, which grow like polynomials on the real axis. Specifically, the space
of entire functions F such that, for some positive constants A,B,

|F (z)| ≤ A(1 + |z|)B exp(B|Im(z)|).

Example 4.1.4. Let D denote the space of infinitely differentiable functions
with compact support on Rn. Let D′ denote its dual, namely the space of
Schwartz distributions (note that D is properly contained in E , while D′

properly contains E ′). Then D′ is an AU-space and its dual D is, by the
Paley-Wiener-Schwartz Theorem, isomorphic to the space of entire functions
of exponential type, which, on the real axis, go to zero faster than the inverse
of any polynomial. Namely those entire functions F such that, for some
positive constants A,B, and for all positive constants C,

|F (z)| ≤ A(1 + |z|)−C exp(B|Im(z)|).

Example 4.1.5. Let H denote the space of entire functions on Cn. Then
H is an AU-space and its dual is the space H′ of linear analytic functionals,
which, by another formulation of the Paley-Wiener Theorem, is isomorphic
to the space of entire functions of exponential type, i.e. the entire functions
F satisfying, for some positive constants A,B,

|F (z)| ≤ A expB|z|.

This space is interesting per se, but also because it exemplifies an interesting
property of AU-spaces. Specifically, if X is an AU-space, then the subspace
of X obtained as the kernel in X of a system of linear constant coefficients
partial differential operators, is still an AU-space. In this case, H(Cn) is the
kernel in E(R2n) of the Cauchy-Riemann system of differential operators.

Example 4.1.6. In the three examples above, we have considered functions
defined on the entire Euclidean space Rn or Cn. However, a modification
of the weights allows us to show that if we consider an open convex set
Ω in Rn or in Cn, then the corresponding spaces E(Ω),D′(Ω), and H(Ω)
are also AU-spaces. This is what we used to discuss the surjectivity of
℘(D) : E(Ω) → E(Ω). If Ω is not convex, then the corresponding spaces are
not AU-spaces anymore.

While these examples are very important, it is equally important to note
that many significant spaces in the theory of differential equations are not
AU-spaces. For example, none of the Lp spaces is an AU-space, and neither
are S and S ′, the spaces of Schwartz test functions and its dual, the space
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of tempered distributions. Finally, another space that (quite surprisingly)
fails to be an AU-space is the space of real analytic functions, see [25].

In some of the situations described in the examples above, the growth in
the space of entire functions is described by a class of weights which can be
all brought back to an individual fundamental weight. This is a situation of
particular interest to us, which we want to describe in more detail.

Definition 4.1.7. We say that a plurisubharmonic function p : Cn → R+

is an admissible weight if

• log(1 + |z|2) = O(p(z))

• there are four positive constants A1, . . . , A4 such that if

|z1 − z2| ≤ A1|z1|+A2

then
p(z1) ≤ A3p(z2) +A4.

There are some important examples of such weights, which need to be
immediately highlighted:

Example 4.1.8. The function p(z) = |z| is an admissible weight. And, for
any ρ > 1, the function p(z) = |z|ρ is a weight as well. Weights of this kind
are called radial weights, as they only depend on the modulus of z.

Example 4.1.9. The function p(z) = |Im(z)| + log(1 + |z|) is a weight as
well. It is clearly not a radial weight.

If p(z) is an admissible weight, we can define two special kinds of space
of entire functions with growth conditions: the space Ap(C

n) defined by

Ap(C
n) := {f ∈ H(Cn) : ∃ A > 0, B > 0 : |F (z)| ≤ A exp(Bp(z))}

and the space

Ap,0(C
n) := {f ∈ H(Cn) : ∀ε > 0, ∃ Aε > 0 : |f(z)| ≤ Aε exp(εp(z))}

In the specific case in which the weight is the function p(z) = |z|ρ we intro-
duce a few additional definitions:

Definition 4.1.10. The space Aρ(C
n) is defined by

Aρ(C
n) := {f ∈ H(Cn) : ∃ A > 0, B > 0 : |F (z)| ≤ A exp(B|z|ρ)}

and it is called the space of entire functions of order less or equal to ρ and
of finite type.
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The space Aρ(C
n) can be endowed with a natural topology which can

be described as follows. Let

qj(f) = sup
z∈Cn

|f(z)|e−σj(z), j = 1, 2, . . . ,

where σj(z) are suitable weights. Then qj is a seminorm and the family
{qj} determines a locally convex topology on Aρ(C

n). In terms of AU-
structures, one can introduce the sequence Σ = {σj}∞j=1 where the weights
are σj(z) = j|z|p and set

K = {k ∈ C0(Cn) : k(z) = sup
j
δje

σj(z) <∞, ∀z ∈ C
n}

where {δj} is a sequence of positive real numbers. Then K gives the so-called
AU-structure on Aρ(C

n) which can therefore be interpreted as the locally
convex space

AK =

{
f ∈ H(Cn) :

|f(z)|
k(z)

→ 0, as z → ∞, ∀k ∈ K
}
. (4.1)

Remark 4.1.11. Note that if p(z) = |z|, i.e. ρ = 1, then the space
A1(C

n) is isomorphic, via Fourier-Borel transform, to the space H′ of an-
alytic functionals as described in Definition 4.1.5. Similarly note that if
p(z) = |Im(z)| + log(1 + |z|), then the space Ap(C

n) is isomorphic, via
Fourier transform, to the space E ′ of compactly supported distributions as
described in Definition 4.1.3.

Definition 4.1.12. The space Aρ,0(C
n) is defined by

Aρ,0(C
n) := {f ∈ H(Cn) : ∀ε > 0, ∃Aε > 0 : |f(z)| ≤ Aε exp(ε|z|ρ)},

and it is called the space of entire functions of order less or equal ρ and of
minimal type.

The space Aρ,0(C
n) is endowed with its natural topology. In terms of

AU-structures, it is the locally convex space AK∗ , see (4.1), where

K∗ = {k∗ ∈ C0(Cn) : k∗(z) ≥ 0, k(z)k∗(w)ez·w is bounded ∀k ∈ K}.

Remark 4.1.13. If we take p(z) = |z|, we see that Ap,0 = A1,0 is the
space of the so-called functions of infraexponential type, or of order one, and
type zero, and it is isomorphic, via Fourier-Borel transform, to the space of
analytic functionals carried by the origin (which in turn coincides with the
space of hyperfunctions supported at the origin). This identification is the
key element in the theory of infinite order differential operators.

56



Once these spaces have been defined, a simplified notion of AU-space
requires that the dual X ′ of X is topologically isomorphic to either a space
Ap or a space Ap,0, for a suitable admissible weight p. That this is the case
was established in [116].

We will now restrict our attention to the case of one complex variable,
and we will consider p(z) = |z|ρ and q(z) = |z|ρ′ where ρ > 1, ρ′ > 1 are real
numbers such that 1

ρ +
1
ρ′ = 1. Let us denote by Aρ(C)

′ the strong dual of
Aρ(C), namely the space of continuous linear functional on Aρ(C) endowed
with the strong topology. Define the Fourier-Borel transform of µ ∈ Aρ(C)

′

as the entire function

µ̂(w) = µ(exp(−z · w)), z ∈ C.

Then we have the following duality results which we will be useful in the
sequel:

Theorem 4.1.14. Let ρ, ρ′ ∈ R, ρ > 1, ρ′ > 1 be such that

1

ρ
+

1

ρ′
= 1.

The following isomorphisms

Âρ(C)′ ∼= Aρ′,0(C)

and
Âρ,0(C)′ ∼= Aρ′(C),

are algebraic and topological as well.

Ehrenpreis demonstrated in his monograph [61] that the AU-spaces are
the ideal setting for a very general theory of linear constant coefficients
partial differential equations. He demonstrated also, though this part of his
work was left unfinished until [31], [116], that a general theory of systems of
convolution equations was possible in such spaces. To see how that would
be done, we will introduce convolutors on AU-spaces in an abstract way,
and we will then show how they can be realized concretely in the spaces
described before.

The importance of the spaces Aρ, Aρ,0 does not, clearly, exhaust the
class of interesting spaces. We therefore close this section with two more
results from [119] that will be useful in the sequel. To this purpose we need
the following notation:

∆R = {z ∈ C : |z| < R}.
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Proposition 4.1.15. The space

X = Exp1(C) := {f ∈ H(C) : |f(z)| ≤ A|z|ne|z| for some n}

is an AU-space and

FX ′ ∼= {f ∈ H(∆1) and f
(n) are uniformly continuous for all n ∈ N}.

Proposition 4.1.16. Let R > 0 and let X be the space of entire functions
of exponential type less that R, i.e.

X = {f ∈ H(C) : ∃ ε > 0 : |f(z)| ≤ Ae(R−ε)|z| for some A > 0}.

Then X is an AU-space and FX ′ is isomorphic to the space of functions
holomorphic in the disc ∆R.

4.2 Convolutors on Analytically Uniform spaces

Let X be an AU-space. Convolutors on X can be defined in a standard
way as follows: let X ′ be the strong dual of X and let FX ′ be the space of
entire functions satisfying suitable growth conditions, which is topologically
isomorphic to X.

Definition 4.2.1. Let F be an entire function which, by multiplication,
defines a continuous map from FX ′ to itself. Then a convolutor on X is the
continuous operator on X defined as the adjoint of the map that associates
to f ∈ X ′ the element

F−1(F (F(f))).

Let us consider a few examples to illustrate the concrete meaning of this
definition.

Example 4.2.2. Let E be the space of infinitely differentiable functions
on Rn, whose dual E ′ is the space of compactly supported distributions.
This space, as we have seen before, is topologically isomorphic to the space
Ap(C

n), where p(z) = |Imz| + log(1 + |z|) (see Remark 4.1.11). Then ev-
ery holomorphic function F in Ap is the Fourier transform of a compactly
supported distribution µ ∈ E ′ and the convolution described abstractly in
Definition 4.2.1 is actually the convolution µ ∗ f between a compactly sup-
ported distribution µ, and a differentiable function f , and which is well
known from classical analysis. Specifically,

µ ∗ f(x) =< µ, t→ f(x+ t) > .
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A similar argument can be made for the holomorphic case.

Example 4.2.3. If H is the space of entire functions on C then its dual
is the space of analytic functionals which, by Fourier-Borel transform, is
topologically isomorphic to the space Ap(C

n) with p(z) = |z|. Then, every
entire function of exponential type defines a multiplicator on Ap(C

n) and
it is the Fourier-Borel transform of an analytic functional µ ∈ H′. Thus,
just as in the previous example, the abstract convolution in Definition 4.2.1
is nothing but the convolution µ ∗ f between an analytic functional and an
entire function, already classically known.

A very special class of convolutors on the space of entire functions is the
class of infinite order differential operators, which arise when we consider an
analytic functional µ carried by the origin. The reason for the nomenclature
of infinite order differential operator stems from the fact that the Fourier-
Borel transform of an analytic functional carried by the origin is an entire
function of infraexponential type (i.e. it belongs to the space Ap,0, with
p(z) = |z|, see Remark 4.1.13), and therefore its Taylor expansion converges
everywhere on C and its action can truly be considered as the action of a
differential operator of infinite order. Specifically, we can give the following
definition, see [78].

Definition 4.2.4. An operator of the form

∞∑

m=0

bm(z)
dm

dzm

is an infinite-order differential operator, which acts continuously on holo-
morphic functions in C if and only if, for every compact set K ⊂ C,

lim
k→∞

k

√
sup
z∈K

|bk(z)| k! = 0. (4.2)

While infinite order differential operators have great importance both per
se, and as part of the theory of hyperfunctions and microfunctions (see e.g.
[78], [79]), there are many instances when we want to consider operators
that may be defined in ways that remind us of infinite order differential
operators, while they do not satisfy condition (4.2). This is, classically, the
case for the translation operator, which is usually defined as

τf(x) = f(x+ 1) = exp(d/dx)f(x) =

∞∑

m=0

1

m!

dmf

dxm
(x). (4.3)
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While the operator appears to be expressed as an infinite sum of derivatives,
the function on the right hand side of (4.3) does not converge, in general,
and in fact makes no sense, except in an intuitive way. To be precise,
the translation is only a convolutor on the space, say, of entire functions.
Operators of this kind are quite important (in fact, the case of the translation
is paradigmatic of what physicists use continuously, sometimes with some
abuse of notations), and therefore one may ask whether they can be treated
in a general way. That this is the case is guaranteed by Theorem 4.1.14,
which can now be rephrased as follows:

Theorem 4.2.5. Let ρ, ρ′ be real numbers such that ρ ≥ 1, ρ′ ≥ 1 and

1

ρ
+

1

ρ′
= 1.

The space of convolutors on Aρ is isomorphic (via Fourier-Borel transform)
to the space Aρ′,0 and conversely, the space of convolutors of Aρ,0 is isomor-
phic to Aρ′.

4.3 Dirichlet series

We conclude this chapter by noticing that it may be worthwhile to consider
a more general setting, in which holomorphicity is required only on a subset
of C. Let us give a hint of why such a setting might be of interest. Indeed, up
to now, we have considered sequences of band-limited functions, converging
to exponentials of the form eiax with a large (at least larger than 1). But
one may want to consider the case in which we begin with a Dirichlet series∑∞

j=1 cje
−iλjx, with real frequencies λj , λj → ∞. In this case we will show

that it may be interesting to consider sequences of band limited functions
which converge to such series. As it is well known, however, Dirichlet series
only converge in half-planes, and so it is relevant to generalize the study
of Sections 4.1 and 4.2 to the case of functions which are holomorphic in
cones (half-planes being a special case of cones), and satisfying there suitable
growth conditions. As we will show in this section it is possible to prove
that, with natural adjustments, the fundamental results of Sections 4.1 and
4.2 extend to this more general setting. Those results are important if one
wishes to consider more general superoscillating sequences, and study how
they propagate when taken as initial values of suitable differential equations.

Let Γ be an open convex cone with vertex at the origin, for the sake of
simplicity, and contained in the right half plane Π+ = {z ∈ C : Re(z) > 0}.
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We also assume that Γ is of the form

Γ = {z ∈ C : −θ < arg(z) < θ},

for some θ ∈ (0, π/2]. In the particular case θ = π/2 the cone Γ coincide
with the right half plane, i.e. Γ = Π+.

Let Ap,0(Γ) be the space of function f ∈ H(Γ) such that, for all ε > 0
and for all cones Γ′ compactly included in Γ,

|f(z)| ≤ C exp(εp(z)), z ∈ Γ′,

for z ∈ Γ′, for some constant C = C(ε,Γ′, f) > 0. It is standard to endow
Ap,0(Γ) with its natural projective limit topology. As we did in the previous
sections, it is important to the characterize the dual of this space, namely
the space of linear continuous functionals on Ap,0(Γ). Any linear continuous
functional in Ap,0(Γ)

′ can be described as an integral against a measurable
function u, supported in some cone

K = {z ∈ Π+ : −α ≤ arg(z) ≤ α}+ c, c ∈ R
+, α ∈ (0, θ),

and such that, for some A > 0 and some C̃ > 0,

|u(z)| ≤ C̃ exp(−Ap(z)), z ∈ K.

By its definition, K is a cone with vertex at a positive real point and has
opening less than the opening of Γ, thus K is strictly included in Γ.
To any u ∈ Ap,0(Γ)

′, we can associate, though not in a unique way, a value
c ∈ R+ and an angle α ∈ (0, θ). If u is supported by K = K(α, c), then u
is supported by any cone K ′ = K ′(α′, c′) with α ≤ α′ and c′ ≤ c. To define
the Laplace transform of a functional u ∈ Ap,0(Γ)

′ we first notice that the
functions

ew(z) = exp(−z · w)

belong (as functions of z) to Ap,0(Γ), for every w ∈ C. Thus the Laplace
transform on Ap,0(Γ)

′ is defined by the following formula:

û(w) = 〈u, exp(−z · w)〉 =
∫

C

u(z) exp(−z · w)dλ(z)

where dλ(z) is the Lebesgue measure on C. Let us now write w, the dual
variable of z, in polar coordinates as w = |w| exp(iϕ), ϕ ∈ [0, 2π) and define
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the function

β(ϕ, α) =





0 0 ≤ ϕ ≤ π/2− α
cos(π − α− ϕ) π/2− α < ϕ ≤ π − α

1 π − α < ϕ ≤ π + α
cos(π + α− ϕ) π + α < ϕ ≤ 3π/2 + α

0 3π/2 + α < ϕ ≤ 2π.

We have the following result (see [26] for its proof):

Theorem 4.3.1. The space Ap,0(Γ)
′ is isomorphic, via the Laplace trans-

form, to the space, denoted by ̂(Ap,0(Γ)′), of entire functions f ∈ H(C) such
that, for some B > 0 and some α ∈ (0, θ) satisfy the inequality

|f(w)| ≤ C exp(B|w|σβ(ϕ, α)σ − 1

B
Re(w)).

Note that the theory of Cauchy problems on holomorphic functions shows
that their formal solutions may sometimes converge only in cones, see e.g.
[94], and as we pointed out this is certainly the case for Dirichlet series,
whose domains of convergence (and of absolute convergence) are always
half-planes. As it is well known, Dirichlet series are special cases of more
general series of the form

f(z) =

∞∑

j=1

cje
iλjz, cj , λj ∈ C,

which now converges on actual cones, whose amplitudes depend on the fre-
quencies λj , while the convergence itself depends on the growth of the co-
efficients cj . While Ehrenpreis hinted at the possibility of studying these
series in the framework of his theory (see [61]), it was only in [26], [28], [29]
that the proper framework for such an approach was identified. Since every
exponential in these series can be seen as the limit of a superoscillating se-
quence, one may want to study Dirichlet series themselves as limits of more
complex superoscillating sequences. This is what we will do, thus providing
a new class of interesting superoscillating sequences.

Thus consider a generalized Dirichlet series of the form

f(z) =
+∞∑

j=0

cje
iλjz,

which we assumed to be absolutely convergent in a half plane of the form
Im(z) > γ for some negative constant γ (which can possibly be −∞). Now
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we can consider the restriction of such Dirichlet series to the real axis, and
replace the exponential eiλjx with the limit of the superoscillating sequence

eiλjx = lim
n→+∞

n∑

k=0

c(n, λj)e
i(1−2k/n)x.

As we have shown in Chapter 3, see Theorem 3.1.8, this limit is uniform on
the compact set [−M,M ] and the error, see Remark 3.1.15, can be estimated
by

|eiλjx −
n∑

k=0

c(n, λj)e
i(1−2k/n)x| ≤ 2

M

n
λj ,

and therefore

|
+∞∑

j=0

cje
iλjx −

+∞∑

j=0

cj

n∑

k=0

c(n, λj)e
i(1−2k/n)x|

≤
+∞∑

j=0

|cj |
∣∣∣∣∣e
iλjx −

n∑

k=0

c(n, λj)e
i(1−2k/n)x

∣∣∣∣∣ ≤
+∞∑

j=0

2|cj |
M

n
λj ,

which converges to 0 as long as the series
∑
cjλj converges absolutely. We

have therefore proved the following theorem:

Theorem 4.3.2. Let cj, λj be two sequences of complex numbers such that∑+∞
j=0 cje

iλjx is convergent on R and
∑
cjλj is absolutely convergent. Then

the sequence {
∑m

j=0 cj
∑n

k=0 c(n, λj)e
i(1−2k/n)x}, m ∈ N, is a superoscillat-

ing sequence whose limit is
+∞∑

j=0

cje
iλjx.
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Chapter 5

Schrödinger equation and

superoscillations

A natural question, that arises for physical reasons, is to study the evolution
of a superoscillatory sequence when we take such a sequence as initial value
of a Cauchy problem of some differential equations of physical interest. In
some cases the answer to this question is immediate. This is the case if we
investigate the behavior of a superoscillating initial datum in the case of the
wave equation

utt(t, x)− c2uxx(t, x) = 0,

where c ∈ R+, with the initial position u(0, x) = Yn(x), where Yn is given
by Definition 3.1.1 and the initial speed ut(0, x) = 0. The solution can be
written using the d’Alembert formula as

un(t, x) =
1

2
[Yn(x− ct) + Yn(x+ ct)].

If we replace the initial condition by u(0, x) = eig(a)x and we keep ut(0, x) =
0 we obtain

u(t, x) =
1

2
[eig(a)(x−ct) + eig(a)(x+ct)].

We now consider the difference un(t, x)− u(t, x) and the estimate

|un(t, x)− u(t, x)| ≤ 1

2
|Yn(x− ct)− eig(a)(x−ct)|+ 1

2
|Yn(x+ ct)− eig(a)(x+ct)|.

So, for (t, x) on every compact set [0, T ] × K for K compact set in R,
we have uniform convergence. One can therefore say that superoscillations
sequences maintain their superoscillating character when evolved with the
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wave equation, when n → ∞. On the other hand, it is important to note
that the persistence of superoscillations only occurs when one takes the limit
for n→ +∞. If one fixes the value of n, persistence is only for a finite time
and superoscillations are, for large n, exponentially weak, see [39].

In this chapter, we will consider a more delicate case, namely the evolu-
tion of a superoscillatory sequence for the Schrödinger equation when it is
taken as initial value for the free particle as well as for the quantum har-
monic oscillator. In the case of the Schrödinger equation, many continuity
results are known when the data are in L2(R), but since our functions do
not belong to L2(R), we need to follow a different approach which exploits
the analyticity of the initial data. In particular, we will look both at the
case of the Schrödinger equation for the free particle (in which case we prove
the longevity of the superoscillatory phenomenon in two different ways) as
well as the case of the quantum harmonic oscillator.

Note that in this chapter, to simplify the notation, we sometimes write
Fn(x) instead of Fn(x, a) and Yn(x) instead of Yn(x, a).

5.1 Schrödinger equation for the free particle

In this section we consider the Cauchy problem

i
∂ψ(x, t)

∂t
= Hψ(x, t), ψ(x, 0) = Yn(x),

where

Hψ(x, t) := −∂
2ψ(x, t)

∂x2
.

First, we prove the following result:

Theorem 5.1.1. The time evolution of the spatial superoscillating sequence
Yn(x), is given by

ψn(x, t) =

n∑

j=0

Cj(n, a)e
ikj(n)xe−itk

2
j (n).

Proof. To solve the Schrödinger equation with Yn(x) as initial condition,
we will work in the space of the tempered distributions S ′(R) and use a
standard Fourier transform argument. Let us denote by ψ̂(λ, t) the Fourier
transform of φ. Taking the Fourier transform of the Schrödinger equation
we obtain

i
dψ̂(λ, t)

dt
= λ2ψ̂(λ, t)
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and integrating we get
ψ̂(λ, t) = C(λ)e−iλ

2t

where the arbitrary function C(λ) can be determined by the initial condition
and therefore

C(λ) = ψ̂(λ, 0) =

∫

R

[ n∑

j=0

Cj(n, a)e
ikj(n)x

]
e−iλxdx

=
n∑

j=0

Cj(n, a)

∫

R

eikj(n)xe−iλxdx.

Here we use the equality F(eimx) = 2πδ(x−m), which has to be interpreted
in S ′(R). It follows that

C(λ) =

n∑

j=0

Cj(n, a)δ(λ− kj(n))

and

ψ̂(λ, t) =
n∑

j=0

Cj(n, a)δ(λ− kj(n))e
−iλ2t.

Taking now the inverse Fourier transform we have

ψ(x, t) =

∫

R

[ n∑

j=0

Cj(n, a)δ(λ− kj(n))e
−iλ2t

]
eiλxdλ

=
n∑

j=0

Cj(n, a)

∫

R

[
δ(λ− kj(n))e

−iλ2t
]
eiλxdλ

=

n∑

j=0

Cj(n, a)

∫

R

δ(λ− kj(n))e
iλxe−iλ

2tdλ

=

n∑

j=0

Cj(n, a)e
ikj(n)xe−itk

2
j (n),

and the statement follows.

Our next goal is to show that the function ψn(x, t) exhibits, for all values
of t, the same superoscillatory behavior shown by Yn(x). As a first step, we
give an equivalent representation of the time evolution ψn in terms of the
derivatives of the functions Yn.
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Theorem 5.1.2. The function

ψn(x, t) =
n∑

j=0

Cj(n, a)e
ixkj(n)e−itk

2
j (n) (5.1)

can be written as

ψn(x, t) =
∞∑

m=0

(it)m

m!

d2m

dx2m
Yn(x)

for every x ∈ R and t ∈ R.

Proof. Using the expansion

e−itk
2
j (n) =

∞∑

m=0

[−itk2j (n)]m
m!

the function ψn(x, t) can be rewritten as

ψn(x, t) =

∞∑

m=0

(−it)m
m!

n∑

j=0

Cj(n, a)e
ixkj(n)e−itk

2
j (n)

=

∞∑

m=0

(it)m

m!

n∑

j=0

Cj(n, a)
d2m

dx2m
eixkj(n)

=

∞∑

m=0

(it)m

m!

d2m

dx2m

n∑

j=0

Cj(n, a)e
ixkj(n)

=
∞∑

m=0

(it)m

m!

d2m

dx2m
Yn(x).

We are now led to study the operator formally defined by

U

(
d

dx
, t

)
:=

∞∑

m=0

(it)m

m!

d2m

dx2m

and the spaces of functions on which it acts continuously. To this purpose,
we extend U( ddx , t) to an operator which may act on holomorphic functions,
i.e. we consider operators of the form

U

(
d

dx
, t

)
=

∞∑

m=0

(it)m

m!

dm

dzm

68



and we denote by h(ζ, t) the function which is its symbol. Then

h(ζ, t) =

∞∑

m=0

am
m!

ζm

where am = (it)m. It is immediate to show that, unless t = 0, this symbol
does not define an infinite order differential operator (in the sense of Defini-
tion 4.2.4). However, h(ζ, t) can be thought as the symbol of a convolution
operator for suitable choices of the coefficients am. For instance, if am ≡ 1,
i.e. t = −i, then h(ζ,−i) = eζ and therefore is the symbol of the translation
of the unit operator which is nothing but the convolution with the Dirac
delta centered at z = −1, see (4.3). Moreover, the function eζ is clearly a
multiplier on Exp(C) and the convolutor that it defines is the translation as
indicated above. If we now consider the symbol

h(ζ, t) =
∞∑

m=0

(it)m

m!
ζm

it is easy to see that such operator defines, for any value of t, a convolutor
on H(C), in fact the translation by it. This is easily seen because h(ζ, t)
is actually nothing but exp(itζ). The operator we are now interested in,
however, is

∞∑

m=0

(it)m

m!

d2m

dz2m

whose symbol is h(ζ2, t). It is obvious to see that h(ζ2, t) does not define
a multiplication operator on Exp(C) because it grows at infinity too fast.
The appropriate space for which h would be a multiplier and therefore the
appropriate space for which h would induce a convolution operator is given
by the following result:

Theorem 5.1.3. For any value of t, the operator U( ddz , t) acts continuously
on the space

A2,0 :=
{
f ∈ O(C) : ∀ε > 0 ∃Aε : |f(z)| ≤ Aεe

ε|z|2
}

of entire functions of order less or equal 2 and of minimal type.

Proof. It is immediate to verify that the function h(ζ2, t) is a continuous
multiplier on A2, regardless of the magnitude of t. Theorem 4.2.5 shows
that any multiplier on A2 defines a convolutor on the space

A2,0 :=
{
f ∈ O(C) : ∀ ε > 0 ∃ aε : |f(z)| ≤ aεe

ε|z|2
}
.
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Therefore for every function f ∈ A2,0, and every t ∈ R, the function

U

(
d

dz
, t

)
f =

∞∑

m=0

(it)m

m!

d2mf

dz2m

is a well defined function in A2,0 and the operator U( ddz , t) acts continuously
on A2,0.

As a consequence of the previous discussion we can show that the su-
peroscillatory phenomenon persists for n → ∞ for all values of the time
t:

Theorem 5.1.4. For a > 1, and for every x, t ∈ R we have

lim
n→∞

ψn(x, t) = eig(a)x−ig(a)
2t.

Proof. The functions Yn extend to entire functions of order less than or
equal 1 and finite type (i.e. of exponential type), and this space is clearly
contained in A2,0. Therefore, in order to show that

lim
n→∞

ψn(x, t) = eig(a)x−ig(a)
2t,

it is enough to take the limit and recall that

Yn(x) → eig(a)x,

so we obtain

ψ(x, t) =

∞∑

m=0

(it)m

m!

d2m

dx2m
eig(a)x

=

∞∑

m=0

(it)m

m!
(ig(a))2meig(a)x

=
∞∑

m=0

(−ig(a)2t)m
m!

eig(a)x

= eig(a)x−ig(a)
2t.

This finishes the proof.

In the case in which Yn is taken to be Fn the results above reduce to the
main theorem in [7]:
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Theorem 5.1.5. If

ψn(x, t) =

n∑

j=0

Cj(n, a)e
ix(1−2j/n)e−it(1−2j/n)2 .

then for a > 1, and for every x, t ∈ R we have

lim
n→∞

ψn(x, t) = eiax−ia
2t.

Moreover for n large and small t the approximated error of

|ψn(x, t)− ei(ax−a
2t)|

is

ε(x, t, a, n) = ε1(x, t, a, n) + ε2(x, t, a, n)

where

ε1(x, t, a, n) =
|x− at|

n

√
3

2
(a2 − 1),

and

ε2(x, t, a, n) = |t|(a3 + a).

Proof. The first part of the theorem is an immediate application of Theorem
5.1.4. In order to show the second part, let us observe that

|Fn(x− at)− eiax−ia
2t| → 0

uniformly on the compact sets of R2. We now write the immediate inequality

|ψn(x, t)− eiax−ia
2t| ≤ |ψn(x, t)− Fn(x− at)|+ |Fn(x− at)− eiax−ia

2t|,

and we observe that |Fn(x− at)− eiax−ia
2t| has been estimated in Remark

3.1.15 and it is

ε1(x− at, a, n) =
|x− at|

n

√
3

2
(a2 − 1).

Thus we are left with the estimate of |ψn(x, t)− Fn(x− at)|. Consider

ψn(x, t)− Fn(x− at)

=
n∑

k=0

Ck(n, a)e
ix(1−2k/n)e−it(1−2k/n)2 −

n∑

k=0

Ck(n, a)e
i(x−at)(1−2k/n).

(5.2)
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This expansion can be rewritten as

ψn(x, t)− Fn(x− at) =
n∑

k=0

Ck(n, a)e
ix(1−2k/n)[e−it(1−2k/n)2 − e−iat(1−2k/n)].

When t→ 0, we can approximate at the first order

e−it(1−2k/n)2 − e−iat(1−2k/n) = −it(1− 2k/n)2 + iat(1− 2k/n) + o(t)

and, as a consequence,

ψn(x, t)−Fn(x−at) ∼ t
n∑

k=0

Ck(n, a)e
ix(1−2k/n)[−i(1−2k/n)2+ia(1−2k/n)]

= t [aF ′′
n (x)− F ′

n(x)].

Thus we have

|ψn(x, t)− Fn(x− at)| ∼ |t| |aF ′′
n (x)− F ′

n(x)|,

and

ε2(x, t, a, n) := |t| |aF ′′
n (x)− F ′

n(x)|.
Summarizing, the error is

ε(x, t, a, n) = ε1(x, t, a, n) + ε2(x, t, a, n)

=
|x− at|

n

√
3

2
(a2 − 1) + |t| |aF ′′

n (x)− F ′
n(x)|,

and the statement follows using Proposition 3.1.16.

We observe that the difference

ψn(x, t)− ei(ax−a
2t)

can be written as the sum of two contributions:

ψn(x, t)− ei(ax−a
2t) = Zn(x, t) +Wn(x, t),

where

Zn(x, t) := ψn(x, t)− Fn(x− at)

Wn(x, t) := Fn(x− at)− ei(ax−a
2t).
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Theorem 3.1.8 yields

|Wn(x, t)|2 = 1 +
(
cos2

(x− at

n

)
+ a2 sin2

(x− at

n

))n

−2
(
cos2

(x− at

n

)
+ a2 sin2

(x− at

n

))n/2
×

× cos
[
n arctan

(
a tan

(x− at

n

))
− a(x− at)

]
.

So

|Wn(x, t)|2 → 0, for all x ∈ [−K,K], and t ∈ [0, T ] uniformly.

While we are unable to find an appropriate estimate for Zn(x, t), it is still
possible to provide a different representation for this term that might be
useful in the future and that is of independent interest.

Proposition 5.1.6. Let Fn and ψn be the function defined above. Then
Zn(x, t) can be written as

Zn(x, t) =
n∑

k=0

Ck(n, a)e
ix(1−2k/n)eiΘk,n(t) sin[(t/2)(1− 2k/n− a)]

where

tanΘk,n(t) := − sin[t(1− 2k/n)2]− sin[ta(1− 2k/n)]

cos[t(1− 2k/n)2]− cos[ta(1− 2k/n)]
. (5.3)

Proof. The result follows from the equality

Zn(x, t) = ψn(x, t)− Fn(x− at)

=
n∑

k=0

Ck(n, a)e
ix(1−2k/n)

[
eit(1−2k/n)2 − eita(1−2k/n)

]
.

Observing that

eit(1−2k/n)2 − eita(1−2k/n) = ρk,n(t)e
iΘk,n(t)

where Θk,n(t) is given by (5.3) and

ρ2k,n(t) = 2− 2 cos[(t(1− 2k/n)2 − at(1− 2k/n)],

with some computations the statement follows.
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5.2 Approximation by gaussians and persistence

of superoscillations

In this section we prove that the evolution of a superoscillating sequence
taken as initial datum of the Schrödinger equation remains superoscillatory
following a different approach which may be considered more direct and
which allows a more intuitive physical interpretation. To prove the result
we first represent the superoscillating sequence Yn(x) (we will omit the de-
pendence on a unless necessary) as a suitable double integral of a kernel
multiplied by a modified gaussian by means of the windowed Fourier trans-
form. Then we study an auxiliary problem, namely the time evolution of the
modified gaussians when taken as initial value for the Schrödinger equation;
we let Yn(x) evolve by taking its integral representation and evolving the
modified gaussians inside it. Finally, one obtains that the evolution of the
modified gaussians for any fixed t and large enough n, results again in a
gaussian with asymptotically the same width and with its center translated
in such a way that its tails do not interfere with the original gaussian. Intu-
itively, one can explain the longevity of the superoscillations by noting that
the size of the tails grows at a rate proportional to an while the exponential
tails oscillate at a rate proportional to 1/a. The exponential tail to the left
of the superoscillating region is both too slow and too far away to overcome
and destroy the superoscillating region. The exponential tails to the right
of the superoscillating region are more of a threat to the longevity of the su-
peroscillating region because the faster moving superoscillating region could
“catch-up” with the slower-moving exponential tail. Thus the superoscillat-
ing region can survive as long as the time t <

√
n. We now follow [11] to

make this argument rigorous.

We begin by writing each function in the superoscillating sequence as
the inverse of its windowed Fourier transform, (see Gabor [66]). Using the
Gabor chirp centered at u:

gu,ξ(t) := eiξtg(t− u) (5.4)

where

g(t) =
1√
π
e−t

2
,

one can define the so-called windowed Fourier transform:

Definition 5.2.1. Let f be in L2(R), then its windowed Fourier transform
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(also known as the short time Fourier transform) is defined as

G(f)(u, ξ) =
∫ ∞

−∞
f(t)g(t− u) exp(−iξt) dt.

We state below the following theorem which is well known (see [96]):

Theorem 5.2.2. If f is a function in L2(R) then Gf ∈ L2(R), ‖Gf‖ = ‖f‖
and

f(t) =
1

2π

∫ ∞

−∞

∫ ∞

−∞
Gf(u, ξ)g(t− u) exp(iξt)dξdu.

In particular, we have:

Corollary 5.2.3. Let K be compact in R. Then there are functions gn(x0, k0)
such that

Yn(x, a) =

∫

K

∫ ∞

−∞
gn(x0, k0, a) exp

(−(x− x0)
2

2∆(0)2

)
exp(ik0x)dx0 dk0.

Proof. After a trivial change of variable, this is an immediate consequence
of Theorem 5.2.2.

We now show how to solve the Cauchy problem for the Schrödinger
equation when the initial datum is the Gabor chirp (5.4) centered at x0 and
with initially a single wave number k0, and we use this result to conclude
the longevity of superoscillations. Consider

i
∂φ(x, t)

∂t
= −∂

2φ(x, t)

∂x2
, φ(x, 0) = exp

(
−(x− x0)

2

2∆2
0

+ ik0x

)
, (5.5)

where ∆0 is the initial spread of the gaussian.
Taking the Fourier transform of the Schrödinger equation we get

i
dφ̂(p, t)

dt
= p2φ̂(p, t)

and integrating we obtain

φ̂(p, t) = C(p)e−ip
2t

where the arbitrary function C(p) will be determined by the initial condition.
Recalling the well known property

∫

R

exp(− x2

2∆2
0

) exp(−ipx) dx =
√

2π∆2
0 exp(−∆2

0p
2)
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and the fact that F [g(x− x0)] = F [g(x)]e−ix0p, we obtain

C(p) = φ̂(p, 0)

=

∫

R

exp

(
−(x− x0)

2

2∆2
0

+ ik0x

)
exp(−ipx)dx

=
√

2π∆2
0 exp(−ipx0 −∆2

0(p− k0)
2).

Taking now the inverse Fourier transform we have

φ̂(p, t) =
1

2π

√
2π∆2

0

∫

R

exp(−ipx0 −∆2
0(p− k0)

2) exp(ipx)dp.

We finally obtain (see also formula (5.4) in [18] in which we have set ~ =
m = 1):

φ(x, t, x0, k0) =
1

(1 + 2it)1/2

× exp

(
−ik

2
0

2
t

)
exp(ik0x) exp

(
−(x− x0 − 2k0t)

2

2(∆2
0 + 2it)

)
,

which can be written as

φ(x, t, x0, k0) =
1

(1 + 2it)1/2
exp

[
i

(
k20
2
t+ k0x+ t

(x− x0 − 2k0t)
2

∆4
0 + 4t2

)]

× exp


−(x− x0 − 2k0t)

2

2(∆2
0 + 4 t2

∆2
0
)


 .

Thus the evolution according to the Schrödinger equation of the functions
in the superoscillatory sequence is given by

Yn(x, t) =

∫ ∫
gn(x0, k0)φ(x, t, x0, k0)dx0 dk0.

We are now ready to prove our result, namely that the functions Yn(x, t) pre-
serve the superoscillatory behavior of Yn(x), and therefore that superoscilla-
tions persist for large values of t, when evolved according to the Schrödinger
equation.

Theorem 5.2.4. Let Yn(x) be a superoscillatory sequence. Then, for any
fixed time t, its evolution Yn(x, t) obtained by solving the Cauchy problem for
the Schrödinger equation with initial datum Yn(x) is still a superoscillatory
sequence on any arbitrary large set in R.
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Proof. For any time t we can choose an n such that t ≈ n
1
2
−ε. Now we know

that the time evolution of φ(x) is, up to the factor (1 + 2it)−1, the product
of an oscillatory function (with an amplitude of 1)

exp

[
i

(
k20
2
t+ k0x+ t

(x− x0 − 2k0t)
2

∆4
0 + 4t2

)]

and of a translated gaussian

exp


−(x− x0 − 2k0t)

2

2
(
∆2

0 + 4 t2

∆2
0

)


 .

The spreads of these new gaussians are given by ∆2(t) = ∆2
0 + t2/∆2

0. The

assumption on t and the choice ∆0 ≈ n
1
2 show that the spreads are approxi-

matively the same at any given moment. Now observe that this wave packet
has width which is approximately

√
n, therefore if we consider it centered

in the point x0 + 2k0t, and so in the interval [λ
√
n, (λ + 1)

√
n] for some λ,

we see that its contribution outside its spread does not interfere with the
original superoscillatory region.

Remark 5.2.5. We have demonstrated the permanence of superoscillations
in two different ways. On one hand, the use of the theory of Analytically
Uniform spaces allowed us to directly show that superoscillations remain
when n goes to infinity. On the other hand, by the use of the windowed
Fourier transform, we have shown that if we fix n, the superoscillatory phe-
nomenon lasts until t <

√
n. This last result obviously implies the first, but

it would be interesting to fully understand the relationship between the two
statements.

5.3 Quantum harmonic oscillator

The mathematical strategy that has been used in Section 5.1 to study the
evolution of superoscillations works well in most cases when we have explicit
solutions for Green’s functions and propagators for the physical system un-
der consideration. We will now show how to use this strategy in the case of
the quantum harmonic oscillator described by the Hamiltonian

H(t, x) = − ~2

2m

∂2

∂x2
+

1

2
mω2(t)x2 − f(t)x.

From a physical point of view, this Hamiltonian represents a harmonic os-
cillator of mass m and time-dependent frequency ω(t) under the influence
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of the external time-dependent force f(t). For the sake of simplicity, in the
sequel we will rescale the variables in order to solve the Cauchy problem for
the quantum harmonic oscillator

i
∂ψ(t, x)

∂t
=

1

2

(
− ∂2

∂x2
+ x2

)
ψ(t, x), ψ(0, x) = Fn(x, a),

and we will show that its solution is

ψn(t, x) = (cos t)−1/2 exp
(
− (i/2)x2 tan t

)

×
n∑

k=0

Ck(n, a) exp(ix(1− 2k/n)/ cos t− (i/2)(1− 2k/n)2 tan t).

Taking the limit for n→ ∞ one obtains

lim
n→∞

ψn(t, x) = (cos t)−1/2 exp(−(i/2)(x2 + a2) tan t+ iax/ cos t),

and so the superoscillations are amplified by the potential and the analytic
solution blows up for t = π/2. Moreover, even when a ∈ (0, 1), the harmonic
oscillator displays a superoscillatory phenomenon since the solution contains
the term exp(−(i/2)(x2 + a2) tan t+ iax/ cos t), which increases arbitrarily
as t approaches π/2. This is a new feature which does not occur for the free
particle.

We start by writing the solution of the Cauchy problem for the quantum
harmonic oscillator using its Green’s function G(t, x, 0, x′). The Green’s
function is such that G(t, x, 0, x′) = θ(t)G̃(t, x, 0, x′), where θ(t) is the Heav-
iside function and G̃(t, x, 0, x′) is the propagator, see [64], [68], [98], [112].
So the solution of the Cauchy problem

i
∂ψ(t, x)

∂t
=

1

2

(
− ∂2

∂x2
+ x2

)
ψ(t, x), ψ(0, x) = ψ0(x) (5.6)

is

ψ(t, x) =

∫

R

G(t, x, 0, x′)ψ0(x
′)dx′, (5.7)

where

G(t, x, 0, x′) := (2πi sin t)−1/2e(2xx
′−(x2+x′2) cos t)/(2i sin t).

We first prove the following useful result.

78



Proposition 5.3.1. Let a ∈ R. Then the solution of the Cauchy problem

i
∂ψ(t, x)

∂t
=

1

2

(
− ∂2

∂x2
+ x2

)
ψ(t, x), ψ(0, x) = eiax (5.8)

is

ψa(t, x) = (cos t)−1/2 exp(−(i/2)(x2 + a2) tan t+ iax/ cos t). (5.9)

Proof. Using the Green function we get

ψa(t, x) = (2πi sin t)−1/2

∫

R

exp((2xx′ − (x2 + x′2) cos t)/(2i sin t)) eiax
′

dx′

= (2πi sin t)−1/2 exp(−x2 cos t/(2i sin t))

×
∫

R

exp((2xx′ − x′2 cos t+ iax′(2i sin t))/(2i sin t)) dx′,

and with some computations we obtain

ψa(t, x) = (2πi sin t)−1/2

× exp(−x2 cos t/(2i sin t)) exp(−i(x− a sin t)2/(2 sin t cos t))

×
∫

R

exp(i(x′ cos t− (x− a sin t))2/(2 sin t cos t)) dx′.

We now perform a change of variable and we use the regularized integral

∫

R

eiαx
2
dx = lim

β→0+

∫

R

e−x
2(β−iα) dx =

( iπ
α

)1/2
,

which yields

∫

R

exp(i(x′ cos t− (x− a sin t))2/(2 sin t cos t)) dx′ =
1

cos t
(2πi sin t cos t)1/2,

from which one finally obtains

ψa(t, x) = (2πi sin t)−1/2 exp(−x2 cos t/(2i sin t))

× exp(−i(x− a sin t)2/(2 sin t cos t))× 1

cos t
(2πi sin t cos t)1/2.

Now the statement follows from some standard computations.

Now we can prove the following:
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Theorem 5.3.2. The solution of the Cauchy problem

i
∂ψ(t, x)

∂t
=

1

2

(
− ∂2

∂x2
+ x2

)
ψ(t, x), ψ(0, x) = Fn(x, a) (5.10)

where Fn(x, a) =
(
cos
(
x
n

)
+ ia sin

(
x
n

))n
is

ψn(t, x) = (cos t)−1/2 exp(−(i/2)x2 tan t)

×
n∑

k=0

Ck(n, a) exp(ix(1− 2k/n)/ cos t− (i/2)(1− 2k/n)2 tan t).

(5.11)

Moreover, if we set ψ(t, x) = limn→∞ ψn(t, x), then

ψ(t, x) = (cos t)−1/2 exp(−(i/2)(x2 + a2) tan t+ iax/ cos t). (5.12)

Proof. To prove that the solution of the Cauchy problem (5.10) is given by
(5.11) we observe that the initial datum Fn(x, a) is a linear combination of
the exponentials eix(1−2k/n). Formula (5.11) then follows from Proposition
5.3.1. We now compute limn→∞ ψn(t, x) in two steps.

We first observe that Formula (5.11) can be written as

ψn(t, x) = (cos t)−1/2 exp(−(i/2)x2 tan t)

×
n∑

k=0

Ck(n, a) exp(ix(1− 2k/n)/ cos t− (i/2)(1− 2k/n)2 tan t),

and the exponential e−(i/2)(1−2k/n)2 tan t can be expanded in series as

e−(i/2)(1−2k/n)2 tan t =
∞∑

m=0

[−(i/2)(1− 2k/n)2 tan t]m

m!
.

The identity

(− cos2 t)m
∂2m

∂x2m
eix(1−2k/n)/ cos t = (1− 2k/n)2meix(1−2k/n)/ cos t

and some additional computations give

ψn(t, x) = (cos t)−1/2e−(i/2)x2 tan t
∞∑

m=0

1

m!

( i
2
sin t cos t

)m ∂2m

∂x2m
Fn(x/ cos t).
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Now we consider the operator

U

(
d

dx
, t

)
:=

∞∑

m=0

1

m!

( i
2
sin t cos t

)m d2m

dx2m
. (5.13)

Note that U is continuous on the space A2,0 and the functions Fn extend
to entire functions of order less than or equal 1 and finite type (i.e. of
exponential type), and this space is clearly contained in A2,0. Thus we can
compute the limit below as follows

ψ(t, x) := lim
n→∞

ψn(t, x) = (cos t)−1/2e−(i/2)x2 tan t U(t) lim
n→∞

Fn(x/ cos t)

= (cos t)−1/2e−(i/2)x2 tan t U(t)F (x/ cos t)

where F (x) := eiax, since, by Theorem 3.1.8, Fn(x/ cos t) converges uni-
formly to F (x/ cos t) on the compact set |x| ≤ M , where M > 0, for every
fixed t in [0, π/2).
The continuity of the operator

(
d
dx , t

)
yields

ψ(t, x) = (cos t)−1/2e−(i/2)x2 tan t

(
d

dx
, t

)
F (x/ cos t)

= (cos t)−1/2e−(i/2)x2 tan t
∞∑

m=0

1

m!

( i
2
sin t cos t

)m d2m

dx2m
eiax/ cos t

= (cos t)−1/2e−(i/2)x2 tan t
∞∑

m=0

1

m!

( i
2
sin t cos t

)m(
ia/ cos t

)2m
eiax/ cos t

= (cos t)−1/2e−(i/2)x2 tan t
∞∑

m=0

1

m!

(
− i

2
a2 tan t

)m
eiax/ cos t,

from which we obtain (5.12).
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Chapter 6

Superoscillating functions

and convolution equations

6.1 Convolution operators for generalized Schrödinger

equations

We now consider the Cauchy problem associated with a modified version of
the Schrödinger equation. In order to state the results, it is convenient to
distinguish two cases, because different differential equations are involved.
As customary, Fn(x, a) denotes the function defined in 3.2. We begin with
the following case:

Theorem 6.1.1. Consider, for p even, the Cauchy problem for the modified
Schrödinger equation

i
∂ψ(x, t)

∂t
= −∂

pψ(x, t)

∂xp
, ψ(x, 0) = Fn(x, a). (6.1)

Then the solution ψn(x, t; p), is given by

ψn(x, t; p) =
n∑

k=0

Ck(n, a)e
ix(1−2k/n)eit(−i(1−2k/n))p .

Moreover, for all t ∈ [−T, T ], where T is any real positive number, we have

lim
n→∞

ψn(x, t; p) = eit(−ia)
p
eiax,

for x ∈ K, where K is any compact set in R.
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Proof. We will prove the result by working in the space of the tempered
distributions S ′(R) and use a standard Fourier transform argument to solve
the Cauchy problem (6.1). We start with the equation

i
dψ̂(λ, t)

dt
= −(−iλ)p ψ̂(λ, t)

and, integrating, we obtain

ψ̂(λ, t) = C(λ)ei(−iλ)
pt

where the arbitrary function C(λ) is determined by the initial condition

C(λ) = ψ̂(λ, 0) =
n∑

k=0

Ck(n, a)

∫

R

ei(1−2k/n)xe−iλxdx

= 2π
n∑

k=0

Ck(n, a)δ(λ− (1− 2k/n)),

and where we have used the fact that in S ′(R) it is F(eimx) = 2πδ(x−m).
Thus we have

ψ̂n(λ, t; p) = 2π
n∑

k=0

Ck(n, a)δ(λ− (1− 2k/n))ei(−iλ)
pt,

and taking the inverse Fourier transform we obtain

ψn(x, t; p) =

∫

R

[ n∑

k=0

Ck(n, a)δ(λ− (1− 2k/n))eit(−iλ)
p
]
eiλxdλ

=
n∑

k=0

Ck(n, a)e
i(1−2k/n)xeit(−i(1−2k/n))p .

Since we can write:

eit(−i(1−2k/n))p =

∞∑

m=0

[it(−i(1− 2k/n))p]m

m!
,
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we get

ψn(x, t; p) =

∞∑

m=0

(it)m

m!

n∑

k=0

Ck(n, a)(−i(1− 2k/n))mpeix(1−2k/n)

=
∞∑

m=0

((−1)pit)m

m!

n∑

k=0

Ck(n, a)(i(1− 2k/n))mpeix(1−2k/n)

=
∞∑

m=0

(it)m

m!

n∑

k=0

Ck(n, a)
dmp

dxmp
eix(1−2k/n)

=
∞∑

m=0

(it)m

m!

dmp

dxmp
Fn(x, a).

Since the operator
∞∑

m=0

(it)m

m!

dmp

dxmp
,

is continuous, when we replace x by z, in the space Ap we can pass to the
limit and thanks to Theorem 4.2.5 we have:

ψ(x, t; p) = lim
n→∞

ψn(x, t; p) =
∞∑

m=0

(it)m

m!

dmp

dxmp
eiax.

Observing that

ψ(x, t) =

∞∑

m=0

(it)m

m!
(ia)mpeiax

we finally obtain

ψ(x, t; p) =
∞∑

m=0

((ia)pit)m

m!
eiax = eit(ia)

p
eiax.

At this point one may wonder if it is possible to compute the limit

lim
n→∞

n∑

k=0

Ck(n, a)e
i(1−2k/n)x

when we replace (1− 2k/n) by (1− 2k/n)p where p is an arbitrary natural
number and to obtain new superoscillating functions. In more precise term,
we consider the following problem.
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Problem 6.1.2. Let a ∈ R, t ∈ [−T, T ] where T is any real positive number.
Show that the sequence

Yn(t, a, p) =

n∑

k=0

Ck(n, a)e
it(1−2k/n)p

is f -superoscillating for p ∈ N and for a suitable function f .

Theorem 6.1.1 gives the answer that solves Problem 6.1.2, in fact we
have the following corollary:

Corollary 6.1.3. Let a > 1, p even, and let T be a real positive number.
Then, for all t ∈ [−T, T ], the sequence

un(t) =

n∑

k=0

Ck(n, a)e
it(−i(1−2k/n))p

is eit(−ia)
p
-superoscillating, i. e. we have

lim
n→∞

un(t) = eit(−ia)
p
.

When p is an odd number we have to modify the differential equation in
Theorem 6.1.1, removing the imaginary unit in front of the time derivative
and changing the sign, in order to get the analogue of Theorem 6.1.1 and of
Corollary 6.1.3.

Theorem 6.1.4. Consider, for p odd, the Cauchy problem for the modified
Schrödinger equation

∂ψ(x, t)

∂t
=
∂pψ(x, t)

∂xp
, ψ(x, 0) = Fn(x, a). (6.2)

Then the solution ψn(x, t; p), is given by

ψn(x, t; p) =

n∑

k=0

Ck(n, a)e
i(1−2k/n)xet(−i(1−2k/n))p .

Moreover, for all t ∈ [−T, T ], where T is any real positive number, and all
x ∈ R, we have

lim
n→∞

ψn(x, t, p) = et(−ia)
p
eiax.

The limit is uniform for x in the compact sets of R.
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Proof. The proof follows the lines of the proof of Theorem 6.1.1. In fact, we
observe that

ψn(x, t, p) =

∫

R

[ n∑

k=0

Ck(n, a)δ(λ− (1− 2k/n))e(−iλ)
pt
]
eiλxdλ

=
n∑

k=0

Ck(n, a)e
i(1−2k/n)xet(−i(1−2k/n))p .

To pass to the limit, we use the strategy used in the proof of Theorem 6.1.1
and we get the statement.

One may ask what happens if we use a different modification of the
superoscillating datum, specifically, if we use a datum of the form

n∑

k=0

Ck(n, a)e
−ix(1−2k/n)ℓ

for the modified Schrödinger equation. The next result shows that, in this
case, we do not further enlarge the class of superoscillating sequences.

Theorem 6.1.5. Let a > 1, let p be even, ℓ ∈ N and t ∈ [−T, T ], where T
is any real positive number. Consider the Cauchy problem for the modified
Schrödinger equation

i
∂ψ(x, t)

∂t
= −∂

pψ(x, t)

∂xp
, ψ(x, 0) =

n∑

k=0

Ck(n, a)e
−ix(1−2k/n)ℓ . (6.3)

Then the solution ψn(x, t; p), is given by

ψn(x, t; p) =

n∑

k=0

Ck(n, a)e
−ix(1−2k/n)ℓeit(−i(1−2k/n)ℓ)p

Moreover, for all t ∈ [−T, T ], where T is any real positive number and any
x ∈ R, we have

lim
n→∞

ψn(x, t) = eit(−i)
pap ℓ

eiax.

The limit is uniform for x in the compact sets of R.

Remark 6.1.6. Using the nomenclature of Definition 3.1.3, we see that
the previous result shows that g(a) = apℓ and thus it does not provide any
generalization with respect to Theorem 6.1.1 and 6.1.4. If we want to find
a more general limit function eig(a)x, then we have to leave the realm of the
differential equations as we show in the next result.
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We will now consider a much more general situation in which the right
hand side of the differential equation to solve is an infinite series of deriva-
tives. This will lead us to consider convolution equations and to use the
general theory of AU-spaces.

Let {ap} be a sequence of complex numbers and consider the convolution
equation formally defined by

i
∂ψ(x, t)

∂t
= −

∞∑

p=0

ap
∂pψ(x, t)

∂xp
. (6.4)

In order to understand if the superoscillatory behavior persists when we take
a superoscillating initial datum, we first need to understand on which space
the infinite series of derivatives actually operates. As we saw in Section 5.1,
to study the Schrödinger equation we are naturally led to the study of the
convolution operator

U2

(
d

dz
, t

)
:=

∞∑

m=0

(it)m

m!

d2m

dz2m
.

Similarly, as we have shown, if one wants to study the modified equation

i
∂ψ(x, t)

∂t
= −∂

pψ(x, t)

∂xp
,

one naturally needs to consider the operator:

Up

(
d

dz
, t

)
:=

∞∑

m=0

(it)m

m!

dpmf

dzpm
,

where, depending on the parity of p ∈ N, one might have to replace it by
−it. Then if we want to solve equation (6.4), we will see that we need to
study the operator that can formally be written as the infinite product of
the operators we have just considered, i.e. the operator

U∞

(
d

dz
, t

)
=

∞∏

p=0

( ∞∑

m=0

(itap)
m

m!

dpm

dzpm

)
=

∞∏

p=0

Up

(
d

dz
, apt

)
.

This operator can actually be regarded as the operator associated with
the multiplier given by the function

Û∞(ζ, t) :=

∞∏

p=0

( ∞∑

m=0

(itap)
m

m!
ζpm

)
.
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Thus this multiplier can be written in the form

Û∞(ζ, t) =
∞∏

p=0

( ∞∑

m=0

1

m!
(itapζ

p)m
)

=
∞∏

p=0

exp(itapζ
p)

= exp


it

∞∑

p=0

apζ
p


 .

Under suitable conditions on the sequence {ap}, the function Û∞(ζ, t) is
holomorphic, as a function of ζ, in the open disc |ζ| < 1. This is true,
for example, in the case ap = 1, for all p. In fact we obtain Û∞(ζ, t) =

exp
(

it
1−ζ

)
. As a consequence, and in view of Proposition 4.1.15, the operator

U∞
(
d
dz , t

)
acts continuously on the space Exp1(C).

Remark 6.1.7. Under stronger restrictions on the sequence ap, one has that
the function Û∞(ζ, t) can be made holomorphic on a disc of arbitrary radius
R. For example, in the case the coefficients ap are such that they define an
infinite order differential operator, the function

∑∞
n=0 apζ

p is entire and so

is Û∞(ζ, t).

Noting that every function of the form

Yn(z, a) :=

n∑

j=0

Cj(n, a)e
ikj(n)z

with |kj(n)| ≤ 1 belong to Exp1(C), we can summarize this discussion in
the following result.

Theorem 6.1.8. Let {ap} be a sequence of complex numbers such that the
function

∑∞
n=0 apζ

p is analytic in the disc |ζ| < R for some R > 0. Then
the function

Û∞(ζ, t) = exp

(
it

∞∑

n=0

apζ
p

)

is a continuous multiplier on the space of functions analytic in the disc
|ζ| < R and the associated operator

U∞

(
d

dz
, t

)
=

∞∏

p=0

( ∞∑

m=0

(itap)
m

m!

dpm

dzpm

)
=

∞∏

p=0

Up

(
d

dz
, apt

)
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acts continuously on the space of entire functions of exponential type less
than R.

Proof. This is an immediate consequence of Proposition 4.1.16 and the pre-
vious discussion.

Remark 6.1.9. It is immediate that by the root test, the function
∑∞

p=0 apζ
p

is analytic in ∆R if and only if limp→∞R p
√

|ap| < 1.

Theorem 6.1.10. Let a ∈ R, a > 1. Consider a sequence of complex
numbers {ap} such that the function

∑∞
p=0 apζ

p is holomorphic in ∆a′ for
a′ > a and assume that G(ia) is real and |G(ia)| ≥ 1. Consider, in the space
of entire functions of exponential type less than a′, the Cauchy problem for
the generalized Schrödinger equation

i
∂ψ(z, t)

∂t
= −G

(
d

dz

)
ψ(z, t), ψ(z, 0) = Fn(z, a), (6.5)

where

G

(
d

dz

)
=

∞∑

p=0

ap
dp

dzp
.

Then the solution ψn(z, t), is given by

ψn(z, t) =

n∑

k=0

Ck(n, a)e
−iz(1−2k/n)eitG(−i(1−2k/n)).

Moreover, for all fixed t we have

lim
n→∞

ψn(z, t) = eitG(ia)eiaz,

and the convergence is uniform on all compact sets of C.

Proof. Using the previous method we have

i
dψ̂(λ, t)

dt
= −G(−iλ) ψ̂(λ, t)

and integrating we obtain

ψ̂(λ, t) = C(λ)eitG(−iλ),

where the arbitrary function C(λ) can be determined by the initial condition

C(λ) = ψ̂(λ, 0) =
n∑

k=0

Ck(n, a)δ(λ− (1− 2k/n)).
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We then have

ψ̂(λ, t) =
n∑

k=0

Ck(n, a)δ(λ− (1− 2k/n))eitG(−iλ),

so

ψn(z, t) =

n∑

k=0

Ck(n, a)e
−iz(1−2k/n)eitG(−i(1−2k/n)).

Now we observe that

ψn(z, t) =
n∑

k=0

Ck(n, a)e
−iz(1−2k/n)eit

∑
∞

p=0 ap(−i(1−2k/n))p

so

ψn(z, t) =

n∑

k=0

Ck(n, a)e
−iz(1−2k/n)

∞∏

p=0

eitap(−i(1−2k/n))p

=

n∑

k=0

Ck(n, a)e
−iz(1−2k/n)

∞∏

p=0

∞∑

m=0

(itap)
m

m!
(−i(1− 2k/n))mp

=
∞∏

p=0

∞∑

m=0

(itap)
m

m!

n∑

k=0

Ck(n, a)(i(1− 2k/n))mpe−iz(1−2k/n)

and we get

ψn(z, t) =

∞∏

p=0

∞∑

m=0

(itap)
m

m!

n∑

k=0

Ck(n, a)
dmp

dmp
e−iz(1−2k/n)

=

∞∏

p=0

∞∑

m=0

(itap)
m

m!

dmp

dmp

n∑

k=0

Ck(n, a)e
−iz(1−2k/n)

=
∞∏

p=0

∞∑

m=0

(itap)
m

m!

dmp

dmp
Fn(z, a).

Thanks to Theorem 6.1.8, we can pass to the limit for n→ ∞

ψ(z, t) =

∞∏

p=0

∞∑

m=0

(itap)
m

m!

dmp

dmp
eiaz

=

∞∏

p=0

∞∑

m=0

(itap)
m

m!
(ia)mpeiaz
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so we have

ψ(z, t) =
∞∏

p=0

∞∑

m=0

(itap(ia)
p)m

m!
eiaz

=

∞∏

p=0

e(itap(ia)
p)eiaz

= eit
∑

∞

p=0(ap(ia)
p)eiaz,

and we obtain

lim
n→∞

ψn(z, t) = eitG(ia)eiaz.

Remark 6.1.11. By setting g(a) = G(ia) and by suitably choosing the
coefficients ap of the series expressing G, we can obtain a very large class of
superoscillating functions.

6.2 Formal solutions to Cauchy problems for lin-

ear constant coefficients differential equations

Formal solutions of Cauchy problems for linear constant coefficients partial
differential equations in the complex domain are known since the early work
of S. Kowalevski who considered, in [85], the characteristic Cauchy problem
for the complex heat equation:

∂

∂t
u(z, t) =

∂2

∂z2
u(z, t), u(z, 0) = ϕ(z),

where t and z are complex variables and ϕ is a function holomorphic in
a neighborhood of the origin. In [85] it is proved that the unique formal
solution

u(z, t) =

∞∑

m=0

tm

m!

∂2m

∂z2m
ϕ(z)

of the Cauchy problem converges if and only if ϕ(z) is an entire function of
exponential order at most 2. Since then, the question of how to construct
formal solutions to generalizations of the heat equation, and how to ensure
their convergence, has been considered by several mathematicians, see e.g.
[24], [77], [94], and the references therein.
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We will consider the case, see [77], in which one studies the Cauchy problem
associated with the differential equation

∂rν

∂trν
u(z, t)−

ν∑

j=1

aj
∂r(ν−j)

∂tr(ν−j)
∂jp

∂zjp
u(z, t) = 0 (6.6)

where r, p, ν ∈ N, 1 ≤ r < p, ν ≥ 1, aj ∈ C and with initial conditions

∂ℓ

∂tℓ
u(z, 0) = 0, ℓ = 0, . . . , rν − 2,

∂rν−1

∂trν−1
u(z, 0) = ϕ(z). (6.7)

The differential equation (6.6) can be rewritten as

P

(
∂

∂z
,
∂

∂t

)
u(z, t) =

µ∏

j=1

P
ℓj
j u(z, t) = 0,

where

Pj = Pj

(
∂

∂z
,
∂

∂t

)
=

∂r

∂tr
− αj

∂p

∂zp
,

ℓj , µ are suitable natural numbers, and αj ∈ C are the distinct roots of the
characteristic equation

λν −
ν∑

j=1

ajλ
ν−j = 0. (6.8)

Theorem 6.2.1. The formal solution to the differential equation (6.6) with
initial conditions (6.7) is given by

ũ(z, t) =
∑

m≥rν−1

um(tz)
tm

m!
=
∑

m≥0

urm+rν−1(tz)
trm+rν−1

(rm+ rν − 1)!
,

where
urm+rν−1(z) = A(m)ϕ(pm)(z), m ≥ 0

and A(m) are coefficients that can be explicitly computed by solving a suitable
difference equation.

Remark 6.2.2. It turns out, see [77] for the details, that the coefficients
A(m) are of the form

A(m) =

µ∑

j=1

αmj

ℓj∑

k=1

cjkm
k−1, m ≥ 0,

where ℓj , µ, αj are as above and cjk are suitable complex numbers.
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Theorem 6.2.1 and Remark 6.2.2 yield the following result:

Corollary 6.2.3. The formal solution to the Cauchy problem given by the
differential equation (6.6) with initial conditions (6.7), and x replaced by z,
is given by

ũ(z, t) =
∑

m≥0

trm+rν−1 A(m)

(rm+ rν − 1)!

dpm

dzpm
ϕ(z) := Ũp

(
d

dz
, t

)
ϕ(z). (6.9)

We now want to study the case when we specifically take ϕ(z) to be
a function of the form Fn(z, a). To do so, we need to take the limit of
Ũp(

d
dz , t)Fn(z, a) when n becomes arbitrarily large, where the operator Ũp(

d
dz , t)

is defined in (6.9). We will fully answer this question in Section 6.3.

6.3 Differential equations of non-Kowalevski type

Let us now go back to the differential equation (6.6) whose formal solution is
given in Theorem 6.2.1, and let us study some special cases in which we can
guarantee that, when we assign a superoscillatory initial condition in the
Cauchy problem (6.7) we have that the solution to (6.6) is superoscillating.
We begin with the case ν = r = 1, which is a very simple modification of
what we have done in Section 6.2.

Theorem 6.3.1. The solution ψn(x, t) to the Cauchy problem





∂

∂t
ψ(x, t) = a1

∂p

∂zp
ψ(x, t)

ψ(x, 0) = Fn(x, a)

(6.10)

is such that

ψ(x, t) = lim
n→∞

ψn(x, t) = eta1(ia)
p
eiax.

and ψ(x, t) is superoscillating in time when:

i) p is even, and a1 is purely imaginary or a1 = α + iβ and (ia)pα > 0,
in which case the superoscillation is amplified, or a1 = α + iβ and
(ia)pα < 0, in which case the superoscillation is damped.

ii) p is odd, and a1 is real or a1 = α+ iβ and i(ia)pβ > 0, in which case
the superoscillation is amplified, or a1 = α + iβ and i(ia)pβ < 0, in
which case the superoscillation is damped.
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Proof. To prove the result we consider the previous problem in the complex
domain by substituting x with a complex variable z. Theorem 6.2.1 yields
that the formal solution is

ψn(z, t) =
∑

m≥0

tm
A(m)

m!

dpm

dzpm
Fn(z, a)

where A(m) = am1 , since the characteristic equation is λ−a1 = 0. By taking
the limit, see Theorem 6.1.8, we have

lim
n→∞

ψn(z, t) =
∑

m≥0

tm
am1
m!

dpm

dzpm
Fn(z, a)

=
∑

m≥0

tm
am1
m!

dpm

dzpm
eiaz

=
∑

m≥0

(a1t)
mm!(ia)pmeiaz

= eta1(ia)
p
eiaz.

Assume first that p is even. Then eta1(ia)
p
= e(−1)p/2ta1ap , thus if a1 is purely

imaginary the superoscillation persists in time. If a1 = α+ iβ then

eta1(ia)
p
= et(α+iβ)(ia)

p
= etα(ia)

p
eitβ(ia)

p
.

The factor etα(ia)
p
is amplifying or damping the superoscillation according

to the sign of α(ia)p.

If p is odd then eta1(ia)
p
= ei(−1)(p−1)/2ta1ap , thus if a1 is real the superoscil-

lation persists in time. If a1 = α+ iβ then

eta1(ia)
p
= et(α+iβ)(ia)

p
= etα(ia)

p
eitβ(ia)

p
.

The factor eitβ(ia)
p
is amplifying or damping the superoscillation according

to the sign of iβ(ia)p. By restricting to the real axis we obtain the statement.

We can extend this result to a more general differential equation: con-
sider the symbol g(ζ, t) of the operator Up(

d
dz , t):

g(ζ, t) =
∑

m≥0

trm+rν−1 A(m)

(rm+ rν − 1)!
ζpm.

We now prove the following result:
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Proposition 6.3.2. The function

g(ζ, t) =
∑

m≥0

trm+rν−1 A(m)

(rm+ rν − 1)!
ζpm

is an entire function in ζ of order p/r.

Proof. To prove that a function f(z) =
∑

m≥0 cmz
m is entire, it is enough

to show that the number

ρ = limm→∞
m logm

log

∣∣∣∣
1

cm

∣∣∣∣

is finite. This, by formula (1.05) in [90] will also automatically prove that
the order of the entire function is ρ. In the case of the function g(ζ) the
formula gives, for t ∈ [−T, T ]:

ρ =limm→∞
pm log(pm)

log

(
(rm+ rν − 1)!

|A(m)trm+rν−1|

) .

By applying the Stirling formula to the factorial, we can rewrite as follows:

ρ =limm→∞
pm(log(m) + log(p))

(rm+ rν − 1) log(rm+ rν − 1)− log(|A(m)||t|rm+rν−1)

=limm→∞
pm(log(m) + log(p))

rm(log(m) + log(r))− log(|α|mmM )− (rm+ rν − 1) log(|t|)

=limm→∞
pm log(m)

rm log(m)−m log(|α|)−M log(m)− rm log(|t|) =
p

r
.

We now prove a result in which the derivative with respect to time can
be of order higher that 1.

Theorem 6.3.3. The Cauchy problem associated with the differential equa-
tion

∂rν

∂trν
ψ(x, t) =

ν∑

j=1

aj
∂r(ν−j)

∂tr(ν−j)
∂jp

∂xjp
ψ(x, t) (6.11)

where r, p, ν ∈ N, 1 ≤ r < p, ν ≥ 1, aj ∈ C and with initial conditions

∂ℓ

∂tℓ
ψ(x, 0) = 0, ℓ = 0, . . . , rν − 2,

∂rν−1

∂trν−1
ψ(x, 0) = Fn(x, a). (6.12)
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has formal solution

ψn(x, t) =
∑

m≥rν−1

um,n(tx)
tm

m!
=
∑

m≥0

urm+rν−1,n(tx)
trm+rν−1

(rm+ rν − 1)!
,

(6.13)
where

urm+rν−1,n(x) = A(m)F (pm)
n (x, a), m ≥ 0.

Moreover, this formal solution actually converges to a function ψ and it is
possible to compute its limit when n→ ∞ to be the function

ψ(x, t) =
∑

m≥rν−1

um(tx)
tm

m!
=
∑

m≥0

urm+rν−1(tx)
trm+rν−1

(rm+ rν − 1)!
,

where
urm+rν−1(x) = A(m)F (pm)(x), m ≥ 0.

Proof. We begin by complexifying the Cauchy problem and by Corollary
6.2.3 we know that the formal solution ψn(z, t) is obtained by applying the
convolutor ∞∑

m=0

trm+rν−1

(rm+ rν − 1)!
A(m)

dpm

dzpm

to Fn(z, a). Since the symbol of the convolutor has order p, see Proposition
6.3.2, and thus it belongs to Ap, we see that the limit can be taken inside the
series as long as the initial condition is a function in Ap′,0 and the statement
follows by observing that p ≥ 1 and therefore p′ ≥ 1, that Fn ∈ Ap′,0 and,
finally, by restricting to the real axis.

Heat equation

We now consider, following the lines of the previous discussion, a Cauchy
problem for the heat equation:

∂

∂t
ψ(x, t) =

∂2

∂z2
ψ(x, t), ψ(x, 0) = Fn(x, a).

With techniques similar to those used to treat the Schrödinger equation, we
deduce that the formal solution to the complex version of this problem is,
see (6.13):

ψn(z, t) =
∑

m≥0

tm

m!

d2m

dz2m
Fn(z, a).
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Computations similar to those done in the proof of Theorem 6.1.1, and
noticing again that the symbol of the operator belongs to A2, show that
when we restrict to the real axis we have that for all t ∈ [−T, T ], T > 0

lim
n→∞

ψn(x, t) = e−a
2teiax,

thus the superoscillation is damped in time.

6.4 An application to the harmonic oscillator

We conclude by considering a more general type of superoscillating initial
datum for the harmonic oscillator.

Theorem 6.4.1. Let p even. Consider the superoscillating function

Yn(x) =
n∑

k=0

Ck(n, a)e
ix(−i(1−2k/n))p .

Then the solution of the Cauchy problem

i
∂ψ(t, x)

∂t
=

1

2

(
− ∂2

∂x2
+ x2

)
ψ(t, x), ψ(0, x) = Yn(x) (6.14)

is given by

ψn(t, x) = (cos t)−1/2 exp(−(i/2)x2 tan t)

×
n∑

k=0

Ck(n, a) exp(ix(−i(1− 2k/n))p/ cos t− (i/2)(−i(1− 2k/n))2p tan t).

(6.15)

Moreover, if we set ψ(t, x) = limn→∞ ψn(t, x), then

ψ(t, x) = (cos t)−1/2 exp(−(i/2)(x2 + a2p) tan t+ i(−ia)px/ cos t). (6.16)

Proof. The solution (6.14) is obtained using Proposition 5.3.1 and as initial
datum the sequence

Yn(x) =
n∑

k=0

Ck(n, a)e
ix(−i(1−2k/n))p .
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To prove the second part of the theorem we write (6.16) as

ψn(t, x) = (cos t)−1/2 exp(−(i/2)x2 tan t)

×
n∑

k=0

Ck(n, a) exp(ix(−i(1− 2k/n))p/ cos t− (i/2)(−i(1− 2k/n))2p tan t),

and we replace the term exp(−(i/2)(1− 2k/n)2 tan t) by the series expansion

exp(−(i/2)(−i(1− 2k/n))2p tan t) =

∞∑

m=0

[−(i/2)(−i(1− 2k/n))2p tan t]m

m!
,

so we get

ψn(t, x) = (cos t)−1/2 exp(−(i/2)x2 tan t)

×
n∑

k=0

Ck(n, a) exp(ix(−i(1− 2k/n))p/ cos t)

∞∑

m=0

[−(i/2)(−i(1− 2k/n))2p tan t]m

m!

= (cos t)−1/2 exp(−(i/2)x2 tan t)

×
∞∑

m=0

1

m!

n∑

k=0

Ck(n, a)[−(i/2)(−i(1− 2k/n))2p tan t]m

× exp[ix(−i(1− 2k/n))p/ cos t].

Now observe that

∂m

∂xm
exp(ix(−i(1− 2k/n))p/ cos t)

=
( i

cos t

)m
(−i(1− 2k/n))p exp(ix(−i(1− 2k/n))p/ cos t),

so that

ψn(t, x) = (cos t)−1/2 exp(−(i/2)x2 tan t)
∞∑

m=0

1

m!

( i
2
sin t cos t

)m ∂2m

∂x2m
Yn(x/ cos t).

Since it is
lim
n→∞

Yn(x) = eix(−ia)
p
:= Y (x)

uniformly on the compact sets, thanks to Step 2 in the proof of Theorem
5.3.2, we get:

ψ(t, x) = (cos t)−1/2e−(i/2)x2 tan t
∞∑

m=0

1

m!

( i
2
sin t cos t

)m ∂2m

∂x2m
Y (x/ cos t)
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so

ψ(t, x) = (cos t)−1/2 exp(−(i/2)x2 tan t)

×
∞∑

m=0

1

m!

( i
2
sin t cos t

)m( −ap
cos2 t

)m
exp(ix(−ia)p/ cos t),

i.e.

ψ(t, x) = (cos t)−1/2e−(i/2)x2 tan t

×
∞∑

m=0

1

m!

(
− i

2
a2p sin t cos t

)m
eix(−ia)

p/ cos t.

The statement follows.

Remark 6.4.2. A similar result holds also in the case p is an odd number
and the sequence is Zn(x) =

∑n
k=0Ck(n, a)e

x(−i(1−2k/n))p .

Driven harmonic oscillator

Consider the time-dependent Schrödinger equation

[
i~
∂

∂t
−H(t, x)

]
ψ(t, x) = 0 (6.17)

for a Hamiltonian H(t, x). The Green’s function G(t, x, t′, x′) for equation
(6.17) satisfies

[
i~
∂

∂t
−H(t, x)

]
G(t, x, t′, x′) = i~δ(t− t′)δ(x− x′). (6.18)

It follows that

G(t, x, t′, x′) = θ(t− t′)G̃(t, x, t′, x′),
[
i~
∂

∂t
−H(t, x)

]
G̃(t, x, t′, x′) = 0,

G̃(t, x, t, x′) = δ(x− x′),

(6.19)

where G̃(t, x, t′, x′) is the propagator for equation (6.17), and

ψ(t, x) =

∫

R

G̃(t, x, t′, x′)ψ(t′, x′)dx′.
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Explicit solutions for Green’s functions and propagators are known only
for a few physical systems. One of them is described by the Hamiltonian

H(t, x) = − ~2

2m

∂2

∂x2
+

1

2
mω2(t)x2 − f(t)x.

Physically this Hamiltonian represents a harmonic oscillator of mass m and
time-dependent frequency ω(t) under the influence of the external time-
dependent force f(t). The corresponding propagator is

G̃(t, x, t′, x′) =

[
m

2πi~g(t, t′)

]1/2
exp

[
i

~
S(t, x, t′, x′)

]
,

where

S(t, x, t′, x′) =
∫ t

t′

[
1

2
m

(
dy(s)

ds

)2

− 1

2
mω2(s)y2(s) + f(s)y(s)

]
ds,

y(s) is the solution of the boundary value problem

d2y(s)

ds2
+ ω2(s)y(s) = f(s),

y(t) = x,

y(t′) = x′,

and g(t, t′) is the solution of the initial value problem

∂2g(t, t′)
∂t2

+ ω2(t)g(t, t′) = 0,

g(t′, t′) = 0,

∂g(t, t′)
∂t

∣∣∣∣
t=t′

= 1.

The following four limiting cases of the above Hamiltonian are of partic-
ular interest.

(1) A free particle

H(t, x) = − ~2

2m

∂2

∂x2
,

g(t, t′) = t− t′,

S(t, x, t′, x′) =
m(x− x′)2

2(t− t′)
.
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(2) A particle in a uniform field

H(t, x) = − ~2

2m

∂2

∂x2
− fx, f = const,

g(t, t′) = t− t′,

S(t, x, t′, x′) =
m(x− x′)2

2(t− t′)
+

1

2
f(t− t′)(x+ x′)− f2(t− t′)3

24m
.

(3) A harmonic oscillator

H(t, x) = − ~2

2m

∂2

∂x2
+

1

2
mω2x2, ω = const,

g(t, t′) =
sinω(t− t′)

ω
,

S(t, x, t′, x′) =
mω

2 sinω(t− t′)

[
(x2 + x′2) cosω(t− t′)− 2xx′

]
.

(4) A driven harmonic oscillator

H(t, x) = − ~2

2m

∂2

∂x2
+

1

2
mω2x2 + f(t)x, ω = const,

g(t, t′) =
sinω(t− t′)

ω
,

S(t, x, t′, x′) =
mω

2 sinω(t− t′)

[
(x2 + x′2) cosω(t− t′)− 2xx′

+ 2xI(t, t′) + 2x′I(t′, t)− 2J(t, t′)

]
,

where

I(t, t′) =
1

mω

∫ t

t′
f(s) sinω(s− t′)ds,

and

J(t, t′) =
1

m2ω2

∫ t

t′

∫ s

t′
f(s)f(s′) sinω(t− s) sinω(s′ − t′)ds′ds.

We consider the case of a driven harmonic oscillator since the first three
cases can be obtained as its appropriate limits and of course we have dis-
cussed in detail the first and the third cases in Sections 5.1 and 5.3, respec-
tively. The computations are justified as in the previous section and for this
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reason we simply put the main points. For the initial values

ψ(0, x) = eiapx/~,

ψn(0, x) =
n∑

k=0

Ck(n, a) exp

[
ipx

~

(
1− 2k

n

)]
,

we find

ψ(t, x) = (cosωt)−1/2 exp

{
imω

2~ sinωt

[
− 1

cosωt

(
x− ap sinωt

mω
− I(0, t)

)2

+x2 cosωt+ 2xI(t, 0)− 2J(t, 0)

]}
,

and

ψn(t, x) = (cosωt)−1/2 exp

{
imω

2~ sinωt cosωt

[
−x2 sin2 ωt+ 2xI(t, 0) cosωt

−2J(t, 0) cosωt+ 2xI(0, t)− I2(0, t)
]}

×
∞∑

m=0

1

m!

(
i~

2mω
sinωt cosωt

)m ∂2m

∂x2m
ψn

(
0,
x− I(0, t)

cosωt

)
.

Using

lim
n→∞

ψn

(
0,
x− I(0, t)

cosωt

)
= exp

[
iap(x− I(0, t))

~ cosωt

]
,

we obtain

lim
n→∞

ψn(t, x) = (cosωt)−1/2 exp

{
imω

2~ sinωt

[
− 1

cosωt

(
x− ap sinωt

mω
− I(0, t)

)2

+x2 cosωt+ 2xI(t, 0)− 2J(t, 0)

]}
= ψ(t, x).

The amplitude and frequency of ψ(t, x) simultaneously diverge for ωt =
(2k + 1)(π/2), k ∈ Z, while the frequency of oscillations of ψ(t, x) in x
increases with |x| without bound for any a. This is rather a consequence of
the Hamiltonian of the harmonic oscillator generating the time evolution of
a wave function with the infinite norm.

Persistence of superoscillations

We now introduce another large class of superoscillating functions and
we show that for this class the superoscillatory behavior persists in time,
and in fact cannot arise if the initial datum is not superoscillating.
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Theorem 6.4.3. Consider a sequence of functions {ψn(t, x)}∞n=1 of the form

ψn(t, x) =
n∑

k=−n
cn,k(t) exp

(
ikpx

n~

)
, (6.20)

with suitable coefficients cn,k. Suppose that each ψn(t, x) satisfies the time-
dependent Schrödinger equation

[
i~
∂

∂t
+

~2

2m

∂2

∂x2
− Vn(t, x)

]
ψn(t, x) = 0 (6.21)

for a certain potential energy Vn(t, x). Then the sequence {ψn(t, x)}∞n=1 is
superoscillatory at any given time if and only if it is superoscillatory at any
other time.

Proof. Substituting (6.20) into (6.21), we find

n∑

k=−n

[
i~
∂cn,k(t)

∂t
− k2p2

2mn2
cn,k(t)− Vn(t, x)cn,k(t)

]
exp

(
ikpx

n~

)
= 0. (6.22)

Although the set of functions

{exp [ikpx/(n~)]}nk=−n

is not complete on [−nπ~/p, nπ~/p] for any finite n, we have that equation
(6.22) holds for all x if and only if the expression in the square brackets is
identically zero. Furthermore, since t is arbitrary in this expression, this
implies that Vn(t, x) does not depend on x. After setting Vn(t, x) = Vn(t),
the resulting differential equation has the solution

cn,k(t) = cn,k(t
′) exp

[
− ik

2p2(t− t′)
2m~n2

+
i

~

∫ t

t′
Vn(s)ds

]
,

which leads to

ψn(t, x) = exp

[
i

~

∫ t

t′
Vn(s)ds

] n∑

k=−n
cn,k(t

′) exp

[
− ik

2p2(t− t′)
2m~n2

+
ikpx

n~

]
.

(6.23)

Setting t = t′ in equation (6.23), multiplying the result by exp [−ilpx/(n~)],
where −n ≤ l ≤ n, and integrating over x ∈ [−nπ~/p, nπ~/p], we find

cn,l(t
′) =

p

2πn~

∫ nπ~/p

−nπ~/p
ψn(t

′, x) exp

(
− ilpx
n~

)
dx,
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which leads to

ψn(t, x) =
p

2πn~
exp

[
i

~

∫ t

t′
Vn(s)ds

]
×

∫ nπ~/p

−nπ~/p
ψn(t

′, x′)
n∑

k=−n
exp

[
− ik

2p2(t− t′)
2m~n2

+
ikp(x− x′)

n~

]
dx′.

Setting

ψ(t, x) = lim
n→∞

ψn(t, x),

V (t) = lim
n→∞

Vn(t)
(6.24)

and taking the limit n→ ∞ in (6.24), we find

ψ(t, x) =
p

2π~
exp

[
i

~

∫ t

t′
V (s)ds

]
×

∫ ∞

−∞
ψ(t′, x′) lim

n→∞
1

n

∫ ∞

−∞
exp

[
− ik

2p2(t− t′)
2m~n2

+
ikp(x− x′)

n~

]
dkdx′,

which leads to

ψ(t, x) =

=
[
2πi~(t− t′)

]−1/2
exp

[
i

~

∫ t

t′
V (s)ds

] ∫ ∞

−∞
ψ(t′, x′) exp

[
im(x− x′)2

2(t− t′)

]
dx′.

(6.25)

Suppose that, for a fixed t′, the function ψ(t′, x) is periodic in x with
the period X, namely

ψ(t′, x+X) = ψ(t′, x). (6.26)

It is straightforward to prove that, at any other time t, the function ψ(t, x)
is also periodic in x with the same period X. Indeed, from (6.25),

ψ(t, x+X) =
[
2πi~(t− t′)

]−1/2
exp

[
i

~

∫ t

t′
V (s)ds

]

×
∫ ∞

−∞
ψ(t′, x′) exp

[
im(x+X − x′)2

2(t− t′)

]
dx′,

which, after the change of variable x′ 7→ x′ +X and use of (6.26), gives

ψ(t, x+X) = ψ(t, x).

Applying this result to the case X < 2π~/p, we obtain the statement.
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Remark 6.4.4. When we take as superoscillating initial datum Fn(x, a),
as we did in Chapter 5, the limit solution in the case of free particle is

lim
n→∞

ψfree
n (x, t) = eiax−ia

2t/2,

while in the case of the harmonic oscillator is

lim
n→∞

ψho
n (t, x) = (cos t)−1/2 exp(−(i/2)(x2 + a2) tan t+ iax/ cos t).

For |x| ≪ 1 and 0 ≤ t≪ 1, we have

(cos t)−1/2 ≈ 1, tan t ≈ t, x2 ≈ 0,

so

(cos t)−1/2 exp(−(i/2)(x2 + a2) tan t+ iax/ cos t) ≈ exp(iax− ia2t/2),

and a similar result holds by taking a more general superoscillating sequence
Yn(x, a) as initial datum.
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Chapter 7

Superoscillating functions

and operators

In this chapter, we consider sequences of operators Fn(T, a) where T is a self-
adjoint operator on a Hilbert space H, and Fn is a superoscillating sequence
of the form (1.1). For any fixed n ∈ N and for any self-adjoint operator T
in H we can define, by the spectral theorem, the sequence of operators

Fn(T, a) =

∫

σ(T )
Fn(λ, a) E(dλ), (7.1)

where E(dλ) is the spectral measure associated with T .
From the quantum mechanics point of view, the most interesting case is
when σ(T ) = R and T is the momentum operator. When considering the
sequence of functions Fn, for every fixed n ∈ N, we have

sup
x∈R

|Fn(x, a)| = an,

so the operators Fn(T, a), for any fixed n, turn out to be bounded operators
on H and their norm is ‖Fn(T, a)‖ = an. However, when we take the limit
for n → ∞ the norm ‖Fn(T, a)‖ goes to infinity. This is the reflection of
the fact that on the compact sets of R, the sequence of functions Fn(x, a)
converges to F (x, a) = eiax for x ∈ R, but for a > 1 we have

sup
n∈N, x∈R

|Fn(x, a)| = ∞.

Thus, this is the difficulty when considering the limit for n → ∞ of the
sequence of the operators Fn(T, a).
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The problems we want to solve can be formulated as follows.
For a > 1 we consider the sequence of functions Fn(x, a) and a self-adjoint
operator T on a Hilbert space H.

• A first problem is to define the sequence of operators Fn(T, a) when the
spectrum of T is limited to a superoscillation set of Fn and compute
the limit for n→ ∞.

• A second problem is to consider a suitable variation of the definition
Fn(T, a), when the spectrum of T is unbounded, in order for this new
sequence to converge to a bounded operator.

We will show how to solve both problems using the von Neumann spectral
theorem for unbounded self-adjoint operators on a Hilbert space.

7.1 A quick review on operators

We denote by D(T ) the domain of the linear operator T and we will always
assume that D(T ) is dense in the Hilbert space H. We equip H with the
scalar product (·, ·) and we denote by ‖ · ‖ the norm in H. By E we will
denote the countably additive self-adjoint spectral measure defined on the
Borel sets of the complex plane.
We now recall the spectral theorem for self-adjoint operators. For more
details, we refer the reader to [57, Theorem 3, p. 1192].

Theorem 7.1.1. Let T be a self-adjoint operator on the Hilbert space H.
Then its spectrum is real and there exists a unique countably additive self-
adjoint spectral measure E defined on the Borel sets of the complex plane,
vanishing on the complement of the spectrum σ(T ) of T . The relation be-
tween the operator T and the spectral measure E is given by

D(T ) = {ψ ∈ H :

∫

σ(T )
|λ|2 (E(dλ)ψ,ψ) <∞},

Tψ = lim
n→∞

∫ n

−n
λE(dλ)ψ, for all ψ ∈ D(T ).

The unique spectral measure (appearing in the spectral theorem) asso-
ciated with the self-adjoint operator T is called resolution of the identity.
For every bounded Borel function f defined on the spectrum of σ(T ) of a
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self-adjoint operator T , we may define the bounded normal operator f(T )
by the equation

f(T ) =

∫

σ(T )
f(λ)E(dλ).

Using the spectral theorem we give the following definition which holds
also for Borel functions f that are not bounded.

Definition 7.1.2. Let E be the resolution of the identity for the self-adjoint
operator T and let f be a complex Borel function defined almost everywhere
on the real axis. Consider the sequence of functions fn defined by

fn(λ) =

{
f(λ), if |f(λ)| ≤ n,
0, if |f(λ)| > n.

We define f(T ) as follows:

D(f(T )) = {ψ ∈ H : lim
n→∞

fn(T )ψ exists },

f(T )ψ := lim
n→∞

fn(T )ψ, for all ψ ∈ D(f(T )).

From the definition it is evident that if f(λ) = λ we have f(T ) = T but it
is not clear what happens in general, for example when f(λ) is a polynomial.
Next theorem shows that the Definition 7.1.2 is a good definition (see [57,
Theorem 6, p. 1196]).

Theorem 7.1.3. Let E be the resolution of the identity for the self-adjoint
operator T and let f be a complex Borel function defined almost everywhere
on the real axis. Then f(T ) is a closed operator with dense domain, moreover

D(f(T )) = {ψ ∈ H :

∫

σ(T )
|f(λ)|2 (E(dλ)ψ, ψ) <∞},

(f(T )ψ, φ) =

∫

σ(T )
f(λ) (E(dλ)ψ, φ), ψ ∈ D(f(T )), φ ∈ H,

and

‖f(T )ψ‖2 =
∫

σ(T )
|f(λ)|2 (E(dλ)ψ,ψ), ψ ∈ D(f(T )).

In the sequel, the following result will be important (see [57, Theorem
9, p. 1200]):

Theorem 7.1.4. Let T be a self-adjoint operator and let f be a complex
Borel function defined almost everywhere on the real axis. Then we have

‖f(T )‖ = ess sup
λ∈σ(T )

|f(λ)|.
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7.2 Superoscillations and operators

Using the spectral theorem, we can now give the precise definition of the
operators we will study. Note that, in this section, it is not necessary to
consider a > 1, so a will vary in R, unless otherwise specified.

Definition 7.2.1. Let T be a self-adjoint operator in a Hilbert space H, let
Fn be the function defined in (3.2) and set F (x, a) = eiax. Using the spectral
theorem we define the operators

Fn(T, a) =

∫

σ(T )
Fn(λ, a) E(dλ),

F (T, a) =

∫

σ(T )
F (λ, a) E(dλ).

(7.2)

Proposition 7.2.2. Let T be a self-adjoint operator in a Hilbert space H.
Then for every fixed n ∈ N and a ∈ R the operators Fn(T, a) defined in (7.2)
are bounded operators on H.

Proof. It follows from the spectral theorem and from the fact that the func-
tions Fn(λ, a) and F (λ, a) are bounded functions on R for every fixed n ∈ N

and a ∈ R.

Proposition 7.2.3. Let T be a self-adjoint operator on a Hilbert space H.
Then F (T, a) defined in (7.2) is a strongly continuous one-parameter group
with respect to a ∈ R, that is, it satisfies the relations

F (T, a+ b) = F (T, a)F (T, b), for all a, b ∈ R,

and

lim
a→a0

F (T, a)ψ = F (T, a0)ψ if ψ ∈ H.

Proof. It follows by standard arguments from the spectral theorem.

The following proposition shows that the problem of the convergence of
the sequence of operators Fn(T, a) to the operator F (T, a) is a delicate issue.

Proposition 7.2.4. Let T be a self-adjoint operator on a Hilbert space H
and let Fn(T, a) be the sequence defined in (7.2). Then we have:

(1) For any fixed n ∈ N the family of operators Fn(T, a) is not a group
with respect to the parameter a ∈ R.
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(2) For every n ∈ N, a ∈ R, and for every arbitrary compact set K ⊂ σ(T )
we have

‖Fn(T, a)‖ = sup
λ∈K⊂σ(T )

(
cos2

(λ
n

)
+ a2 sin2

(λ
n

))n/2
, (7.3)

and
lim
n→∞

‖Fn(T, a)‖ = 1. (7.4)

(3) In the case σ(T ) = R, a ∈ R, we have

‖Fn(T, a)‖ = an. (7.5)

Proof. To show that the property Fn(λ, a + b) = Fn(λ, a)Fn(λ, b) is not
satisfied, we write

Fn(λ, a) =
(
cos
(λ
n

)
+ ia sin

(λ
n

))n
,

then, it is immediate that

cos
(λ
n

)
+i(a+b) sin

(λ
n

)
6=
(
cos
(λ
n

)
+ia sin

(λ
n

))(
cos
(λ
n

)
+ib sin

(λ
n

))

so Fn(λ, a+ b) 6= Fn(λ, a)Fn(λ, b). Using the spectral theorem, (1) follows.
The relation (7.3), stated in point (2), follows from Theorem 7.1.4:

‖f(T )‖ = sup
λ∈K⊂σ(T )

|Fn(λ, a)|

and the fact that

|Fn(λ, a)| =
(
cos2

(λ
n

)
+ a2 sin2

(λ
n

))n/2
.

Simple computations show that

lim
n→∞

(
cos2

(λ
n

)
+ a2 sin2

(λ
n

))n
= 1

so (7.4) holds. Finally, relation (7.5) in point (3) follows from the fact that

sup
λ∈R

|Fn(λ, a)| = an.
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Proposition 7.2.4 implies that, when a > 1, we have

sup
λ∈R

|Fn(λ, a)| = an → ∞ as n→ ∞.

This is due to the fact that for fixed λ ∈ R the sequence

|Fn(λ, a)| =
(
cos2

(λ
n

)
+ a2 sin2

(λ
n

))n/2

converges to 1, but if we take λ = nπ/2 then

|Fn(nπ/2, a)| = an.

So we consider the case in which the integral, in the spectral theorem, is
computed on compact sets in R ∩ σ(T ) and then we consider the case in
which the spectrum in unbounded.
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The case of compact sets.

In this case instead of the operators Fn(T, a) and F (T ) defined by (7.2),
we consider two modified operators:

Definition 7.2.5. Let T be a self-adjoint operator on a Hilbert space H and
let K is a compact set in R. Then we define

Pn(T, a) =

∫

σ(T )∩K
Fn(λ, a) E(dλ), P (T, a) =

∫

σ(T )∩K
F (λ, a) E(dλ).

(7.6)

The operators Pn(T, a) and P (T, a) of course depend on the set K. In
the case in which the operator T has bounded spectrum then, if we choose
K such that σ(T ) ⊂ K, then

Fn(T, a) = Pn(T, a)

and
F (T, a) = P (T, a).

Theorem 7.2.6. Let T be a self-adjoint operator on a Hilbert space H, and
let Pn(T, a) and P (T, a) be the operators defined in (7.6) for K a sufficiently
large compact set in R. Then we have

‖[Pn(T, a)− P (T, a)]ψ‖2 → 0, for all ψ ∈ H.

Proof. We recall that

|Fn(λ, a)− F (λ, a)|2 = 1 +
(
cos2

(λ
n

)
+ a2 sin2

(λ
n

))n

−2
(
cos2

(λ
n

)
+ a2 sin2

(λ
n

))n/2
cos
[
n arctan

(
a tan

(λ
n

))
− aλ

]
.

From the spectral theorem, for ψ ∈ D(P (T, a)) ∩D(Pn(T, a)), we have that

‖[Pn(T, a)− P (T, a)]ψ‖2 =
∫

σ(T )∩K
|Fn(λ, a)− F (λ, a)|2 d(E(dλ)ψ, ψ)

We know that |Fn(λ, a) − F (λ, a)|2 → 0 as n → ∞ on the compact sets
K of R, where the superoscillation phenomenon described in Theorem 3.1.8
holds. Since K can be chosen arbitrarily large, we have

|Fn(λ, a)− F (λ, a)|2 ≤ G(λ)
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where
G(λ) := sup

λ∈K
|Fn(λ, a)− F (λ, a)|2;

note that for n sufficiently large G(λ) does not depend on n and it is inte-
grable. The dominated convergence theorem implies that

‖[Pn(T, a)− P (T, a)]ψ‖2 → 0.

Since Fn(λ, a) and F (λ, a) are bounded functions on any compact set of R
and the spectrum of T is compact we have D(Pn(T )) ∩ D(P (T )) = H.

The case in which σ(T ) is unbounded.

We now study the case in which the whole unbounded spectrum is taken
into account. The previous results suggest the following definition.

Definition 7.2.7. Let T be a self-adjoint operator on a Hilbert space H and
assume that σ(T ) ⊆ R. Let γ > 2 be a fixed number and define the operators
Qn(T, γ) as

Qn(T, a, γ) :=

∫

en(γ)
Fn(λ, a) E(dλ) (7.7)

where

en(γ) :=
[
− n1/γπ

γ
,
n1/γπ

γ

]
. (7.8)

Observe that en(γ) ⊂ [−nπ
2
,
nπ

2
], for all γ > 2 and n ∈ N. This means

that when n goes to infinity the sequence of operators Qn(T, γ) remains
bounded as it is proved in the next result.

Theorem 7.2.8. Let T be a self-adjoint operator on a Hilbert space H such
that σ(T ) = R. Let Qn(T, γ) be the family of operators defined in (7.7).
Then, for every γ > 2, we have

lim
n→∞

‖Qn(T, a, γ)‖ = 1.

Proof. For any fixed n ∈ N, we have

‖Qn(T, a, γ)‖ = sup
λ∈σ(T )

|Fn(λ, a)χen(γ)| = sup
λ∈en(γ)

|Fn(λ, a)|

= sup
λ∈en(γ)

(
cos2

(λ
n

)
+ a2 sin2

(λ
n

))n/2
= 1,
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in fact
λ

n
cannot be ±π

2 , thus supλ∈en(γ) |Fn(λ, a)| is attained in a point λ0

which cannot be nπ
2 . So we conclude that

lim
n→∞

‖Qn(T, a, γ)‖ = 1

for every γ > 2.

Inspired by Definition 7.1.2 and by the fact that limn→∞ ‖Qn(T, γ)‖ = 1
is independent of γ, when is γ > 2, we give the following definition.

Definition 7.2.9. Let T be a self-adjoint operator on a Hilbert space H
such that σ(T ) = R, and let γ > 2. We set

Qn(T, a) := Qn(T, a, γ), en := en(γ), (7.9)

and we define

D(Q(T, a)) := {ψ ∈ H : lim
n→∞

Qn(T, a)ψ exists },

Q(T, a)ψ := lim
n→∞

Qn(T, a) ψ, ψ ∈ D(Q(T, a)).

We can now prove the following:

Theorem 7.2.10. Let T be a self-adjoint operator on a Hilbert space H,
with σ(T ) = R and let Qn(T, a) and F (T, a) be the operators defined in (7.9)
and (7.2), respectively. Then we have

‖[Qn(T, a)− F (T, a)]ψ‖2 → 0, for all ψ ∈ H.

Proof. We have

sup
λ∈en

|Fn(λ, a)− F (λ, a)|2 = sup
λ∈en

(
1 +

(
cos2

(λ
n

)
+ a2 sin2

(λ
n

))n

−2
(
cos2

(λ
n

)
+ a2 sin2

(λ
n

))n/2
cos
[
n arctan

(
a tan

(λ
n

))
− aλ

])
,

and since λ ∈ en we also have that

sup
λ∈en

|Fn(λ, a)− F (λ, a)|2 → 0 as n→ ∞.

We now define the operator

F̆n(T, a, γ) =

∫

en(γ)
F (λ, a) E(dλ),
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and we observe that, for any n ∈ N fixed

D(F̆n(T, a)) ∩ D(Qn(T, a)) = H.

The spectral theorem gives

lim
n→∞

‖[Qn(T, a)− F̆n(T, a, γ)]ψ‖2

= lim
n→∞

∫

en(γ)
|Fn(λ, a)− F (λ, a)|2 (E(dλ)ψ, ψ), ψ ∈ H.

By the dominated convergence theorem we obtain

‖[Qn(T, a)− F̆n(T, a, γ)]ψ‖2 → 0.

Moreover, for γ > 2, we have

‖[F (T, a)− F̆n(T, a, γ)]ψ‖2 → 0,

and so by

‖[Qn(T, a)− F (T, a)]ψ‖ ≤ ‖[Qn(T, a)− F̆n(T, a, γ)]ψ‖
+ ‖[F̆n(T, a, γ)− F (T, a)]ψ‖

the statement follows.

Remark 7.2.11. Our discussion shows that when n is an arbitrary large
natural number and T is any self-adjoint operator with unbounded spectrum,
then the operators Fn(T, a) are bounded operators for any a > 1.
When n→ ∞, and T is any self-adjoint operator with unbounded spectrum
then, if we consider that part of the spectrum that is contained in some
compact set, then we have limn→∞ Pn(T, a) = P (T, a) for any a > 1 and
P (T, a) is a bounded operator which depends on the parameter a.
Since we have

sup
x∈R

|Fn(x, a)| = an,

in the case we consider any self-adjoint operator T with unbounded spec-
trum, the family of operators Qn(T, a) is such that limn→∞Qn(T, a) con-
verges to the bounded linear operator F (T, a).
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Remark 7.2.12. If P̂ is the momentum operator −iDx = P̂ we have

Qn(P̂ ) =
(a+ 1

2
exp(

i

n
LP̂ ) +

1− a

2
exp(− i

n
LP̂ )

)n

F (P̂ ) = exp(iaLP̂ ),
(7.10)

and

lim
n→∞

(Qn(P̂ )φ, ψ) = (F (P̂ )φ, ψ), for all φ ∈ D(P̂ ), ψ ∈ H.

We finally recall that the problem of approximating a function by super-
oscillating sequences arises from the fact that (7.10) can be written as

Fn(P̂ , a) =
n∑

j=0

Cj(n, a) exp(i(1− 2j/n)LP̂ ).

The action of Fn(P̂ , a) on functions ψ ∈ S(R) gives a linear combination of
the function ψ computed at the points x+ (1− 2j/n)L and yields:

φn(x) := Fn(P̂ , a)ψ(x) =
n∑

j=0

Cj(n, a)ψ(x+ (1− 2j/n)L).
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Chapter 8

Superoscillations in SO(3)

In this chapter, we expand on our earlier paper [7] to show how superoscil-
lations may occur in the framework of group representation theory. Specifi-
cally, we will analyze the case of the group SO(3), though our results should
extend to SO(n) for any integer n. In our original [7], we considered the
situation for 2ℓ particles with equal spin, while here we will show how this
restriction is not necessary, and we will describe the necessary modification
to consider the general case in which we have ℓ +m particles with spin 1

2
and ℓ−m particles with spin −1

2 . The main byproduct of superoscillations
in this context is a new asymptotic relationship involving the well known
Wigner d-functions (see [53] as well as [111]).

8.1 The weak value of the operator exp(iL̂[N ]

z δϕ)

Before to treat the topic systematically, we want to offer a heuristic argument
which suggests the existence of superoscillations in SO(3). This argument
comes from the same general reasoning that is applied when one computes
the weak value of operators in the time-symmetric formulation of quantum
mechanics [16] and that is discussed in Chapter2.

Let L̂x, L̂y, L̂z be the quantum operators associated with the components
of the angular momentum. These three operators can be seen as generators
of SO(3). Let |ψin〉 and |ψfin〉 be the states defined by

Â|ψfin〉 := (L̂z cos θ − L̂x sin θ)|ψfin〉 = ℓ|ψfin〉 (8.1)

B̂|ψin〉 := (L̂z cos θ + L̂x sin θ)|ψin〉 = ℓ|ψin〉 (8.2)
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where ℓ = max |L̂z| is related to the total angular momentum and can be
computed from the relation

L̂2|ψin〉 = ℓ(ℓ+ 1)|ψin〉

or, analogously, from L̂2|ψfin〉 = ℓ(ℓ+ 1)|ψfin〉. Since we have

L̂z =
L̂z cos θ − L̂x sin θ + L̂z cos θ + L̂x sin θ

2 cos θ
=
Â+ B̂

2 cos θ
, (8.3)

we can compute the weak value of 〈L̂z〉w:

〈L̂z〉w =
〈ψfin|L̂z|ψin〉
〈ψfin|ψin〉

=
1

2 cos θ

〈ψfin|Â+ B̂|ψin〉
〈ψfin|ψin〉

=
ℓ

cos θ
. (8.4)

Assuming sufficient regularity for the functions on which the operators

act, we can now compute the weak value of eiL̂zϕ with the same pre- and
post-selection, when ϕ small, as follows:

〈ψfin|eiL̂zϕ|ψin〉 ≈ 〈ψfin|1 + iL̂zϕ|ψin〉 = 〈ψfin|ψin〉
(
1 + i

〈ψfin|L̂zϕ|ψin〉
〈ψfin|ψin〉

)
.

For small values of ϕ, the last bracket can be seen again as a first order
approximation of an exponential and so

〈eiL̂zϕ〉w ≈ 1 + iϕ〈L̂z〉w ≈ eiϕ〈L̂z〉w = exp

[
iϕ

ℓ

cos θ

]
,

which suggests the existence of superoscillations in ϕ with a frequency much
larger than ℓ (the maximal eigenvalue of L̂z) which occurs when cos θ is very
small.

To show this, using (8.3), we write:

〈ψfin| exp
[
iL̂zϕ(2 cos θ)

]
|ψin〉 = 〈ψfin| exp

[
i(Â+ B̂)ϕ

]
|ψin〉, (8.5)

where
Â := L̂z cos θ − L̂x sin θ, B̂ := L̂z cos θ + L̂x sin θ.

We now use the Baker-Campbell-Hausdorff formula for a pair of operators
Â and B̂, that is:

exp(Âϕ) exp(eB̂ϕ)

= exp((Â+ B̂)ϕ+
1

2
[Â, B̂]ϕ2 +

1

12
[[Â, [Â, B̂]]− [B̂, [Â, B̂]]ϕ3 + . . .)

(8.6)
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If [Â, B̂] and all the various commutators involving Â and B̂ can be ne-
glected, then we may rewrite (8.5) as:

〈ψfin| exp
[
iL̂zϕ(2 cos θ)

]
|ψin〉 = 〈ψfin|eiÂϕeiB̂ϕ|ψin〉 = e2iℓϕ, (8.7)

where, as above, we act with B̂ to the right and with Â to the left. In the
sequel we assume that ℓ is large and we consider small variations of ϕ so
that ϕ = ϕ′/ℓ, with ϕ′ bounded. The first commutator under consideration
is [

Â
ϕ′

ℓ
, B̂

ϕ′

ℓ

]
=

2

ℓ2
sin θ cos θϕ′2L̂y ≈

cos θ

ℓ
,

where we used the fact that, in general, |L̂y| is bounded by ℓ. In the case of
interest L̂y is almost orthogonal to both angular momenta Â and B̂ defining
the initial and final state. Thus its value is O(1) and the commutator is in
fact approximated by 1/ℓ2. Morever, the various k-fold commutators in the
Baker-Campbell-Hausdorff formula (8.6) will always give just one angular
momentum operator with some pre-factor depending on θ which is bounded
by one and with 1/ℓk suppressions. The series in formula (8.6) is strongly
convergent, thus we can neglect all the commutators in the limit, when ℓ
becomes large. This then recoups (8.7) which exhibits extremely strong
sensitivity to small ϕ cos θ rotations or, in other words, superoscillations.

We now recall some notations and properties of quantum operators for
the case of spin-12 . The following well-known matrices Ŝx, Ŝy, Ŝz represent
the following spin-12 operators:

Ŝx =
1

2

[
0 1
1 0

]
, Ŝy =

1

2

[
0 −i
i 0

]
, Ŝz =

1

2

[
1 0
0 −1

]
.

Easy computations show that Ŝx, Ŝy, Ŝz satisfy the commutation relations

[Ŝα, Ŝβ ] = iεαβγ Ŝγ

and

(Ŝα)
2 =

1

4

[
1 0
0 1

]
.

We also have the so-called raising and lowering operators which act as fol-
lows:

Ŝ+ = Ŝx + iŜy, Ŝ− = Ŝx − iŜy, (8.8)
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which satisfy the relations

Ŝ+

[
1
0

]
= Ŝ−

[
0
1

]
= 0, Ŝ+

[
0
1

]
=

[
1
0

]
, Ŝ−

[
1
0

]
=

[
0
1

]
. (8.9)

Let us now consider a system of N non interacting spin-12 particles with
associated commuting operators

Ŝ
(1)
α , . . . , Ŝ

(j)
α , . . . , Ŝ

(N)
α

(note that Ŝ
(j)
α operates only on the particle j). The total spin operator for

all N particles is defined by the operator:

L̂[N ]

α :=

N∑

j=1

Ŝ
(j)
α .

One can verify that the commutation relations between the individual spin-
1
2 operators, namely Ŝα, translate into the same commutation relations for

the N particle system, L̂[N ]

α :

[L̂[N ]

α , L̂[N ]

β ] = iεαβγL̂
[N ]

γ .

Proposition 8.1.1. In the product wavefunction |ψ[N ]〉, with each individual

particle j in the state |Ŝ(j)z = 1
2〉:

|ψ[N ]〉 = |Ŝ(1)z =
1

2
〉 . . . |Ŝ(N)

z =
1

2
〉 =

N∏

j=1

|Ŝ(j)z =
1

2
〉 (8.10)

we have

L̂[N ]

z |ψ[N ]〉 = N

2
|ψ[N ]〉 (8.11)

and

(L̂[N ]
)2 |ψ[N ]〉 = N

2

(N
2

+ 1
)
|ψ[N ]〉. (8.12)

Proof. The relation (8.11) follows directly from the definition and hence

(L̂[N ]

z )2 |ψ[N ]〉 =
(N
2

)2
|ψ[N ]〉.

Formula (8.12) then follows from:

((L̂[N ]

x )2 + (L̂[N ]

y )2) |ψ[N ]〉 = N

2
|ψ[N ]〉. (8.13)
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To verify this relation we expand L̂[N ]

x and L̂[N ]

y in terms of the individual

raising and lowering operators Ŝ
(j)
+ and Ŝ

(j)
− , see (8.8). The mixed terms in

(8.13) can be written as

Ŝ
(1)
x Ŝ

(2)
x + Ŝ

(1)
y Ŝ

(2)
y = Ŝ

(1)
+ Ŝ

(2)
− + Ŝ

(1)
− Ŝ

(2)
+

and similarly for the other cases. This expression clearly vanishes due to

the presence of Ŝ
(1)
+ or Ŝ

(2)
+ which operate on |Ŝ(1)z = 1

2〉 and |Ŝ(2)z = 1
2〉

respectively, thereby yielding 0 by (8.9). This leaves only the diagonal terms
so that

[
(L̂[N ]

x )2 + (L̂[N ]

y )2
]
|ψ[N ]〉 =

N∑

j=1

[
(Ŝ

(j)
x )2 + (Ŝ

(j)
y )2

]
|ψ[N ]〉 = N

2
|ψ[N ]〉

since

(Ŝ
(j)
x )2|ψ[N ]〉 = 1

4
|ψ[N ]〉 and (Ŝ

(j)
y )2|ψ[N ]〉 = 1

4
|ψ[N ]〉

and we have N such terms.

Remark 8.1.2. From now on we will consider systems with an even number
of particles and we set N

2 = ℓ.

Remark 8.1.3. The calculations we have done in this chapter have assumed
that we are looking at the system of 2ℓ particles, all of which have spin-12
and this has allowed us to calculate the eigenvalues for (L̂[N ]

)2, L̂[N ]

z and

(L̂[N ]

x )2 + (L̂[N ]

y )2. Let us now repeat the same calculations for a system

with ℓ+m particles in the state |Ŝ(j)z = 1
2〉 and ℓ−m particles |Ŝ(j)z = −1

2〉
(therefore N = 2ℓ). First of all we notice that in Proposition 8.1.1 we obtain

L̂[N ]

z |ψ[N ]〉 = m|ψ[N ]〉 (8.14)

and therefore
(L̂[N ]

z )2|ψ[N ]〉 = m2|ψ[N ]〉. (8.15)

Since
(L̂[N ]

)2 = (L̂[N ]

x )2 + (L̂[N ]

y )2 + (L̂[N ]

z )2

and
((L̂[N ]

y )2 + (L̂[N ]

z )2)|ψ[N ]〉 = ℓ|ψ[N ]〉,
we conclude that

(L̂[N ]
)2|ψ[N ]〉 = (ℓ+m2)|ψ[N ]〉.

Clearly when m = ℓ we obtain the previous result.
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Our next goal is to compute the weak value of the operator exp(iL̂[N ]

z δϕ)
for a small angle δϕ.

We will again utilize the N spin-12 particles, but now we use the initial
state:

|ψ[N ]

in 〉 = |L̂[N ]

z cos θ + L̂[N ]

x sin θ = ℓ〉,
and the final state:

|ψ[N ]

fin 〉 = |L̂[N ]

z cos θ − L̂[N ]

x sin θ = ℓ〉.

Then |ψ[N ]

in 〉 and |ψ[N ]

fin 〉 can be realized in two different ways. Consider first

|ψ[N ]

in 〉 which is the eigenfunction of the angular momentum operator

L̂[N ]

θ = L̂[N ]

z cos θ + L̂[N ]

x sin θ,

i.e. the result of rotating L̂[N ]
of the original spin-12 particles (8.10) by an

angle θ close to π/2 with respect to the y-axis, which is realized by the

operation exp(iL̂[N ]

y θ). In the spin-12 product basis, this is obtained using

exp(i
∑N

j=1 Ŝ
(j)
y θ). This amounts to rotating each of the individual spin-12

states |Ŝ(j)z = 1
2〉 =

[
1
0

]
in the same way, giving

|ψin〉 =



cos θ2

sin θ
2




for each of the N spin-12 particles. Similarly, |ψ[N ]

fin 〉, the corresponding eigen-

state of L̂[N ]

z cos θ − L̂[N ]

x sin θ with maximum eigenvalue m = ℓ, is obtained

by rotating |ψ[N ]

in 〉 by φ = π around the z-axis. In the z-basis of the original
N spin-12 particles, the rotation of each individual spin-12 by φ modifies the
above |ψin〉 to: 


cos θ2e

iφ
2

sin θ
2e

−iφ
2


 .

Thus, |ψfin〉 can be written as (apart from an overall phase of ei
π
2 ):

|ψfin〉 =




cos θ2

− sin θ
2


 .

We now prove the following result:
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Theorem 8.1.4. The weak value of the operator exp(iL̂[N ]

z δϕ) for a small
angle δϕ when we take N = 2ℓ spins is:

[
exp(iL̂[N ]

z

δϕ′

2ℓ
)

]

w

=

(
cos2(θ/2) exp(i δϕ

′

2ℓ )− sin2(θ/2) exp(−i δϕ′

2ℓ )
)2ℓ

(cos θ)2ℓ
.

(8.16)

Proof. To begin with, we note that the scalar product of the initial and final
state for a single spin-12 particle is:

〈ψfin|ψin〉 = cos2(θ/2)− sin2(θ/2) = cos θ

so that the scalar product of the initial and final state for the system of the
N independent spin-12 particles is:

〈ψ[N ]

fin |ψ
[N ]

in 〉 =
[
cos2(θ/2)− sin2(θ/2)

]N
= (cos θ)N = (cos θ)2ℓ.

We now set δϕ′=ℓδϕ and compute the weak value:

[
exp(iL̂[N ]

z

δϕ′

ℓ
)

]

w

=
〈ψ[N ]

fin | exp(iL̂
[N ]

z
δϕ′

ℓ )|ψ[N ]

in 〉
〈ψ[N ]

fin |ψ
[N ]

in 〉

=

∏N
k=1〈ψ

(k)
fin | exp(i δϕ

′

ℓ

∑N
n=1 Ŝ

(n)
z )

∏N
j=1 |ψ

(j)
in 〉

∏N
k=1〈ψ

(k)
fin |
∏N
j=1 |ψ

(j)
in 〉

.

(8.17)

Since

〈ψ(k)
fin |Ŝ

(n)
z |ψ(j)

in 〉 = δk,j ,

it suffices to calculate one of the products and take the result to the N -th
power. Thus we can rewrite formula (8.17) as:

N∏

j=1

〈ψ(j)
fin | exp(i

δϕ′

ℓ Ŝ
(j)
z )|ψ(j)

in 〉
〈ψ(j)

fin |ψ
(j)
in 〉

=

{
〈ψfin| exp(i δϕ

′

ℓ Ŝz)|ψin〉
}N

(cos θ)N
. (8.18)

Since the eigenvalues of Ŝ
(j)
z in the state [1 0]T and [0 1]T (the superscript T

denotes the transpose) are respectively 1
2 and −1

2 , we deduce that for |ψin〉:

exp

(
i
δϕ′

ℓ
Ŝz

)
|ψin〉 = exp(i

δϕ′

ℓ
Ŝz)

[
cos(θ/2)
sin(θ/2)

]
=

[
cos(θ/2) exp(i δϕ

′

2ℓ )

sin(θ/2) exp(−i δϕ′

2ℓ )

]
.
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Computing the scalar product with the post-selected state, we have:

〈ψfin| exp
(
i
δϕ′

ℓ
Ŝz

)
|ψin〉 = [cos(θ/2) − sin(θ/2)]

[
cos(θ/2) exp(i δϕ

′

2ℓ )

sin(θ/2) exp(−i δϕ′

2ℓ )

]

= cos2(θ/2)ei
δϕ′

2ℓ − sin2(θ/2)e−i
δϕ′

2ℓ . (8.19)

When we take N = 2ℓ spins, we obtain the weak value:

[
exp

(
iL̂[N ]

z

δϕ′

2ℓ

)]

w

=

(
cos2(θ/2) exp(i δϕ

′

2ℓ )− sin2(θ/2) exp(−i δϕ′

2ℓ )
)2ℓ

(cos θ)2ℓ
.

(8.20)

Remark 8.1.5. Let us consider the case in which we have ℓ + m spin
1
2 particles and ℓ + m spin −1

2 particles. The state corresponding to −1
2

particle can be represented as the vector [0 1]T which after a θ/2 rotation
gives us the initial state |ψin〉 = [− sin(θ/2) cos(θ/2)]T . Arguing as in the
proof of the previous Theorem we obtain that, up to a phase change factor,
|ψfin〉 = [− sin(θ/2) − cos(θ/2)]T . This implies that

〈ψin|ψfin〉 = sin2(θ/2)− cos2(θ/2) = − cos θ.

If we replace 〈ψin|ψfin〉 with 〈ψNin |ψNfin〉 we obtain

〈ψNin |ψNfin〉 = (−1)ℓ−m(cos θ)2ℓ.

The rest of the computations carry over in the same way and demonstrate
the same superoscillatory phenomenon even in this case.

Remark 8.1.6. A key observation is that (8.20) has the same form as the
standard superoscillating sequence

Fn(x, a) =

[
cos
(2πx
n

)
+ ia sin

(2πx
n

)]n
(8.21)

where a := 1
cos θ . Since cos θ can be arbitrarily small, depending on the pre-

and post-selection, the weak value of L̂[N ]

z (which is ℓ
cos θ ) can be arbitrarily

large, well outside the spectrum of L̂[N ]

z which is [−ℓ, ℓ] and thus we see that
the largest wavelength in the expansion is one. However, as we have shown
previously, as long as |x| < √

n, Fn(x, a) can be approximated as Fn(x, a) ≈
ei2πax. When ℓ becomes large, this expression behaves like exp(iaδϕ′) which,
recalling that δϕ′ = ℓδϕ and δϕ is small, is just exp(i ℓ

cos θδϕ).
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The SO(3) superoscillatory phenomenon discussed before depends on

the choice of |ψ[N ]

fin 〉. In the example above, we generated |ψ[N ]

fin 〉 by rotating

|ψ[N ]

in 〉 by an angle ϕ0 := ϕ = π around which we performed a further small
rotation δϕ. In general, this phenomenon depends on the choice of ϕ0.

Remark 8.1.7. To better understand the conditions under which super-
oscillations occur, we consider the case |ψ[N ]

fin 〉 = |ψ[N ]

in 〉, corresponding to
ϕ = 0. In this case we can repeat the argument given before where |ψfin〉
is now given by the vector [cos(θ/2) sin(θ/2)]T so that 〈ψ[N ]

fin |ψ
[N ]

in 〉 = 1.
Therefore the weak value is given by

[
exp(iL̂[N ]

z

δϕ′

ℓ
)

]

w

=

(
cos2(θ/2) exp(i

δϕ′

4ℓ
) + sin2(θ/2) exp(−iδϕ

′

4ℓ
)

)2ℓ

≈
(
1 + i

δϕ′

2ℓ
cos θ

)2ℓ

≈ exp(i cos θ
δϕ′

2
).

Since cos θ ≤ 1, it is evident that superoscillations do not occur.

Next goal is to consider the case in which we take a small rotation δϕ
centered around ϕ0 and, for simplicity, we will still consider |ψin〉 = |ψfin〉.
The computations we have done before show that

〈ψfin| exp
[
i

2
L̂[N ]

z (ϕ0 +
δϕ′

ℓ
)

]
|ψin〉

= cos2(θ/2) exp(
i

2
(ϕ0 +

δϕ′

ℓ
)) + sin2(θ/2) exp(− i

2
(ϕ0 +

δϕ′

ℓ
))

= cos(
ϕ0

2
) cos(

δϕ′

2ℓ
)− sin(

ϕ0

2
) sin(

δϕ′

2ℓ
)

+ i cos θ[sin(
ϕ0

2
) cos(

δϕ′

2ℓ
) + cos(

ϕ0

2
) sin(

δϕ′

2ℓ
)]

and since δϕ′ is small, we can approximate the above expression as

cos(
ϕ0

2
)− δϕ′

2ℓ
sin(

ϕ0

2
) + i cos θ(sin(

ϕ0

2
) +

δϕ′

2ℓ
cos(

ϕ0

2
)).

By taking the 2ℓ-th power we obtain

(
cos
(ϕ0

2

)
+ i cos θ sin

(ϕ0

2

))2ℓ [
1 +

δϕ′

ℓ

i cos θ cos(ϕ0

2 )− sin(ϕ0

2 )

cos(ϕ0

2 ) + i cos θ sin(ϕ0

2 )

]2ℓ
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For ℓ large, the right hand side converges to exp(i(a+ ib)(δϕ′/ℓ)) where a
corresponds to the imaginary part of

i cos θ cos(ϕ0

2 )− sin(ϕ0

2 )

cos(ϕ0

2 ) + i cos θ sin(ϕ0

2 )

namely
cos θ

cos2(ϕ0

2 ) + cos2 θ sin2(ϕ0

2 )
.

When ϕ0 approximates 0, then a approximates cos θ and thus there are no
superoscillations. When if ϕ0 is near π then a ≈ 1/ cos θ and the super-
oscillation phenomenon occurs. This is fully consistent with the previous
analysis.

To conclude this section, we note that the same argument can be applied
to the case in which ψfin is associated with the vector [cos(θ/2) −sin(θ/2)]T .
In this case, we obtain that the frequency is, up to the factor δϕ/ℓ, given by

cos θ

sin2(ϕ0) + cos2 θ cos2(ϕ0)
,

which reproduces the superoscillations when

| cos(ϕ0)| <
1√

1 + cos θ
.

8.2 Asymptotic expansion for the Wigner func-

tions

In this section we use the preceding discussions to show a new interesting re-

lationship for Wigner’s d
(j)
ℓm matrices. These matrices are the representation

of the rotation group in the standard |ℓ,m〉 basis defined by

exp(−iL̂yθ) |ℓ,m〉 =
∑

m′

|ℓ,m′〉d(ℓ)m′m(θ). (8.22)

The d
(ℓ)
m′m(θ) are orthogonal functions on the sphere, and for any given θ,

form a (2ℓ+1)(2ℓ+1) unitary matrix. In general, d
(ℓ)
m′m(θ) are polynomials

in cos θ2 and sin θ
2 .
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These polynomials simplify into just one term in the special case m = ℓ
(see e.g. [111]):

d
(ℓ)
m′ℓ(θ) = (−1)ℓ−m

′

[
(2ℓ)!

(ℓ+m′)!(ℓ−m′)!

] 1
2
[
cos

(
θ

2

)]ℓ+m′ [
sin

(
θ

2

)]ℓ−m′

.

Thus [d
(ℓ)
m′ℓ(θ)]

2 is the (j −m′)-th term in the binomial expansion of

[
cos2

(
θ

2

)
+ sin2

(
θ

2

)]2ℓ
.

As a consequence we have, as expected,

∑

m′

|d(ℓ)m′m(θ)|2 = 〈ψin|ψin〉 = 1.

By computing the scalar product 〈ψfin|ψfin〉 in two different ways, gives us
the following (probably very well known) result:

Proposition 8.2.1. With the notations above, for any angle θ we have:

∑

m′

(−1)m
′

d
(ℓ)
m′ℓ(θ)d

(ℓ)
m′ℓ(θ) = (cos θ)2ℓ.

Proof. We consider the initial and final state |ψin〉, |ψfin〉 introduced above.
We first note that

|ψ[N ]

in 〉 =
∑

m′

|ℓ,m′〉d(ℓ)m′ℓ(θ)

and, due to the π rotation around the z-axis (leading to the (−1)m
′

factor):

|ψ[N ]

fin 〉 =
∑

m′

|ℓ,m′〉(−1)m
′

d
(ℓ)
m′ℓ(θ)

and so the scalar product of the initial and final state 〈ψ[N ]

fin |ψ
[N ]

in 〉, see (8.1),
is given by:

〈ψ[N ]

fin |ψ
[N ]

in 〉 =
∑

m′

(−1)m
′

d
(ℓ)
m′ℓ(θ)d

(ℓ)
m′ℓ(θ) = (cos θ)2ℓ.
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The same scalar product can also be computed directly:
∑

m′

(−1)m
′

d
(ℓ)
m′ℓ(θ)d

(ℓ)
m′ℓ(θ)

=
∑

m′

(−1)m
′

[
(2ℓ)!

(ℓ+m′)!(ℓ−m′)!

] [
cos

(
θ

2

)]ℓ+m′ [
sin

(
θ

2

)]ℓ−m′

=

[
cos2

(
θ

2

)
− sin2

(
θ

2

)]2ℓ
= (cos θ)2ℓ,

and the statement follows.

More interesting and novel, however, is the following asymptotic formula
which concludes this section.

Theorem 8.2.2. With the notations above, for any angle θ and any small
value of δϕ we have, for large ℓ:

∑

m′

(−1)m
′

d
(ℓ)
m′ℓ(θ)d

(ℓ)
m′ℓ(θ)e

im′δϕ =

[
1

a

(
cos

(
δϕ

2

)
+ ia sin

(
δϕ

2

))]2ℓ
,

where a = 1
cos θ , which, again, is of the superoscillating form (1.1).

Proof. The weak value of eiL̂
[N ]
z δϕ is given by (8.1.7). On the other hand we

have

〈ψfin|eiL̂
[N ]
z δϕ|ψin〉

〈ψ[N ]

fin |ψ
[N ]

in 〉
=

∑
m′(−1)m

′

d
(ℓ)
m′ℓ(θ)d

(ℓ)
m′ℓ(θ)e

im′δϕ

(cos θ)2ℓ
.

from which the assertion follows.

We can also directly compute:
∑

m′

(−1)m
′

d
(ℓ)
m′ℓ(θ)d

(ℓ)
m′ℓ(θ)e

im′δϕ

=
∑

m′

[
(2ℓ)!

(ℓ+m′)!(ℓ−m′)!

](
eiδϕ/2 cos2

(
θ

2

))ℓ+m′ (
e−iδϕ/2 sin2

(
θ

2

))ℓ−m′

=

[
eiδϕ/2 cos2

(
θ

2

)
− e−iδϕ/2 sin2

(
θ

2

)]2ℓ

=

[
eiδϕ/2

cos2
(
θ
2

)

cos θ
− e−iδϕ/2

sin2
(
θ
2

)

cos θ

]2ℓ
(cos θ)2ℓ

=

[
cos

(
δϕ

2

)
+ i

1

cos θ
sin

(
δϕ

2

)]2ℓ
(cos θ)2ℓ
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yielding the same result as above.
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