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## 1. Introduction. Consider the map

$$
\begin{equation*}
y^{j}=f^{j}\left(x^{1}, x^{2}, \cdots, x^{m}\right), \quad j=1,2, \cdots, n \tag{1.1}
\end{equation*}
$$

of a region $R$ of euclidean $m$-space into part of euclidean $n$-space. Suppose that each function $f^{i}(j=1, \cdots, n)$ is of class $C^{q}$ in $R(q \geqq 1) .{ }^{1}$ A critical point of the map (1.1) is a point in $R$ at which the matrix of first derivatives $\mathfrak{M}=\left\|f_{i}^{j}\right\|(i=1, \cdots, m ; j=1, \cdots, n)$ is of less than maximum rank. The rank of a critical point $x$ is the rank of $\mathfrak{M}$ at $x$. A critical value is the image under (1.1) of a critical point. If $n=1$, these definitions are the usual definitions of critical point and value of a continuously differentiable function.

We prove the following result: If $m \leqq n$, the set of critical values of the map (1.1) is of m-dimensional measure ${ }^{2}$ zero without further hypothesis on $q$; if $m>n$, the set of critical values of the map (1.1) is of $n$-dimensional measure zero providing that $q \geqq m-n+1$. Using an example due to Hassler Whitney ${ }^{3}$ we show that the hypothesis on $q$ cannot be weakened. We prove also that the critical values of (1.1) corresponding to critical points of rank zero constitute a set of $(\mathrm{m} / q)$ dimensional measure zero.

The idea of considering the measure of the set of critical values of one function or of several functions is due to Marston Morse.

The first result stated above reduces, if $n=1$, to the known theorem : The critical values of a function of $m$ variables of class $C^{m}$ constitute a set of linear measure zero. A. P. Morse ${ }^{4}$ has given a proof of this theorem for all $m$. In the present paper we make use of one of A. P. Morse's results.

[^0]In a study of functional dependence, ${ }^{5}$ A. B. Brown has shown that the set of critical values of (1.1) corresponding to a closed bounded set of critical points is nowhere dense providing that $q$ satisfies certain conditions. The theorems of the present paper imply this particular result.
2. $s$-dimensional measure. Given a set $A$ and positive quantities $s$ and $\alpha$. Denote the diameter of $A$ by $\delta(A)$. Let $\left\{A_{1}, A_{2}, \cdots\right\}$ be a covering of $A$ by sets of diameter less than $\alpha$; and let $L_{s}(A ; \alpha)$ be the greatest lower bound of the sums $\sum_{k}\left[\delta\left(A_{k}\right)\right]^{s}$ for all such coverings. The $s$-dimensional outer measure of $A$ is

$$
\begin{equation*}
L_{s}(A)=c_{s} \lim _{\alpha \rightarrow 0} L_{s}(A ; \alpha), \quad c_{s}=\pi^{s / 2} / 2^{s} \Gamma[(s+2) / 2] \tag{2.1}
\end{equation*}
$$

where $c_{s}$ is, for integral $s$, the $s$-dimensional volume of a sphere of unit diameter in $s$-space. ${ }^{6}$

We shall say that $A$ is an $s$-null set if $L_{s}(A)=0$. The value of $c_{s}$ in (2.1) is immaterial to this paper as we are concerned with the nullity of sets. An $s$-null set is a fortiori an ( $s+p$ )-null set ( $p$ positive). $L_{s}(A)$ is a regular Carathéodory measure. In $n$-space $L_{n}(A)=|A|$, where $|A|$ is the outer Lebesgue measure of $A .^{7}$
3. Critical points of positive rank: change of variables. Consider a critical point $x_{0}$ of rank $r>0$. Suppose (without real loss of generality) that the determinant $\Delta=\left|f_{c}^{d}\right|(c, d=1, \cdots, r)$ is not zero at $x_{0}$. Consider the change of variables from $x$ to $u$ defined by the equations

$$
\begin{equation*}
u^{d}=f^{d}(x), \quad u^{r+o}=x^{r+o}, \quad d=1, \cdots, r ; g=1, \cdots, m-r . \tag{3.1}
\end{equation*}
$$

Let $u_{0}$ be the image of $x_{0}$ under (3.1); and let $J$ be the Jacobian matrix of (3.1). Since $|J|=\Delta \neq 0$ at $x_{0}$, the inverse of (3.1)

$$
x^{i}=\phi^{i}(u), \quad i=1, \cdots, m,
$$

exists and is of class $C^{q}$ near $u_{0}$. In terms of the new variables $u$ the map (1.1) is

$$
\left\{\begin{array}{cr}
y^{d}=u^{d}=F^{d}(u), & d=1, \cdots, r,  \tag{3.2}\\
y^{r+h}=f^{r+h}[\phi(u)]=F^{r+h}(u), & h=1, \cdots, n-r .
\end{array}\right.
$$

Let $\mathfrak{M}^{\prime}$ be the functional matrix $\left\|F_{i}^{j}\right\|(i=1, \cdots, m ; j=1, \cdots, n)$.

[^1]Then $\mathfrak{M}=\mathfrak{M}^{\prime} J$ and therefore $\mathfrak{M}$ and $\mathfrak{M}^{\prime}$ have the same rank since $|J| \neq 0$. Hence we may consider $(3.2,3.3)$ near $u_{0}$ instead of (1.1) near $x_{0}$ without changing either critical values or ranks of critical points.
4. Case I: $m \leqq n$. We prove Theorem 4.1.

Theorem 4.1. The critical values of the map (1.1) constitute an m-null set if $m \leqq n$.

Proof. We consider first the set $A$ of critical points of rank zero. We shall show that there is a neighborhood $N$ of each point of $A$ such that $f(N A)$, the image of $N A$ under (1.1), is an $m$-null set. As $A$ can be covered by denumerably many such neighborhoods $N$ it will follow that $f(A)$ is an $m$-null set.

Let $N$ be an open $m$-cube ${ }^{8}$ whose closure is in $R$. Suppose that $x_{1}$ is a point of $N A$ and $x_{2}$ is a point of $N$. Let $y_{e}=f\left(x_{e}\right)(e=1,2)$. Then by the mean value theorem,

$$
\begin{equation*}
y_{2}^{j}-y_{1}^{j}=\sum_{i=1}^{m} \zeta_{i}^{j}\left(x_{2}^{i}-x_{1}^{i}\right), \quad j=1, \cdots, n \tag{4.2}
\end{equation*}
$$

where $\zeta_{i}^{j} \rightarrow 0$ as $x_{2} \rightarrow x_{1}$.
Let $C(\gamma)$ be a closed $m$-cube of side $\gamma$. It follows from (4.2) applied twice and the triangle inequality that if $C(\gamma)$ contains a point of $A$, then $\delta\{f[N C(\gamma)]\} \leqq 2 m^{2} \zeta \gamma \quad$ and $\quad \delta\{f[N C(\gamma)]\}^{m} \leqq\left(2 m^{2} \zeta\right)^{m}|C(\gamma)|$, where $\zeta$ is the least upper bound of the functions $\left|\zeta_{i}^{j}\right|$ for all $x_{1}$ in $N A$, $x_{2}$ in $N$ such that $\left|x_{2}^{i}-x_{1}^{i}\right| \leqq \gamma(i=1, \cdots, m ; j=1, \cdots, n)$. Then $\zeta \rightarrow 0$ with $\gamma$.

Therefore given $\alpha>0$ and $\epsilon>0$, there exists a $G>0$ such that if $C(\gamma)$ contains a point of $A, \gamma<G$ implies that

$$
\begin{equation*}
\delta\{f[N C(\gamma)]\}<\alpha, \quad \delta\{f[N C(\gamma)]\}^{m}<\frac{\epsilon}{|N|+1}|C(\gamma)| . \tag{4.3}
\end{equation*}
$$

Consider the set of all cubes $C(\gamma)$ centered at points of $N A$ and such that $\gamma<G$. By a theorem related to Vitali's covering theorem, ${ }^{9}$ there exists a sequence $\left\{C_{1}, C_{2}, \cdots\right\}$ of cubes of this set which covers all of $N A$ and is such that

[^2]\[

$$
\begin{equation*}
\sum_{k}\left|C_{k}\right| \leqq|N|+1 . \tag{4.4}
\end{equation*}
$$

\]

The sequence $\left\{f\left(N C_{k}\right)\right\}$ covers $f(N A)$. Let $\delta_{k}$ be the diameter of $f\left(N C_{k}\right)$. Then (4.3) and (4.4) imply that $\delta_{k}<\alpha(k=1,2, \cdots)$ and

$$
\sum_{k} \delta_{k}^{m}<\frac{\epsilon}{|N|+1} \sum_{k}\left|C_{k}\right| \leqq \epsilon .
$$

Hence $f(N A)$ is an $m$-null set. This completes the first part of the proof.

We consider now the set $B$ of critical points of rank $r$, where $r$ is any positive integer less than $m$. To prove that $f(B)$ is an $m$-null set we shall show that there is a neighborhood $N$ of each point of $B$ such that $f(N B)$ is an $m$-null set.

Consider a point $x_{0}$ of $B$. Introduce the change of variables of $\S 3$ and consider the map (3.2, 3.3) in a closed cube $K$ centered at $u_{0}$. Let $D$ be the set of critical points of $(3.2,3.3)$ of rank $r$ in $K$.

Suppose that $u_{1}$ is a point of $D$ and $u_{2}$ is a point of $K$. Let $y_{e}=F\left(u_{e}\right)$ ( $e=1,2$ ). Then by the mean value theorem,

$$
\begin{array}{rr}
y_{2}^{d}-y_{1}^{d}=u_{2}^{d}-u_{1}^{d}, & d=1, \cdots, r, \\
y_{2}^{r+h}-y_{1}^{r+h}=\sum_{c=1}^{r} F_{c}^{r+h}\left(u_{1}\right)\left(u_{2}^{c}-u_{1}^{c}\right)+\sum_{i=1}^{m} \zeta_{i}^{r+h}\left(u_{2}^{i}-u_{1}^{i}\right),  \tag{4.5}\\
h=1, \cdots, n-r,
\end{array}
$$

where $\zeta_{i}^{r+h} \rightarrow 0$ as $u_{2} \rightarrow u_{1}$.
Let $C(\gamma)$ be a closed cube of side $\gamma$ in the space $\left(u^{1}, \cdots, u^{m}\right)$; and let $\Pi(\gamma)$ be the projection of $C(\gamma)$ on the space $\left(u^{1}, \cdots, u^{r}\right)$. Let $p$ be a positive integer. Divide $\Pi(\gamma)$ by bisections into $2^{r p}$ congruent closed $r$-cubes each of side $\gamma / 2^{p}$. Each such subcube is the projection of a strip of $C(\gamma)$ in which $u^{1}, \cdots, u^{r}$ may change by at most $\gamma / 2^{p}$ and $u^{r+1}, \cdots, u^{m}$ may change by at most $\gamma$.

Consider any strip $S$ that contains a point of $D$. Let $u_{1}$ and $u_{2}$ be any two points of $S$ and let $y_{e}=F\left(u_{e}\right)(e=1,2)$. Then (4.5) applied twice implies that

$$
\begin{array}{rlr}
\left|y_{2}^{d}-y_{1}^{d}\right| & \leqq \gamma / 2^{p}, & d=1, \cdots, r, \\
\left|y_{2}^{r+h}-y_{1}^{r+h}\right| & \leqq 2 r U \gamma / 2^{p}+2 m \zeta \gamma, & h=1, \cdots, n-r, \tag{4.6}
\end{array}
$$

where $U$ is the least upper bound of the functions $\left|F_{c}^{r+h}(u)\right|$ for all $u$ in $K$ and $\zeta$ is the least upper bound of the functions $\left|\zeta_{i}^{r+h}\right|$ for all $u_{1}$ in $D, u_{2}$ in $K$ such that $\left|u_{2}^{i}-u_{1}^{i}\right| \leqq \gamma(c=1, \cdots, r ; h=1, \cdots, n-r$; $i=1, \cdots, m)$. Then $\zeta \rightarrow 0$ with $\gamma$.

Let $\delta$ be the diameter of $F(S)$. The triangle inequality and (4.6) imply that

$$
\begin{equation*}
\delta \leqq\left(V / 2^{p}+W \zeta\right) \gamma, \tag{4.7}
\end{equation*}
$$

where $V=r+(n-r) 2 r U$ and $W=(n-r) 2 m . V$ and $W$ are constants, and $V \geqq r \geqq 1$.

Let $\alpha$ and $\epsilon$ be given, $\alpha>0,1>\epsilon>0$. Put

$$
\begin{equation*}
\eta=\epsilon /(|K|+1) \tag{4.8}
\end{equation*}
$$

There exists a number $G$,

$$
\begin{equation*}
0<G<\alpha /(V+1) \tag{4.9}
\end{equation*}
$$

such that $\gamma<G$ implies that

$$
\begin{equation*}
W \zeta<\eta^{1 /(m-r)}(4 V)^{-r /(m-r)} / 2<1 . \tag{4.10}
\end{equation*}
$$

Let $p$ be the positive integer determined by the relation

$$
\begin{equation*}
2 V(4 V)^{r /(m-r)} \eta^{-1 /(m-r)}<2^{p} \leqq 4 V(4 V)^{r /(m-r)} \eta^{-1 /(m-r)} \tag{4.11}
\end{equation*}
$$

(Note that the first member of (4.11) is greater than 1, as it should be.)

Then $\gamma<G$ implies that $\delta<\alpha$ by (4.7), (4.9) and (4.10), since $2^{p}>1$; and $\gamma<G$ also implies that

$$
\begin{equation*}
\delta<\eta^{1 /(m-r)}(4 V)^{-r /(m-r)} \gamma \tag{4.12}
\end{equation*}
$$

by (4.7), the first half of (4.11) and (4.10). Now consider all strips $S$ containing points of $D$. There are at most $2^{r p}$ such strips; for these

$$
\begin{equation*}
\sum \delta^{m}<2^{r p} \eta^{m /(m-r)}(4 V)^{-m r /(m-r)} \gamma^{m} \leqq \eta \gamma^{m}=\eta|C(\gamma)|, \tag{4.13}
\end{equation*}
$$

by (4.12) and the second half of (4.11). Thus $\gamma<G$ implies that there are sets covering $F[D C(\gamma)]$ each of whose diameters is less than $\alpha$ and the sum of the $m$ th powers of whose diameters is less than $\eta|C(\gamma)|$.

Consider the set of all cubes $C(\gamma)$ centered at points of $D$ and such that $\gamma<G$. As before, a sequence $\left\{C_{k}\right\}$ of these cubes covers $D$ and is such that

$$
\begin{equation*}
\sum_{k}\left|C_{k}\right| \leqq|K|+1 \tag{4.14}
\end{equation*}
$$

Then the covering of $F(D)$ consisting of all the coverings of the sets $F\left(D C_{k}\right)$ is a covering by sets each of whose diameters is less than $\alpha$ and the sum of the $m$ th powers of whose diameters is less than $\eta \sum_{k}\left|C_{k}\right| \leqq \epsilon$, by (4.13), (4.8) and (4.14). Hence $F(D)$ is an $m$-null set.

Let $N$ be the inverse image under (3.1) of the interior of $K$. Then $N$
is a neighborhood of $x_{0}$. Further $f(N B)$ is contained in $F(D)$ and is therefore an $m$-null set. This completes the proof of Theorem 4.1.
5. A. P. Morse's theorem. We state the following theorem, due to A. P. Morse. ${ }^{10}$

Theorem 5.1. Given a positive integer $q$ and $a$ set $A$ in the space of the variables $x$. There exists a sequence $A_{0}, A_{1}, A_{2}, \cdots$ of sets with the following properties: (i) $A=\sum_{k=0}^{\infty} A_{k}$, (ii) $A_{0}$ is denumerable, (iii) $A_{k}$ ( $k=1,2, \cdots$ ) is bounded, (iv) if $g(x)$ is any function of class $C^{q}$ whose critical set includes $A$ and if $x_{1}$ and $x_{2}$ are points of $A_{k}$, then

$$
\lim _{x_{2} \rightarrow x_{1}} \frac{g\left(x_{2}\right)-g\left(x_{1}\right)}{\left|x_{2}-x_{1}\right|^{q}}=0, \quad k=1,2, \cdots
$$

6. Critical points of rank zero. We prove Theorem 6.1.

Theorem 6.1. Let $A$ be the set of critical points of rank zero of the map (1.1). Then $f(A)$ is an $s$-null set if $s \geqq m / q$.

Proof. Decompose $A$ into the subsets of Theorem 6.1. Then $f\left(A_{0}\right)$ is denumerable and hence is an $s$-null set. We shall prove that $f\left(A_{k}\right)$ is an $s$-null set $(k=1,2, \cdots)$. It will follow that $f(A)$ is an $s$-null set.

Consider a non-empty $A_{k}$ ( $k$ fixed and positive). For simplicity put $B=A_{k}$. Given $\alpha>0$ and $\epsilon>0$. Given a point $x$ of $B$. Let $C(\gamma)$ be the closed cube of side $\gamma$ centered at $x$. By continuity and Theorem 5.1 there is a positive $G_{x}<1$ such that $\gamma<G_{x}$ implies that

$$
\begin{equation*}
\delta\{f[C(\gamma)]\}<\alpha \tag{6.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|f^{j}\left(x_{1}\right)-f^{j}(x)\right|<\frac{\epsilon^{1 / s} 2^{q-1}}{m^{q} n(|B|+1)^{1 / s}}\left|x_{1}-x\right|^{q}, \quad j=1, \cdots, n \tag{6.3}
\end{equation*}
$$

whenever $x_{1}$ is in $B C(\gamma)$. Now by the triangle inequality $\left|x_{1}-x\right|$ $\leqq m \gamma / 2$ if $x_{1}$ is in $B C(\gamma)$. Hence (6.3) twice and the triangle inequality imply that

$$
\delta\{f[B C(\gamma)]\}<2 \frac{\epsilon^{1 / s} 2^{q-1}}{m^{q}(|B|+1)^{1 / s}}\left(\frac{m \gamma}{2}\right)^{q}=\frac{\epsilon^{1 s} / \gamma^{q}}{(|B|+1)^{1 / s}}
$$

and therefore

$$
\begin{equation*}
\delta\{f[B C(\gamma)]\}^{s}<\epsilon \gamma^{q s} /(|B|+1) \tag{6.4}
\end{equation*}
$$

providing that $\gamma<G_{x}$.

[^3]Consider the set of all cubes $C(\gamma), \gamma<G_{x}$, centered at points $x$ of $B$. As before, a sequence $\left\{C_{k}\right\}$ of these cubes covers $B$ and is such that

$$
\begin{equation*}
\sum_{k}\left|C_{k}\right| \leqq|B|+1 \tag{6.5}
\end{equation*}
$$

Let $\gamma_{k}$ be the side of $C_{k}(k=1,2, \cdots)$.
The sequence $\left\{f\left(B C_{k}\right)\right\}$ covers $f(B)$. Further $\delta\left[f\left(B C_{k}\right)\right]<\alpha$ by (6.2); and

$$
\sum_{k} \delta\left[f\left(B C_{k}\right)\right]^{8}<\epsilon \sum_{k} \gamma_{k}^{q s} /(|B|+1) \leqq \epsilon \sum_{k}\left|C_{k}\right| /(|B|+1) \leqq \epsilon
$$

by (6.4) and (6.5), since $\gamma_{k} \leqq 1$ by construction, $q s \geqq m$ by hypothesis and $\left|C_{k}\right|=\gamma_{k}^{m}(k=1,2, \cdots)$. Hence $f(B)$ is an $s$-null set.
7. Case II: $m>n$. We prove Theorems 7.1 and 7.2.

Theorem 7.1. Let $A$ be the set of critical points of rank $r$ of the map (1.1). Then $f(A)$ is an $n$-null set if $q \geqq(m-r) /(n-r), m>n$.

Proof. If $r=0$ the theorem reduces to Theorem 6.1 with $s=n$.
Suppose that $0<r<n$. To prove that $f(A)$ is an $n$-null set we shall show that there is a neighborhood $N$ of each point of $A$ such that $f(N A)$ is an $n$-null set.

Consider a point $x_{0}$ of $A$. Introduce the change of variables of $\S 3$ and consider the map $(3.2,3.3)$ in a closed neighborhood $\bar{N}$ of $u_{0}$. Regard $u^{1}, \cdots, u^{r}$ as parameters for each permissible set of values of which (3.3) defines a map of the ( $m-r$ )-space ( $u^{r+1}, \cdots, u^{m}$ ) into the ( $n-r$ )-space $\left(y^{r+1}, \cdots, y^{n}\right.$ ). For each $\left(u^{1}, \cdots, u^{r}\right)$ let $\mathfrak{M}^{*}$ be the functional matrix of (3.3). Then $\mathfrak{M}^{\prime}$ is of rank $r$ if and only if $\mathfrak{M}^{*}$ is of rank zero.

Thus if $\left(u^{1}, \cdots, u^{m}\right)$ is a critical point of $(3.2,3.3)$ of rank $r$, then $\left(u^{r+1}, \cdots, u^{m}\right)$ is a critical point of (3.3) of rank zero for the values $u^{1}, \cdots, u^{r}$ of the parameters. But for each set of values of the parameters, the critical points of (3.3) of rank zero map into an $(n-r)$-null set, by Theorem 6.1 and hypothesis.

Let $B$ be the set of critical points of $(3.2,3.3)$ of rank $r$ in $\bar{N}$. The cross-section of $F(B)$ for each $\left(y^{1}, \cdots, y^{r}\right)$ is thus an $(n-r)$-null set. Further $F(B)$ is closed and therefore measurable. Hence $F(B)$ is an $n$-null set by the theorem of Fubini.

Theorem 7.2. If $m>n$ the critical values of the map (1.1) constitute an $n$-null set providing that $q \geqq m-n+1$.

Proof. Apply Theorem 7.1 with $r=0,1, \cdots, n-1$. For these values of $r, m-n+1 \geqq(m-r) /(n-r)$.
8. The hypothesis on $q$ in Theorem 7.2 cannot be weakened. Let $W\left(x^{1}, \cdots, x^{t}\right)$ be a function of $t$ variables, $x^{1}, \cdots, x^{t}$, of class $C^{t-1}$, which takes on every value from 0 to 1 on a Jordan arc of critical points $(t \geqq 2)$. H. Whitney has constructed such a function. ${ }^{11}$ Consider the map

$$
\begin{align*}
& y^{1}=W\left(x^{1}, \cdots, x^{m-n+1}\right), \quad y^{a}=x^{m-n+a},  \tag{8.1}\\
& \quad a=2,3, \cdots, n ; m>n,,^{12}
\end{align*}
$$

in the unit cube. The map (8.1) is of class $C^{m-n}$, but the critical values of (8.1) do not constitute an $n$-null set. Indeed the set of critical values of (8.1) is the unit cube and is thus of $n$-dimensional measure 1 .
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