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We investigate the usefulness of a frozen-density embedding scheme within density-functional
theory fJ. Phys. Chem.97, 8050 s1993dg for the calculation of solvatochromic shifts. The
frozen-density calculations, particularly of excitation energies have two clear advantages over the
standard supermolecule calculations:sid calculations for much larger systems are feasible, since the
time-consuming time-dependent density functional theorysTDDFTd part is carried out in a limited
molecular orbital space, while the effect of the surroundings is still included at a quantum
mechanical level. This allows a large number of solvent molecules to be included and thus affords
both specific and nonspecific solvent effects to be modeled.sii d Only excitations of the system of
interest, i.e., the selected embedded system, are calculated. This allows an easy analysis and
interpretation of the results. In TDDFT calculations, it avoids unphysical results introduced by
spurious mixings with the artificially too low charge-transfer excitations which are an artifact of the
adiabatic local-density approximation or generalized gradient approximation exchange-correlation
kernels currently used. The performance of the frozen-density embedding method is tested for the
well-studied solvatochromic properties of then→p* excitation of acetone. Further enhancement of
the efficiency is studied by constructing approximate solvent densities, e.g., from a superposition of
densities of individual solvent molecules. This is demonstrated for systems with up to 802 atoms. To
obtain a realistic modeling of the absorption spectra of solvated molecules, including the effect of
the solvent motions, we combine the embedding scheme with classical molecular dynamicssMDd
and Car-Parrinello MD simulations to obtain snapshots of the solute and its solvent environment, for
which then excitation energies are calculated. The frozen-density embedding yields estimated
solvent shifts in the range of 0.20–0.26 eV, in good agreement with experimental values of between
0.19 and 0.21 eV. ©2005 American Institute of Physics. fDOI: 10.1063/1.1858411g

I. INTRODUCTION

Solvatochromism denotes the shift of absorption or
emission bands of solutes in solvents of different polarity.1–3

These shifts are caused by a different stabilization of ground
and excited states by the solvent within the Franck–Condon
region, i.e., without a reorientation of the solvent molecules
upon absorption or emission. In recent time, several attempts
have been made to model the solvatochromic shifts of simple
compounds such as acetone,4,5 triazines or tetrazines,6–8 sol-
vatochromic organic dyes,9–11 or transition metal
compounds12–15with different explicit or implicit models for
the solvent.

While implicit models, i.e., continuum solvation models,
are quite successful to describe nonspecific effects, such as
dielectric medium effects,16–18explicit models are needed for
describing specific solvent effects, e.g., hydrogen bonding.

An efficient example for explicit models are quantum
mechanics/molecular mechanicssQM/MM d Car–Parrinello
molecular dynamicssCPMDd schemes19 in combination with
TDDFT or restricted open-shell Kohn–Sham calculations as
presented in Refs. 5 and 11. A fully quantum mechanical
treatment of the solvent is, in principle, possible using
CPMD, with a subsequent TDDFT calculation of excitation
energies for snapshots of the simulation, as has been demon-
strated fors-tetrazine6 or acetone.20,21 In these calculations,
however, the problem of spurious or artificially too low
charge-transfersCTd excitations22–24 at low energies within
TDDFT makes it cumbersome to determine the actual exci-
tations of interest6 although at least the problem of solute
→ solvent excitations could be partially removed by includ-
ing Hartree–Fock exchange in the exchange-correlation
potential.21,25 This problem is related to the fact that the dif-
ference between the true excitation energy for a CT excita-
tion over a long distance and the corresponding TDDFT re-
sult is fin the adiabatic local-density approximationsLDA d
approximationg essentially24
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DA = eA
− − eA, s1d

where eA
− is the energy of the highest occupied molecular

orbital sHOMOd of the anionic acceptor fragment, whileeA

is the energy of the lowest unoccupied molecular orbital
sLUMOd of the neutral acceptor fragmentscf. Ref. 24d. As
will be explicitly demonstrated in this study, the problem
becomes the more severe, the more solvent molecules are
involved, making the supermolecule calculations practically
impossible. Even in those cases, where supermolecule calcu-
lations are still possible, it may be very difficult to extract the
properties of the solvated molecule.26

The orbital-free embedding formalism, in which the
electron density of the embedded system is obtained from
Kohn–Sham-like one-electron equations in the field of a
“frozen” environment densitysKohn–Sham approach with
constrained electron density, KSCEDd,27 and its time-
dependent response generalization28 can be of great value in
this context: Nosor only a fewd solvent molecules are ex-
plicitly considered in terms of their orbitals, so that nosor
only a fewd spuriously low excitations occur. Still, the full
effect of the solvent molecules’ density on the potential is
included. Therefore, the KSCED embedding offers the pos-
sibility to describe both specific solvent effects, since the
structure of the solvent is explicitly modeled, and general,
non-specific solvent effects since its efficiency allows to in-
clude a large number of solvent molecules. Its ability to
model hydrogen-bonding induced shifts of excitation ener-
gies has recently been demonstrated for nucleic acid base
pairs.29 An alternative method is used in Refs. 30 and 31,
which explicitly takes the full system into account during the
self-consistent-field resultssSCFd steps, but restricts the or-
bital space in the TDDFT step to those orbitals important for
the solute. Our method uses the frozen-density embedding
during the SCF procedure, enabling very large environments
to be treated, see below.

The aim of this study is to elucidate the advantages and
disadvantages of replacing the explicit treatment of solvent
molecules in supermolecule calculations by the frozen-
density approach in the KSCED embedding, and to investi-
gate its ability to efficiently model solvatochromic shifts by
performing TDDFT calculations for systems with many sol-
vent molecules for many configurations. As an example, we
choose the solvent shift of then→p* excitation of acetone in
water, since it represents a benchmark for methods to model
solvatochromic shifts. Many experimental32–36 and theoreti-
cal studies4,5,21 for this system have been carried out so that
reliable reference data are available. This solvent shift has
been calculated in Ref. 4 using dielectric continuum models
and explicit, polarizable molecular solvent models in a
QM/MM scheme. In that work, a solvent shift of
+0.23±0.04 eV in water was calculated using the latter,
while the continuum models led to much worse results. The
experimental shift is between 0.19 and 0.21 eV.32–36A recent
QM/MM simulation5 using the restricted open-shell Kohn–
Sham approach for the QM part led to a solvent shift of
+0.25 eV in water. An entirely quantum mechanical CPMD

simulation21 with a small periodic box of one acetone mol-
ecule and 14 water molecules resulted in an approximate
solvent shift of 0.206 eV.

This work is organized as follows. In Sec. II a brief
introduction into the theoretical background of frozen-
density KSCED calculations in combination with linear re-
sponse TDDFT calculations is given. Methods for further
approximations for an efficient calculation of solvent elec-
tron densities are studied in Sec. III. A comparison of
KSCED embedding excitation energies with supermolecule
calculations, which elucidates the problem of identifying in
the supermolecule calculations valence excitations among
the CT excitations from water lone-pair orbitals to the ac-
etonep* is carried out in Sec. IV. In Sec. V finally, we use
statistical averaging over the solvent molecule motions, ap-
plying the frozen-density embedding on snapshots from
sCPdMD simulations, in order to obtain a complete simula-
tion of then→p* solvent shift of acetone in water.

II. METHODOLOGY

In the orbital-free embedding formalism27 the electron
density of the embedded subsystemsrId in a given micro-
scopic environment, which is represented by means of the
frozen electron densitysrIId and a set of nuclear charges
sZAII

d at the corresponding positionssRAII
d, is derived from

Kohn–Sham-like one-electron equations. The effective po-
tential in these equations is derived from the requirement that
the total densityrtotal=rI +rII of the system is obtained,
which minimizes the total energy, from an optimization pro-
cess in which the environment densityrII is kept frozen. On
the assumption that the complementaryrI is positive definite,
and is noninteractingvs representable, one can derive KS-
type equations in which the effect ofrII is folded into the
effective potential for therI system. We refer to this effective
potential and the corresponding equations as KSCED. The
KSCED effective potential contains the same terms as the
isolated system I would—kinetic energy operator and
nuclear attraction, electron Coulomb, and exchange-
correlation potentials—plus an additionalsembeddingd com-
ponent which reads

Vemb
eff fr ,rI,rIIg = o

AII

−
ZAII

ur − RAII
u
+E rIIsr 8d

ur 8 − r u
dr 8

+ UdExcfrg
dr

U
r=rI+rII

− UdExcfrg
dr

U
r=rI

+ UdTsfrg
dr

U
r=rI+rII

− UdTsfrg
dr

U
r=rI

, s2d

where we may also write the kinetic part of the potential as
the functional derivativedTs

nadfrI ,rIIg /drI of the nonadditive
kinetic energy functional,

Ts
nadfrI,rIIg = TsfrI + rIIg − TsfrIg − TsfrIIg. s3d

The functionalsExcfrg, andTsfrg are defined in the Kohn–
Sham formulation of DFT. The above system-independent
form of the effective embedding potential was introduced
using the subsystem formulation of density-functional theory
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introduced originally by Cortona.37 The exchange-correlation
component of the effective potential is approximated using
the PW91 exchange-correlation functional. The simplest ap-
proximation for the kinetic energy functional, corresponding
to the local-density approximation in KS-DFT, is the
Thomas–Fermi functional,

Ts
TF = CTFE r5/3dr . s4d

The choice of the kinetic energy functional is of great impor-
tance for the performance of the model. An analysis of dif-
ferent approximations for this functional is given in Refs.
38–40. For the construction of these functionals, the sugges-
tion of Lee, Lee, and Parr41 to use similar analytical forms
for kinetic energy and exchange energy functionals is applied
there,

Exfrg < Ex
GGA =E f„rsr d,u ¹ rsr du…dr s5d

=− CxE r4/3sr dF„ssr d…dr , s6d

and

Ts
GGAfrg = CFE r5/3sr dF„ssr d…dr , s7d

where Cx=s3/4ds3/pd1/3, CF=s3/10ds3p2ds2/3d, and s
= u¹ru / s2rkFd, with kF=s3p2rd1/3.

Studies39,42of the accuracy of various approximations to
Ts

nadfrI ,rIIg in the case of weakly overlapping pairs of elec-
tron densitiesrI ,rII showed that the most accurate nonaddi-
tive kinetic energy functionalsand the associated functional
derivatived has the same analytic form of the enhancement
factor Fssd as the exchange functional of Perdew and Wang
ssee Ref. 43d but it is reparametrized for the kinetic energy
by Lembarki and Chermette.44 Its complete form reads

FLC94ssd =
1 + 0.093 907sarcsinhs76.32sd + s0.266 08 − 0.080 9615e−100s2

ds2

1 + 0.093 907sarcsinhs76.32sd + 0.577 673 10−4s4 . s8d

Equationss3d, s7d, and s8d lead to the nonadditive kinetic
energy functional used also in this work, dubbed PW91k.

The time-dependent response formulation of the KSCED
scheme is given in Ref. 28. Using the orbitals and eigenval-
ues from the KSCED equations, the only additional require-
ment for the TDDFT-KSCED calculations is the adaptation
of the exchange-correlation kernelsfor systemAd, which
now also contains a Thomas–Fermi component.

We will compare below the TDDFT-KSCED calcula-
tions of the excitation energies of a solute molecule employ-
ing the frozen-density representation of the solvent environ-
ment to supermolecule calculations. The supermolecule
results, however, do not provide a rigorous benchmark for
the KSCED calculations for the following reasons.sid The
nonadditive part of the kinetic energy is represented by some
density functional for the kinetic energy, while in supermol-
ecule calculations, as in all regular KS calculations, such a
functional is not needed. So there are essential differences in
the density-functional treatment of the kinetic energy in the
supermolecule and the KSCED calculation, precluding exact
comparison.sii d We did not include basis functions on sys-
tem II atoms in our calculations for the embedded molecule,
i.e., its density is localized in the embedded part only. The
effect may be slight, but exact equality of supermolecule and
embedded calculations would require complete basis set
flexibility in the rI calculations also in therII region. siii d
Differences also arise from our use in most cases of different
exchange-correlation potentials for the frozen and the em-
bedded density. The frozen density can be constructed in
various ways, where computational efficiency is an impor-
tant consideration. The TDDFT calculations on the embed-
ded molecule, however, always employ our most advanced

KS potential, the “statistical averaging ofsmodeld orbital po-
tentials” sSAOPd potential, for most accurate excitation en-
ergies. We have, thus, chosen a pragmatic approach, which is
most appropriate for the system under study here; the used
embedding potential was shown to be the most adequate for
the case of two subsystems for which the overlap between
the corresponding densities is weak. The fact that the super-
molecule calculations are not strictly a benchmark for the
embedded calculations should be kept in mind, see also ear-
lier work.38,39,42,45

All density-functional calculationssapart from the
CPMD calculationsd have been performed using the Amster-
dam density functionalsADFd package.46,47 We employ the
Becke–Perdew functional, dubbed BP86,48,49 in combination
with the TZP basis set, a triple-z basis with one set of polar-
ization functions, from the ADF basis set library46 for struc-
ture optimizations. The SAOP potential50–52 is used with the
TZP basis set to calculate vertical TDDFT excitation ener-
gies, since it is well suited for describing both valence and
Rydberg excited states; this is in contrast to normal general-
ized gradient approximationsGGAd potentials, which intro-
duce additional problems by artificially placing Rydberg ex-
citations at much too low energies.53 Comparisons with
calculations using the larger QZ3P-1DIFFUSE basis set,
which is of quadruple-z quality and contains three sets of
polarization functions as well as additional diffuse functions,
showed that the excitation energies of the transitions inves-
tigated in this study change by only 0.03–0.06 eV compared
to the TZP basis.

For classical MD simulations, we employed the general
Amber force fieldsGAFFd54 and the TIP3P water model55

using theTINKER package56,57 to run the calculations. The
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CPMD simulations were performed with the projector aug-
mented wavesPAWd package58 using the BLYP exchange-
correlation functional.48,59

III. CONSTRUCTION OF THE FROZEN ENVIRONMENT
DENSITY

Since a realistic modeling of solvent effects requires that
a large number of surrounding water molecules is taken into
account, we wish to perform the calculation of the frozen
environment density as simply as possible. For this purpose,
we tested different construction methods for the solvent den-
sity for two different systems. The first test system is an
energy-minimized cluster of acetone with two water mol-
ecules, while the second is a much larger cluster of acetone
with 52 water molecules, which was obtained as an arbitrary
snapshot from a classical MD simulation as explained in Sec.
V. Note that here and in the following section, all water
molecules are included in thefrozen environmentsystem, if
not explicitly stated otherwise, in order to establish well-
defined conditions for the calculation.

For both systems we employed different constructions of
the solvent electron density. A fully consistent calculation
would require to use the SAOP potential, which we use to
calculate the vertical excitation energies of the embedded
molecule, also for the construction of the solvent density. For
comparison, we also tested the much simpler local-density
approximation in this preparation step. As a further param-
eter, we tested different values for the SCF convergence pa-
rametersconv in the construction of the frozen density. In our
study, convergence is considered reached if the maximum
element of the commutator of the Fock matrix with the den-
sity matrix used to construct this Fock matrix falls below
sconv and the norm of the matrix below 10sconv. Besides the
default value ofsconv=1E−6, we also tested larger values of
up to sconv=0.5 for both systems. We note that an “exact”
KSCED calculation, including for instance basis functions in
the full environment system to describe any change ofrII

towardsrtotal in this region, ought to correct automatically
for differences in the frozenrII density. Since our KSCED
calculations are not exact, the different construction methods
imply slightly different approximations, the effect of which
we are testing in Table I.

Excitation energies are given in Table I for two valence
excitations of acetone, the experimentally knownn→p* ex-
citation and as→p* excitation with very low oscillator
strength, which is not known from experiment. The latter is
included because it shows a large shift in the calculations,
and is therefore instructive for the comparison of Kohn–
Sham supermolecule and the frozen-density embedding cal-
culations in Sec. IV.

The results of Table I show that differences between
SAOP and LDA densities for the environment are almost
negligible: They are between 0.003 and 0.005 eV for a given
SCF convergence parameter. Furthermore, it can be seen that
even the lowest tested convergence parameter still leads to
acceptable results in the KSCED-TDDFT calculation. For
the determination of the solvent shifts of acetone presented
in Sec. V, and the study of the effect of the number of water
molecules on the spectrum in Sec. IV we chose a parameter

of sconv=0.1, which resulted in deviations not larger than
0.007 eV for all our tests. This is much smaller than the
expected solvent shift. The calculated oscillator strengths are
in similarly good agreement.

In another tests“mol. frags.” in Table Id we used the
density obtained from a superposition of densities of indi-
vidual solvent molecules as a guess for the density of the full
system of solvent molecules. First, for each solvent molecule
swhich all may have different O–H bond lengths and H–O–H
anglesd an SCF calculation is performed to obtain the den-
sity. Taking just the sum of these fragment densities as frozen
environment density is labeled “sumf.” in Table I. We also
used this superposition to construct the Coulomb and
exchange-correlation potentials of the KS operator, con-
structed a Fock matrix for the full environment system with
these operators, and performed one diagonalization to obtain
approximate orbitals and density of the full frozen system
s“diag.” in Table Id. The latter is the default for all following
discussions. Note that these calculations are not carried out
with the SAOP potential, since this potential always requires
an intermediate step to construct the orbitals and the density
of the system before setting up the potential and the Fock
matrix.

The results employing molecular fragment densities are
very encouraging with errors smaller than 0.006 eV for the
density after one Fock matrix diagonalization, and slightly
higher errors for the simple sum of fragment densitiessabout
0.008 eV for then→p* transition, and about twice as much

TABLE I. Excitation energiessSAOP/TZP; in units of eVd of the n→p*

ands→p* valence excitations of acetone in water using the QM/QM em-
bedding scheme for clusters with two water moleculessoptimized structured
or 52 water moleculessstructure from arbitrary snapshot of a MD simula-
tiond. sN.B. Due to the different structures, the 2 H2O and 52 H2O results
are not comparable.d For the preparation of the frozen densities, either
SAOP/TZP and LDA/TZP stwo water moleculesd or SAOP/DZ and
LDA/DZ s52 water moleculesd were applied in combination with different
SCF convergence parameterssconv ssee text for explanationd. Additionally,
approximate densities from superpositions of molecular fragmentss“mol.
frags.”d, either taking the sum of the fragment densitiess“sumf.”d or the
density obtained after one diagonalization of the Fock matrix based on these
fragment densitiess“diag.”d are employed.

sconv

2 H2O 52 H2O

SAOP LDA SAOP LDA

n→p* 1.0E−6 4.7841 4.7873 4.8263 4.8215
1.0E−3 4.7841 4.7873 4.8263 4.8215
1.0E−1 4.7841 4.7870 4.8274 4.8222
2.0E−1 4.7841 4.7878 4.8274 4.8222
5.0E−1 4.7739 4.7705 4.8300 4.8227

Mol. frags. ssumf.d ¯ 4.7943 ¯ 4.8171
Mol. frags. sdiag.d ¯ 4.7837 ¯ 4.8249

s→p* 1.0E−6 7.2819 7.2906 7.2118 7.2196
1.0E−3 7.2819 7.2907 7.2118 7.2196
1.0E−1 7.2815 7.2909 7.2082 7.2174
2.0E−1 7.2815 7.2904 7.2082 7.2174
5.0E−1 7.2948 7.3157 7.2029 7.2182

Mol. frags. ssumf.d ¯ 7.2822 ¯ 7.2363
Mol. frags. sdiag.d ¯ 7.2944 ¯ 7.2141
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for the s→p* transitiond. This is particularly important
since the bottleneck in the calculation of excitation energies
within the KSCED approach for very large frozen systems is
the SCF to prepare the frozen density. This shows the usual
N3 DFT scaling behavior with the system sizeN, unless the
environment system becomes so large that one enters the
linear scaling regime.60 The use of molecular fragments re-
sults in a scaling behavior proportional toN with a very
small prefactor in the preparation of the density, since one
small SCF calculation for each solvent molecule is required
splus the superposition stepd. Using a “rigid molecule” ap-
proach ssee Sec. IV Cd, in which the density is calculated
only for a limited number of different solvent molecule
structures, of which copies are then used to construct the
density of outer solvation shells, the preparation of the fro-
zen density requires a constant computational effort, irre-
spectively of the number of solvent moleculessnot consider-
ing the superposition stepd.

IV. CONVERGENCE WITH THE SIZE OF THE H2O
CLUSTER

The CPMD method will be used in Sec. V to model the
solvent shift by a statistics using many solvent configurations
from a CPMD run. For the TDDFT calculations using these
snapshot configurations within the QM/QM embedding
scheme we have to use a cluster ansatz, since our TDDFT
implementation does not allow to use periodic boundary con-
ditions.

In order to investigate the convergence of the excitation
energies of acetone with respect to the size of the solvation
shell, we calculated the lowest excitations for acetone and
acetone embedded in clusters of water molecules of increas-
ing size. All structures employed here are substructures of a
particular snapshot from a CPMD simulation as explained in
Sec. V. Calculations were performed for the isolated acetone
molecule in the structure from the snapshot, and for acetone
in structures with 2, 5, 10, 20, 57, and 88 water molecules.
For the largest system with 88 water moleculess274 atoms,
including acetone; shown in Fig. 1d, we used a simplified
density obtained as a superposition of molecular densities as
explained in Sec. IIIsscheme “diag.”d. In order to estimate
the effect of this approximation for the current snapshot, we
used this simplified method also in an additional calculation
on the cluster with 57 water molecules, and similar to the
observations in Sec. III, this hardly affects the results.

For each of these clusters, excitation energies were cal-
culated in three different ways:sAd A TDDFT supermolecule
calculation for the whole system was performed,sBd a
TDDFT calculation for the acetone molecule and the two
nearest water molecules, which are bound via hydrogen
bonds to the carbonyl oxygen, is carried out, whereas the
effect of the additional water molecules is included via the
KSCED frozen-density embedding, andsCd a TDDFT calcu-
lation for the acetone molecule only is performed in which
the effect of all water molecules is included via the KSCED
frozen-density embedding. For the largest clusters with 57 or
88 water molecules, we only present calculations of type B
and C, since supermolecule TDDFT calculations for such

large systems are hardly feasible, and more important, the
long-range CT problem of TDDFT would introduce an enor-
mously large number of artificially low excitations as will be
shown below. We used the LDA and a double-z sDZd basis
set as implemented in ADFsRef. 46d to obtain the frozen
density of the solvent molecules. For better comparability,
the DZ basis set was also used for solvent molecules in
schemes A and B. Results are given for then→p* and s
→p* excitations of acetone. All excitation energies are pre-
sented in Table II, the corresponding shifts with respect to

TABLE II. Excitation energiessSAOP/TZP/DZ, LDA/DZ for the frozen
part; energies in units of eVd of the n→p* ands→p* valence excitations
of acetone in water using the QM/QM embedding scheme for a snapshot
from a CPMD simulation, from which subsystems with different numbersn
of water molecules have been extracted. Scheme A, supermolecule calcula-
tions; scheme B, the two nearest water molecules are included in the em-
bedded system, the othern−2 water molecules are frozen; scheme C, all
water molecules are frozen. We also show the values for the optimized
isolated structure for comparison. For the largest cluster withn=88, the
frozen density was constructed as a superposition of molecular densities, see
text. For the cluster withn=57, both methods to construct the density are
compared.

n→p* s→p*

n A B C A B C

0 sopt.d 4.58 ¯ ¯ 7.56 ¯ ¯

0 4.45 ¯ ¯ 7.40 ¯ ¯

2 4.57 4.57 4.69 7.09 7.09 7.15
5 4.50 4.54 4.68 7.16 7.15 7.22
10 4.60 4.66 4.74 7.20 7.13 7.22
20 4.71 4.68 4.78 7.19 7.20 7.25
57 ¯ 4.72 4.78 ¯ 7.14 7.24
57 smol. frags, diag.d ¯ 4.72 4.79 ¯ 7.15 7.24
88 smol. frags, diag.d ¯ 4.71 4.78 ¯ 7.26 7.28

FIG. 1. Example structure of acetone and its 88 nearest water molecules as
obtained from a CPMD simulation, substructures of which have been used
for a comparison ofspartlyd frozen-density embedding and supermolecule
calculations.
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the optimized structureof the isolateds“gas phase”d acetone
molecule are shown in Table III. These shifts cannot directly
be used in a comparison to experiment; a statistical averag-
ing over many snapshots from asCPdMD simulation is nec-
essary for this purpose, see Sec. V.

A. Charge-transfer excitation problem

As has been explained in Sec. II, the supermolecule cal-
culations are not directly comparable to the embedding cal-
culations presented here. Nevertheless, it has been shown in
Ref. 29 that a very good agreement between supermolecule
and embedding calculations can be achieved for systems
with hydrogen bonds. Comparing embeddingsscheme Cd
and supermolecule calculationssscheme Ad in our case, how-
ever, reveals differences ranging from 0.02 to 0.18 eV. With
one exception, the results obtained with two explicitly non-
frozen water moleculessscheme Bd are in better agreement
with the supermolecule Kohn–Sham calculations than
scheme C, the deviations being between 0.01 and 0.07 eV.
Typically, the agreement between calculations withspartlyd
frozen environment and supermolecule calculations im-
proves if a polarization of the frozen density is allowed by
performing freeze-and-thaw cycles.38 In our case, however, a
relaxed density in the calculationsscheme Cd for the cluster
with two water moleculesincreasesthe energy of then
→p* excitation from 4.69 to 4.73 eV, and for the cluster
with 57 water molecules from 4.78 to 4.84 eV, so that the
differences are getting even larger. We will explain in the
following why the supermolecule and embedding calcula-
tions do show these disagreements, and why the embedding
calculations are more appropriate for the system under study.

We cannot consider the supermolecule calculations of
scheme A as the benchmark values by which to judge the
embedding scheme; serious practical problems arise in the
identification of certain excitations ifspart ofd the water mol-
ecules are included in the nonfrozen regionsi.e., particularly
in scheme A, but to a certain extent also in scheme Bd: In
many cases, there is anOswaterd→p* charge-transfer excita-
tion from one of the explicitly included water molecules to
the p* orbital of the acetone, which is apparently too low in
excitation energyscf. the discussion in Refs. 20 and 21d. This
is one instance of the well recognized problem of too low
charge-transfer excitations in TDDFT calculations with the

standard LDA or GGA exchange-correlation kernels.22–24 If
only two nonfrozen water molecules are usedsscheme Bd, it
is easily possible to identify then→p* excitation, but in
some cases, there is already a pronounced mixing between
different molecular orbitalsMOd contributions to these tran-
sitions, and also some mixing between lone pairs of the car-
bonyl oxygen with those of nearby water oxygens. For the
supermolecule calculation in scheme A this mixing is even
worse. In order to analyze this problem, we have calculated
the overlap of smodifiedd transition densities, based on
TDDFT solution vectors for the system in which water mol-
ecules are included in the nonfrozen partsscheme A or Bd,
with those of the corresponding reference calculations of ei-
ther the isolated molecule or the fully embedded molecule
sscheme Cd. This overlap can be used as a criterion to deter-
mine the excitation of interest within the dense manifold of
excitations obtained, in particular, in the supermolecule cal-
culation. The overlapSAA8

td for excited statesA andA8 of the
two different systems is calculated in terms of those atomic
orbital sAOd contributions which are present in both systems,

SAA8
td = o

mnl8r8

Xmn
AO,AXl8r8

AO,A8Sml8
AO Snr8

AO, s9d

where m ,n ,l8 ,r8 label atomic basis functions for the
spartlyd explicitly solvated systemsunprimedd and the refer-
ence systemsprimedd. The sum is over only those basis func-
tions present in both calculations.Sml8

AO are overlap integrals
over AO basis functions for the two different systems,

Xmn
AO,A = o

i,r
Xir

MO,Acmicnr s10d

are the TDDFT solution vectors transformed to the AO basis,
andcmi are the MO coefficients for occupiedsid and unoccu-
pied srd orbitals. This approach is very similar to the identi-
fication of states with similar electronic character used to
define a diabatizing scheme in Refs. 61 and 62. This leads to
a quantitative measure of the similarity between two excita-
tions in cases of mixings between MOs and MO contribu-
tions to these excitations.

If we take the substructure with two water molecules as
an example, we find—because of the particular orientation
between water and acetone—a pronounced mixing between
the carbonyl-oxygen lone pairs and the lone pairs of the
neighboring water-oxygen atoms, so that there are three MOs
with considerable character of the carbonyl oxygen lone pair,
which is the highest occupied molecular orbital for isolated
acetone. In the embedding calculationsscheme Cd, however,
no such mixing can occur. In the latter case, there is one
excitation which has an overlapStd with the n→p* excita-
tion for the isolated molecule of 0.998, i.e., the embedding
causes no problem with respect to the labeling asn→p* .
However, then→p* excitation in the supermolecule calcu-
lation sscheme Ad shows a pronounced mixing with
nsOH2d→p* excitations, so that the overlap with the iso-
lated molecule excitation is only 0.909, which corresponds to
a contribution of only 82.6%. On the other hand, there is an
additional excited state at 5.29 eV with a 9.1% contribution

TABLE III. Shifts in the excitation energies compared to the optimized
structure of isolated acetone, calculated from the excitation energies ob-
tained with schemes A, B, and C shown in Table II.

n→p* s→p*

n A B C A B C

0 −0.13 ¯ ¯ −0.16 ¯ ¯

2 −0.01 −0.01 +0.11 −0.47 −0.47 −0.41
5 −0.08 −0.04 +0.10 −0.40 −0.41 −0.34
10 +0.02 +0.08 +0.16 −0.36 −0.43 −0.34
20 +0.13 +0.10 +0.20 −0.37 −0.36 −0.31
57 ¯ +0.14 +0.20 ¯ −0.42 −0.32
57 smol. fragsd ¯ +0.14 +0.19 ¯ −0.41 −0.32
88 smol. fragsd ¯ +0.13 +0.20 ¯ −0.30 −0.28
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of the “isolated”n→p* excitationsi.e., an overlap of 0.302d
and several others with smaller contributions.

This indicates that there arises an ambiguity in the com-
parison of excitation energies from embedding with super-
molecule calculations. The supermolecule TDDFT calcula-
tion produces mixings with other MO contributions, which
are similar in energy. While this is, in principle, a physical
effect that should be included in the calculation, it becomes
unphysical in the present example, since the additional exci-
tations areartificially too low in energy because of the prob-
lem of TDDFT to deal with CT excitations. Solvent to solute
transitions should not occur at this low energy and therefore
should not interfere with then→p* excitation, as indeed
they cannot in the embedding calculation.

This problem becomes more obvious from the graphical
representation of the excitation energies for the water clus-
ters shown in Fig. 2sscheme Ad, 3 sscheme Bd, and 4
sscheme Cd. While scheme C only produces the interesting
intrasolute excitations, so that the two valence excitations
under study here are always among the lowest four excita-

tions, scheme B already incorporates some excitations from
solvent orbitals at low energies, but still the two excitations
of interestsn→p* ands→p*d can always be found among
the lowest ten excitations. The additional low-lying excita-
tions found here concern mainly excitations from oxygen
lone pairs of the nonfrozen water molecules to orbitals of
acetone, e.g.,nsOH2d→p* excitations. The two additional
excitations for the isolated molecule below 7.5 eVsFig. 4d
are of Rydberg type; they are pushed to higher energies by
interaction with the solvent molecules. In scheme A, it gets
more and more complicated, with increasing number of wa-
ter molecules, to identify the interesting excitations: For the
largest cluster considered in a supermolecule calculations20
water moleculesd, the second valence transition cannot be
found among the lowest 150 excitations. Moreover, the mix-
ing of the spurious CT excitations with the solute excitation
leads to shifts in the excitation energy of the latter, impeding
the use of these supermolecule calculations as benchmark for
the embedding calculations.

B. Efficiency of the KSCED excitation energy
calculations

A major advantage of the frozen-density embedding lies
in the computational efficiency: A supermolecule calculation
of the 10 lowest excited states for the cluster with 20 water
molecules took 1340 CPU minutes on a SGI origin 3800,
while the corresponding embedding calculationsscheme Cd
took only 311 CPU minutes. In the frozen-density calcula-
tions, the time for the construction of the frozen-density in a
single-point calculation of the surrounding water molecules
is already included in the computational time. Besides the
fact that a TDDFT calculation is by far more expensive for
the supermolecule calculation anyway, the situation becomes
even worse since many more excited states have to be cal-
culated: with only 20 water solvent molecules then→p*

excitation is not among the 10 lowest excitations. An addi-
tional calculation of 150 excited states showed that it is the
20th excited state. This calculation took 5689 CPU minutes,

FIG. 2. Excited statessSAOP/TZP/DZd of acetone-water complexes with
different numbers of water molecules. All water molecules have been ex-
plicitly taken into account in the TDDFT calculationsscheme Ad. The
longer, dashed lines correspond to then→p* and s→p* valence
transitions.

FIG. 3. Excited statessSAOP/TZP/DZd of acetone-water complexes with
different numbers of water molecules. Two water molecules have been ex-
plicitly taken into account in the TDDFT calculationsexcept for the isolated
molecule calculationd, while all additional water molecules are included via
the QM/QM embedding schemesscheme Bd. The longer, dashed lines cor-
respond to then→p* ands→p* valence transitions.

FIG. 4. Excited statessSAOP/TZP/DZd of acetone-water complexes with
different numbers of water molecules. All water molecules are included via
the QM/QM embedding scheme in the TDDFT calculationsscheme Cd. The
longer, dashed lines correspond to then→p* and s→p* valence
transitions.
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about 18 times longer than the embedding calculation. And
still the s→p* valence excitation is not obtained.

Approximately 4760 CPU minutes were needed to solve
the TDDFT equations in this case, compared to about 125
CPU minutes in the embedding calculation. Thes→p* va-
lence excitation could finally be found in a supermolecule
calculation of the lowest 350 states as state no. 216, which
took 8517 CPU minutes. Within scheme B, 10 excited states
are enough to find both valence transitions, with a computa-
tional cost of 349 CPU minutes, of which 135 CPU minutes
were needed for the TDDFT part.

C. Convergence with the number of solvent
molecules

The data in Table III also allow to draw some conclu-
sions about the appropriate size of the solvation shell neces-
sary to converge the shifts in the excitation energies with
respect to the number of solvent molecules, and to determine
the importance of different factors on these shifts. We restrict
ourselves to a discussion of the calculations of scheme C
here, since supermolecule calculations of excitation energies
for the largest clusters could not be carried out and the exci-
tation energies are affected by the mixing with CT excita-
tions when nonfrozen water molecules are present; the cal-
culations according to scheme B with two nonfrozen waters
show the same general trend as the calculations with full
embedding, but in some cases, e.g., thes→p* excitation for
the n=20 cluster, they also show strong mixings.

For both valence excitations in this snapshot there is
already a pronounced effect on the excitation energies of just
the change of the structure of the acetone: For the isolated
acetone molecule with the structure from this snapshot, they
decrease by 0.13 eVsn→p*d or 0.16 eVss→p*d compared
to the optimized geometry of the isolated molecule. The first
two water molecules that are considered in the calculation
are bound to the carbonyl oxygen atom by hydrogen bonds.
They also have an important effect through their specific
interactions: The energy for then→p* excitation increases
by 0.24 eV, while for thes→p* transition it decreases by
0.25 eV. Further water molecules again cause a blueshift in
the excitation energies for both transitions by approximately

0.1 eV. While the excitation energies vary a lot for small
numbers of water molecules, the results do not show consid-
erable deviations between the calculations with 20 or 57 wa-
ter molecules. The latter structure was obtained by cutting a
spherical box with a radius of 8.0 Å from the smaller but
periodic box of the simulation; this approach was used for all
subsequent calculations in the statistical sampling. The addi-
tional test with the more approximate density and 88 water
molecules shows no change at all for then→p* excitation,
while a slight increase of less than 0.04 eV can be observed
for the s→p* excitation, which is very sensitive to solvent
effects anyway. It is instructive to see that there is a shift of
about 0.11 eV for scheme B when increasing the number of
water molecules from 57 to 88. Again, we attribute this to
mixings with excitations involving solvent molecule orbitals:
The contribution of then→p* excitation of the isolated sys-
tem to that of the system with 57 water molecules is only
52.6%, but it increases to 57.1% when the additional 31 wa-
ter molecules are included. This shows how sensitive these
mixings are with respect to slight changes in the orbitals of
the explicitly included water molecules.

Even larger numbers of molecules can be treated by this
method if, as an additional approximation, the same frozen
electron density is used for each water fragment, which ap-
pears to be reasonable, in particular, for those molecules
which are further away from the solute. A test for the cluster
with 88 water molecules described above, in which such a
rigid molecule approach for the outer 68 water molecules
was used, while the snapshot water structures were employed
for the 20 nearest water molecules, resulted in changes lower
than 0.003 eV for the valence transitions investigated here.
With this approach, and using a simple sum-of-fragments
density for the frozen part, we were able to extend the num-
ber of solvent molecules to 250. The excitation energies as a
function of the number of water molecules are shown in Fig.
5; the rigid molecule approach for the outer water molecules
as described above was used for all structures with more than
100 water molecules. These structures were obtained from
the same CPMD snapshot, which means that for the largest
clusters also acetone molecules in neighboring cells are in-
cluded in the frozen density. The maximum number of atoms

FIG. 5. Excitation energiessSAOP/TZP, LDA/DZ for
the frozen part; energies in units of eVd of the n→p*

valence excitations of acetone in water using the
QM/QM embedding scheme for a snapshot from a
CPMD simulation, from which subsystems with differ-
ent numbersn of water molecules have been extracted.
The frozen density in all cases was constructed as a sum
of densities of water fragments. For clusters with more
than 100 water molecules, rigid water molecules where
assumed for all but the 20 water molecules nearest to
the embedded acetone. For the largest clusters, the
numbern also includes some acetone molecules from
neighboring cells of the CPMD simulation.
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in this calculation is 802. Again, it can be seen that already
with 20 water molecules a plateau is reached, and the
changes with increasing numbers of water molecules are
very modest, i.e., in the order of 0.01 to 0.02 eV.

This discussion shows that the embedding calculations
have great advantages compared to normal Kohn–Sham cal-
culations in the context of solvent effects:sid The excitation
energies are not affected by mixings with spuriously too low
CT excitations from solvent to solutesor vice versad, sii d the
calculations are much more efficient, so that larger numbers
of water molecules can be described on a quantum chemical
footing, and siii d the interpretation of the results is much
easier, since only excitations within the embedded system are
obtained.

V. „CP…MD SIMULATIONS

The purpose of the calculations presented in Sec. IV was
a comparison of the frozen-density approach to supersystem
calculations, demonstrating the problem of the identification
of certain valence transitions among spuriously too low
charge-transfer excitations in the latter with increasing num-
bers of water molecules in the calculation. In order to de-
scribe the solvatochromic shifts, however, it is necessary to
work with a larger ensemble of solvent configurations for a
statistical analysis. We thus performed CPMD and classical
MD simulations of acetone in water; while snapshots taken
from the CPMD simulations are certainly more representa-
tive in terms of the structures obtained, the classical MD
simulations allow to use much larger periodic box sizes to
model the solvation, which is certainly necessary if this
method shall be applied to larger solvated molecules.

CPMD simulations have been carried out with the pro-
jector augmented wavesPAWd package58 using the BLYP
functional.48,59 For efficiency reasons, we employed deute-
rium isotopes for the hydrogen atoms. We used a fictitious
mass for the wave functions of 100 a.u., a time step of
6.5 a.u.s0.157 fsd, and a small friction on the wave functions
of 0.000 05. This has been tested to give good simulations of
liquid water. The cutoff for the plane-wave basis was 30 Ry
s408 eVd and 90 Rys1225 eVd for the charge density. The
simulation was performed with one acetone molecule and 31
water molecules in a periodic cubic box of 10.168 Å. A Nosé
thermostat with an oscillation frequency of 60 000 a.u. was
used to keep the temperature at 300 K. After equilibration
for 11 ps with more strongly coupled thermostats, the simu-
lation was prolonged for 8 ps. Every 36 fs, a snapshot for the
final statistics was takens220 in totald, while general analy-
ses are carried out with snapshots taken in intervals of 182 fs
s44 in totald.

Additionally, we employed a purely classical model for
acetone in water. Parameters from the GAFF54 force field
have been used for acetone, combined with scaled partial
charges from a Hirshfeld charge analysis for the isolated ac-
etone moleculesSAOP/TZPd. In order to verify this model,
we compared the results of our MD simulations with those of
the CPMD simulation with the same periodic box of
10.168 Å with one acetone molecule and 31 water mol-
ecules. The Oscarbonyld–Hswaterd and Oscarbonyld–

Oswaterd radial distribution functions from both simulations
are shown in Fig. 6. The partial charges for the acetone mol-
ecule have been uniformly scaled in order to obtain optimum
agreement of these radial distribution functionssscaling fac-
tor: 1.61d. With this classical model, we performed simula-
tions at 300 K of a periodic cubic box of 21.225 Å with 315
TIP3P water molecules and one acetone molecule. After a
structure optimization and an equilibration phase of 200 ps
swith 2.0 fs time stepsd, we carried out a simulation of 50 ps.
Every 2 ps, a snapshot of the box was taken.

In Fig. 6 the radial distribution functions around the car-
bonyl oxygen are compared. After scaling the partial charges
for the acetone molecule especially the first peaks are very
well reproduced by the classical MD simulations. This
means that the distances and the number of hydrogen bonds
to the acetone oxygen are correctly modeled. Minor differ-
ence is that the first peak in the Oscarbonyld–Hswaterd radial
distribution function has a bit of a tail and at longer distances
the peaks are slightly less pronounced. The orientation of the
hydrogen bonds around the carbonyl group is much less well
reproduced by the classical simulations. In the CPMD simu-
lations the hydrogen bonds are in the plane of the acetone
moleculesdihedral angles with the methyl groups: 0° ±30°d
with angles around 150°s±10°d with the CO bond. In the
classical simulations this chemical preference for certain

FIG. 6. Radial distribution functiongsrd and integral from a MD simulation
sGAFF/TIP3Pd in comparison to a CPMD simulation of the same system.
Top, Oscarbonyld–Hswaterd distribution function; bottom, Oscarbonyld–
Oswaterd distribution function.
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angles was not present at all. Naturally, this could affect the
solvent shift calculated from these structures.

For all following calculations, only the acetone molecule
was explicitly considered, while the density of all surround-
ing water molecules was frozensscheme Cd. Considering all
water molecules within a sphere with radiusr =8 Å as ex-
plained in Sec. IV, we obtained systems with between 50 and
61 water molecules from thesCPdMD snapshots, for which
we calculated vertical excitation energies using the SAOP
potential. A TZP basis set was used for acetone, while a DZ
basis set was used for the water molecules in the calculation
of the solvent density, which was obtained within the LDA.
Note that on average about 175 atoms are included in the
QM/QM TDDFT calculations.

The optical spectrumfsvd of acetone was calculated
through,25

fsvd =
1

Nc
o
i=1

nmax

o
j=1

Nc

f i
jdsvi

j − vd, s11d

whereNc is the number of solvent configuration snapshots
taken into account,nmax is the number of excitations consid-
ered for each configuration,vi

j is the vertical excitation fre-
quency for a particular state and configuration, andf i

j is the
corresponding oscillator strength.

There are different ways to extract the solvent shift from
the calculation, which are more or less well suited in the
present case. The simplest way is just to calculate the differ-
ence between average transition energiesEavg for the gas
phase and for the solvated moleculesso averaging over the
snapshot configurations without any weightingd. Another
possibility is to use approximate mean transition frequencies
sor the corresponding mean transition energiesEmted for a
particular excitationi, in which the vertical transition ener-
gies of the snapshots are weighed with the oscillator
strengthsscf. Ref. 21d,

kvil <
o j=1

Nc f i
jvi

j

o j=1

Nc f i
j

. s12d

These values are probably more appropriate because they
emphasize those parts of the spectrum with higher intensi-
ties. Experimentally, the solvent shifts are extracted by tak-
ing the positions of maximum intensity in the spectrum,
Emax, which can of course also be extracted from the spec-
trum simulation. In contrast toEmte, these values do not di-
rectly depend on the shape of an absorption band; symmetric
and nonsymmetric band shapes may still have the same
maximum position. However, taking the position of maxi-
mum intensity in the simulated spectrum is problematic as
long as the number of configurations is small, since single
solvent configurations accidentally leading to high oscillator
strengths can easily shift the maximum position consider-
ably. It has recently been observed30 that several thousand’s
of configurations might be necessary to model a complete
absorption band shape correctly. Therefore, theEmax values
are not very reliable if it is not feasible to sample such a
large number of configurations, and it seems more appropri-
ate in such a case to extract the maximum position of a

Gaussian fit to the simulated spectrum,Emax,fit. Hence, we
consider this last way the most appropriate choice in our
study for a comparison of our simulated data with the results
extracted from experiment.

We carried out general analyses with a small number of
snapshots for different ways to describe the solvent density.
For each of these approaches, we present the calculated en-
ergies and solvent shifts extracted with all four different
methods described above in Table IV. A gas phase CPMD
simulation for isolated acetone at 300 K resulted in a value
for Emax,fit of 4.4746 eV obtained from 300 snapshots of a
12 ps simulation timescompared to a vertical excitation en-
ergy of 4.58 eV for the optimized structured, and all other
ways to estimate the band maximum agree within 0.019 eV.
This estimate for the peak maximum is in very good agree-
ment with the experimental value of 4.48sRefs. 32 and 34d–
4.49 eV.33 Note that in the gas phase it is not possible to use
a conventional thermostat, so the temperature in this CPMD
simulation was kept constant by applying a very small nega-
tive friction to the atoms.

As a starting point for the solvation models, we used 44
solvent structures from the CPMD simulation as described
above. We first applied the default scheme to obtain the fro-
zen density, i.e., all water molecules were frozen, and the
density was obtain in an SCF calculation on the full set of
water molecules with a convergence criterionsconv=0.1 ssee
Sec. IIId. This results in solvent shifts between 0.2150sbased
on Eavgd and 0.2493 eVsbased onEmted, so that all shifts
agree within 0.034 eV. In order to show that the frozen den-
sity can also be constructed by a superposition of molecular
densities as described in Sec. III, we calculated the solvent
shifts for the same set of structures using this approach for
the density of the environment. The changes are very slight if
one explicit Fock-matrix diagonalization is carried out
s“diag.” in Table IVd, with solvent shifts between 0.2078 and
0.2419 eV. The deviations are slightly larger, but still accept-
ably small, with solvent shifts between 0.1995 and 0.2324, if
a simple superposition of water densities is performed
s“sumf.” in Table IVd. As a next test for the same set of
structures, we first calculated the density of the acetone mol-
ecule for each structure, which was then frozen to calculate a
relaxed density of the surrounding solvent. This relaxed sol-
vent density was then employed in an embedding calculation
for the acetone. The relaxed environment leads to solvent
shifts that are a bit higher, typically in a quite systematic way
by about 0.06 eV. This is a case where the maximum in the
simulated spectrum is “accidentally” too high, leading to an
anomalously large shift of 0.3920. The other shifts are
around 0.30 eV, and agree to within 0.038 eV. These results
are somewhat out of line, although we expect a significant
effect si.e., a decrease by about 0.04 eVd of using an ex-
tended set of solvent configurationsssee belowd. Neverthe-
less, further work is envisaged, involving additional freeze-
and-thaw cycles and incorporation of basis sets on the
frozen-density subsystems to determine if this is a converged
result in the sequence of alternating system I–system II re-
laxations.

In an additional test, which is not shown in Table IV, we
included the two nearest water molecules explicitly in the
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embedded system, again using the same 44 snapshots. Com-
pared to the first simulation, this typically reduces the sol-
vent shift by about 0.04 eV, leading to values between
0.1739 eVsbased onEavgd, and 0.2255 eVsbased onEmax,fitd.
The value based onEmax again is an exception; with
0.3240 eV it is much higher than all other shifts based on
this model for the solvation. This test suffers, however, from
the mixings mentioned in earlier sections of this work: For
practically every snapshot, more or less strong mixings with
nsOH2d→p* excitations could be observed. In many cases,
the identification of then→p* excitation was only possible
based on the quantitative measure given in Eq.s9d; some
snapshots gave rise to two excitations with competingn
→p* contributions, which shows that the resulting statistics
is not very reliable.

A last comparison was made with 25 structures obtained
from a classical MD simulation. The solvent shifts are be-
tween 0.2053sbased onEavgd and 0.2217sbased onEmax,fitd;
also here, theEmax value is somewhat of an outlier with
0.2680, which demonstrates again that it is a less reliable
measure of the shift. No large discrepancies are therefore
observed in comparison to the CPMD simulation. However,
the structures from two of the snapshots lead to severe con-
vergence problems in the SCF calculation for the solvent
because of near-degenerate orbitals at the HOMO-LUMO
gap, and subsequently to unreliable TDDFT results. This
seems to be purely a problem of the SCF procedure, caused
by an unrealistic structure of the solvent: If only the super-
position of the solvent fragment densities is usedsscheme
“diag.”d, the resulting excitation energies and oscillator

strengths are within the normal range. Therefore, we have to
conclude that the classical MD occasionally leads to struc-
tures which can induce SCF problems, so that the resulting
densities are not in all cases reliable approximations. In other
studies, such problems with classical MD simulations are
circumvented by performing a small CPMD relaxation study
after a QM/MM CPMD study.5

The final spectrum was simulated using 220 solvent con-
figurations from the CPMD simulation, in which the total
water environment density was frozen and unrelaxed; the
density was obtained from an SCF calculation with a conver-
gence threshold ofsconv=0.1. The band of then→p* transi-
tion is shown in Fig. 7, together with the simulation of gas-
phase acetone. The solvent shift extracted from the Gaussian
fit to the band is 0.2045 eV. This is 0.0430 eV lower than for
the smaller set of 44 snapshots, and in excellent agreement
with the experimental values of 0.19–0.21 eV and with
former theoretical studies mentioned in the introduction.
Also the maximum position of the spectrum and the average
transition energies confirm this value, differing by less then
0.02 eV in the calculated shift. Only the mean transition en-
ergy results in a somewhat higher shift of 0.2583 eV, which
can still be considered a good estimate for the experimental
value. This somewhat too high value can exclusively be at-
tributed to one outlier in our data set: we obtained one con-
figuration with an excitation energy of 5.16, which has a very
high oscillator strength and is therefore responsible for the
peak at the high-frequency border of this band. If we neglect
this one outlier, the shift computed by mean transition ener-
gies decreases to 0.2282 eV, in much better agreement with

TABLE IV. Estimations of then→p* solvent shift of acetone in waterscompared to the vapor spectrumd using
different ways to estimate the peak maxima. All energies given in units of eV. Also given is the number of
configurationsnconf. used to extract the values. The labels have the following meanings: mte, mean transition
energy; avg, average transition energy; max, peak maximum in simulated spectrum; max, fit, peak maximum in
Gaussian fit to simulated spectrumsrecommendedd.

Structure rH2O nconf. Emte Eavg Emax Emax,fit

Vapor
CPMD ¯ 300 4.4601 4.4740 4.4560 4.4746
Expt.a 4.48 to 4.49

Solution
CPMD Frozenssconv=0.1d 44 4.7094 4.6890 4.6940 4.7221

Shift 0.2493 0.2150 0.2380 0.2475
CPMD Frozensmol. frags., sumf.d 44 4.6925 4.6735 4.6700 4.7131

Shift 0.2324 0.1995 0.2140 0.2385
CPMD Frozensmol. frags., diag.d 44 4.7020 4.6818 4.6940 4.7149

Shift 0.2419 0.2078 0.2380 0.2403
CPMD Frozenssconv=0.1d, relaxed 44 4.7686 4.7449 4.8480 4.7832

Shift 0.3085 0.2709 0.3920 0.3086
MD Frozenssconv=0.1d 25 4.6793 4.6793 4.7240 4.6963

Shift 0.2192 0.2053 0.2680 0.2217

CPMD Frozenssconv=0.1d 220 4.7184 4.7000 4.6740 4.6791
Shift 0.2583 0.2260 0.2180 0.2045

CPMD Frozenssconv=0.1d 219 4.6883 4.6978 4.6740 4.6791
Shift 0.2282 0.2238 0.2180 0.2045

Expt.b 4.68–4.69
Shift 0.19–0.21

aReferences 32–34.
bReferences 32–36.
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the other values. The maximum position of the spectrum
does not change at all, the average transition energy changes
only very little, and also the changes in the maximum of the
fit are negligible. This latter point is due to the fact that we
use a symmetric Gaussian function to fit our data, so that a
better description of the outlier in the fit would dramatically
decrease the quality of the fit in the low-frequency regime of
this band. It therefore does not affect this fit very much. We
would like to note that not only the solvent shift but also the
estimated band maximum of 4.6791 eV obtained in this way
is in very good agreement with the experimental values of
4.68 sRef. 33d–4.69 eV.32,34–36

Our tests with relaxed frozen densities showed that re-
laxation typically leads to an increase of the excitation ener-
gies of about 0.06 eV, which was quite systematic for the
structures investigated. Therefore, we expect that relaxation
would also increase the solvent shift for the large set of 220
snapshots to about 0.26 eV. The solvent shifts obtained with
different ways to construct the frozen density can therefore
be estimated to lie in the range of 0.20–0.26 eV.

There is another interesting point about our simulation:
In the experimental spectra in Refs. 32 and 33, it can be seen
that the structureless vapor absorption band of then→p*

transition is a bit broader than the spectrum in aqueous so-
lution. Although it is difficult to extract exact values, the
half-widths can be estimated to roughly 7000 cm−1 s0.87 eV
vapord and 6000 cm−1 s0.74 eV, solutiond. The Gaussian fits
to our final simulated absorption bands qualitatively agree
with this observation; while the fitted gas-phase spectrum
has a half-width of 0.51 eV, the solution spectrum has a
reduced half-width of only 0.40 eV. But in terms of absolute
values, these half-widths are still too low, and a much larger
statistics might be necessary to draw definite conclusions
about the full shape of the absorption band. The calculated
absorption intensities are less reliable; the basis set require-
ments for converging them are usually much larger than for

the excitation energies. Moreover, the confinement of the re-
sponse to the embedded system may make the electron den-
sity of the embedded system less polarizable. We therefore
refrain from an interpretation of changes in the intensities in
terms of physical effects in this work; further investigations
on this point are in progress.

VI. CONCLUSION

The calculations in this work clearly show the potential
of the frozen density KSCED embedding in the calculation
of excitation energies for solvated systems. In the first place,
this embedding approach implies a restriction to the interest-
ing intrasubsystem excitations, where the embedded system
can be defined by the user. Other excitations, which might be
real or spuriously induced by failures of thesTDdDFT ap-
proach are not obtained. This has a number of important
consequences for the calculation of solvated systems:sid Em-
bedding calculations are inherently less demanding, espe-
cially for TDDFT calculations with many solvent molecules.
sii d In contrast to supermolecule calculations on systems like
the one studied here, the number of low-lying excitations is
constant, which makes embedding calculations even more
advantageous when large solvent shells are included.siii d
The interpretation of the results is much easier, and the ex-
citations are not affected by mixings with spuriously low CT
excitations.

It could be shown that the excitation energies obtained
from the embedding scheme are not very sensitive to ap-
proximations made in the construction of the frozen density.
This is an important observation, since otherwise the deter-
mination of the frozen density would be the time-limiting
step for very large systems. The possibility to use superposi-
tions of molecular densities is especially important, which
replaces a calculation on a system withN molecules byN
calculations on systems of just one individual molecule. This
can be further simplified by assuming a rigid structure of the
solvent molecules, at least in the outer solvation shells, so
that just one calculation on one molecule is necessary for the
preparation of their frozen density. Such simplifications al-
low to perform statistical analyses of excitation energies for
many snapshots of the solvent, which was demonstrated here
for systems with on average 175 atoms. Some test calcula-
tions in this work demonstrated that calculations with several
hundreds of solvent molecules, or more than 800 atoms are
feasible with the approximate frozen-density construction
schemes.

In combination with snapshots from CPMD simulations,
this enabled us to model the solvatochromic shift of then
→p* excitation of acetone in water. An estimated shift of
0.20 eV was obtained from a statistical analysis of excitation
energies for 220 snapshots of acetone in water. This is in
perfect agreement with the experimental shifts of
0.19–0.21 eV.32–36 However, there is a caveat: In a prelimi-
nary study of density relaxation of the solvent system, we
found an increase of the calculated solvent shift by about
0.06 eV, so that an estimated solvent shift from the relaxed
frozen-density calculations would be in the order of 0.26 eV,

FIG. 7. SimulatedsSAOP/TZP/DZd absorption spectrum of acetone in wa-
ter. Excitation energies have been calculated for snapshots from a CPMD
simulation for acetone vaporsdashed lined or acetone in waterssolid lined,
respectively; all water molecules within a radius of 8 Å from the acetone
molecule have been considered in the latter calculations, and have been
treated in a frozen-density fashion. In total, 300svapord or 220 ssolutiond
configurations have been sampled. A Gaussian smearing of 0.05 eV has
been applied to the peaks in the spectrum. Additionally, the curves of a
Gaussian fit to the simulated absorption bands are shown for the gas-phase
sdotted lined or solvatedsdashed-dotted lined molecule, respectively.
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which is somewhat too high, even if uncertainties in the ex-
perimental band maxima in the order of 0.01 eV are taken
into account. Possible error sources here could be the non-
additive kinetic energy functional, the basis set limited to the
embedded system, and the limited statistics of only 44 snap-
shots for the polarized frozen densities. In view of the variety
of factors influencing the simulation of solvatochromic shifts
on a purely quantum chemical footing, these results are still
very encouraging for further tests and improvements of this
approach. The frozen-density embedding will thus allow the
calculation of solvatochromic shifts for much larger mol-
ecules, provided that reliable structures for snapshots of the
solute and its surrounding solvation shells can be obtained.
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