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We investigate the usefulness of a frozen-density embedding scheme within density-functional
theory [J. Phys. Chem.97, 8050 (1993] for the calculation of solvatochromic shifts. The
frozen-density calculations, particularly of excitation energies have two clear advantages over the
standard supermolecule calculatiofi$.calculations for much larger systems are feasible, since the
time-consuming time-dependent density functional thé®DFT) part is carried out in a limited
molecular orbital space, while the effect of the surroundings is still included at a quantum
mechanical level. This allows a large number of solvent molecules to be included and thus affords
both specific and nonspecific solvent effects to be modgiedOnly excitations of the system of
interest, i.e., the selected embedded system, are calculated. This allows an easy analysis and
interpretation of the results. In TDDFT calculations, it avoids unphysical results introduced by
spurious mixings with the artificially too low charge-transfer excitations which are an artifact of the
adiabatic local-density approximation or generalized gradient approximation exchange-correlation
kernels currently used. The performance of the frozen-density embedding method is tested for the
well-studied solvatochromic properties of thes 7 excitation of acetone. Further enhancement of
the efficiency is studied by constructing approximate solvent densities, e.g., from a superposition of
densities of individual solvent molecules. This is demonstrated for systems with up to 802 atoms. To
obtain a realistic modeling of the absorption spectra of solvated molecules, including the effect of
the solvent motions, we combine the embedding scheme with classical molecular dyfdiDics

and Car-Parrinello MD simulations to obtain snapshots of the solute and its solvent environment, for
which then excitation energies are calculated. The frozen-density embedding yields estimated
solvent shifts in the range of 0.20—0.26 eV, in good agreement with experimental values of between
0.19 and 0.21 eV. @005 American Institute of PhysidDOI: 10.1063/1.1858411

I. INTRODUCTION An efficient example for explicit models are quantum
mechanics/molecular mechani¢®@M/MM) Car—Parrinello

emission bands of solutes in solvents of different polér‘ﬁy. TDDFT or restricted open-shell Kohn—Sham calculations as

These shlfts are caused by a d|ffere_nt_stab|llzat|on of groun resented in Refs. 5 and 11. A fully quantum mechanical
and excited states by the solvent within the Franck—Condo L . . .
reatment of the solvent is, in principle, possible using

region, i.e., without a reorientation of the solvent molecules . . o
upgon absorption or emission. In recent time, several attemptgPMp‘ with a subsequent TDI_DFT cglculanon of excitation
have been made to model the solvatochromic shifts of simpl€N€rgies for snapshots of the simulation, as has been demon-
compounds such as acetdfriazines or tetrazines® sol-  Strated fors-tetraziné or acetoné”?" In these calculations,
vatochromic  organic dye9§,11 or transition metal however, the problem of spurious or artificially too low
compound¥ " with different explicit or implicit models for ~ charge-transfefCT) excitation§®* at low energies within
the solvent. TDDFT makes it cumbersome to determine the actual exci-
While implicit models, i.e., continuum solvation models, tations of interetalthough at least the problem of solute
are quite successful to describe nonspecific effects, such as solvent excitations could be partially removed by includ-
dieleCtriC medium ef‘fect?,_lsexplicit mOdels are needed f0r |ng Hartree_Fock exchange in the exchange_corre|ati0n
describing specific solvent effects, e.g., hydrogen bondingygential?'-?° This problem is related to the fact that the dif-

ference between the true excitation energy for a CT excita-

:)Ellectfoni_c mai_lli J'Ineugeb@@f;hﬁm-vu-nll tion over a long distance and the corresponding TDDFT re-
ectronic mail: louwerse@chem.vu.n . . . . . . .

9Electronic mail: baerends@chem.vu.nl sult is [_ln the adlabat.lc Iacal-densny approximatiobDA )

9Electronic mail: Tomasz.Wesolowski@chiphy.unige.ch approximation essentiall§/
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AR =€, - €, (1) simulatiorf* with a small periodic box of one acetone mol-
ecule and 14 water molecules resulted in an approximate
solvent shift of 0.206 eV.

where ¢, is the energy of the highest occupied molecular ~ This work is organized as follows. In Sec. Il a brief
orbital (HOMO) of the anionic acceptor fragment, whitg ~ introduction into the theoretical background of frozen-
is the energy of the lowest unoccupied molecular orbitadensity KSCED calculations in combination with linear re-
(LUMO) of the neutral acceptor fragmeftf. Ref. 24. As ~ SPONse TDDFT calculations is given. Methods for further
will be explicitly demonstrated in this study, the problem &PProximations for an efficient calculation of solvent elec-
becomes the more severe, the more solvent molecules af@n densities are studied in Sec. lll. A comparison of

involved, making the supermolecule calculations practically<SCED embedding excitation energies with supermolecule

impossible. Even in those cases, where supermolecule calc alculations, which elucidates the problem of identifying in

lations are still possible, it may be very difficult to extract the:he él_ererm_?I(ta.cule fcalculatltonsl valenge eéﬁlt?tlct)nihamong
properties of the solvated molecdf. e excitations from water lone-pair orbitals to the ac-

The orbital-free embedding formalism, in which the etoner is carried out in Sec. IV. In Sec. V finally, we use

electron density of the embedded system is obtained fron%ta.tlsnc"}‘I averaging over the SO'Vef_“ molecule motions, ap-
plying the frozen-density embedding on snapshots from

Kohn-Shame-like one-electron equations in the field of a . . . . ;
“frozen” environment densityKohn—Sham roach with (CPIMD simulations, in order to obtain a complete simula-
ozen environment densiironn—-snam approac tion of then— =" solvent shift of acetone in water.

constrained electron density, KSCED and its time-
dependent response generalizaﬁ?man be of great value in
this context: No(or only a few solvent molecules are ex- Il. METHODOLOGY

plicitly considered in terms of their orbitals, so that (@ In the orbital-free embedding formaliémthe electron
Only a fe\/\b SpUriOUSly low excitations occur. Still, the full density of the embedded Subsystém) in a given micro-
effect of the solvent molecules’ density on the potential iSScopiC environment, which is represented by means of the
included. Therefore, the KSCED embedding offers the POSfrozen electron densityl)“) and a set of nuclear Charges
sibility to describe both specific solvent effects, since the(zA“) at the corresponding DOSitiOf@RA”), is derived from
structure of the solvent is explicitly modeled, and generalkohn—Sham-like one-electron equations. The effective po-
non-specific solvent effects since its efficiency allows to in-tential in these equations is derived from the requirement that
clude a large number of solvent molecules. Its ability tothe total densityp,,=p;+p; Of the system is obtained,
model hydrogen-bonding induced shifts of excitation enerwhich minimizes the total energy, from an optimization pro-
gies has recently been demonstrated for nucleic acid basgss in which the environment densjty is kept frozen. On
pairs?® An alternative method is used in Refs. 30 and 31,the assumption that the complementgyys positive definite,
which explicitly takes the full system into account during theand is noninteracting representable, one can derive KS-
self-consistent-field resul$SCPH steps, but restricts the or- type equations in which the effect g@f; is folded into the
bital space in the TDDFT step to those orbitals important foreffective potential for the, system. We refer to this effective
the solute. Our method uses the frozen-density embeddingotential and the corresponding equations as KSCED. The
during the SCF procedure, enabling very large environmentKSCED effective potential contains the same terms as the
to be treated, see below. isolated system | would—kinetic energy operator and

The aim of this study is to elucidate the advantages andiuclear attraction, electron Coulomb, and exchange-
disadvantages of replacing the explicit treatment of solveneorrelation potentials—plus an additior@mbedding com-
molecules in supermolecule calculations by the frozenponent which reads

density approach in the KSCED embedding, and to investi- Z (r")

gate its ability to efficiently model solvatochromic shifts by v:fr;t[r,pl,p”] => - LR p',' dr’

performing TDDFT calculations for systems with many sol- Ay Ir = RA..| r'=rl

vent molecules for many configu[ations. As an examplg, we SEJp] SE, ]

choose the solvent shift of the— 7 excitation of acetone in s T s,

water, since it represents a benchmark for methods to model P Lo=pitoy P o=p

soIvatoghrc;rglic shifts. Many experimeniar® and theoreti- STdp] STdp]

cal studie$>?*for this system have been carried out so that + —5p —5p . (2
p=pitpy p=py

reliable reference data are available. This solvent shift has
been calculated in Ref. 4 using dielectric continuum modelsvhere we may also write the kinetic part of the potential as
and explicit, polarizable molecular solvent models in athe functional derivativea*rgac[p,,p”]/ap, of the nonadditive
QM/MM scheme. In that work, a solvent shift of kinetic energy functional,

+0.23£0.04 eV in water was calculated using the latter, na _

while the continuum models led to much worse results. The 15 Tonpnl =Tdo + pul = Tdo] = Tdpu]. )
experimental shift is between 0.19 and 0.21%V®Arecent  The functionalsE,Jp], and T{p] are defined in the Kohn—
QM/MM simulatior? using the restricted open-shell Kohn— Sham formulation of DFT. The above system-independent
Sham approach for the QM part led to a solvent shift ofform of the effective embedding potential was introduced
+0.25 eV in water. An entirely quantum mechanical CPMD using the subsystem formulation of density-functional theory
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introduced originally by Corton&. The exchange-correlation
component of the effective potential is approximated using :‘fo p¥3(r)F(s(r))dr, (6)
the PW91 exchange-correlation functional. The simplest ap-
proximation for the kinetic energy functional, correspondinggng
to the local-density approximation in KS-DFT, is the
Thomas—Fermi functional,
Top]=Ce f p>(r)F(s(r))dr, (7
T =Cre f p°%dr . (4)
where C,=(3/4)(3/mY3, Cr=(3/10(379)??, and s
The choice of the kinetic energy functional is of great impor-=|v p|/(2pkg), with ke=(372p)%/3,
tance for the performance of the model. An analysis of dif-  studied®“?of the accuracy of various approximations to
ferent apprOXimationS for this functional is given in Refs. Tgactpl ,p”] in the case of Weak|y over|apping pairs Of e|ec-
38-40. For the construction of these fUnCtionaIS, the Sugge$ron densitiespl o showed that the most accurate nonaddi-
tion of Lee, Lee, and Péltto use similar analytical forms tive kinetic energy functionaland the associated functional
for kinetic energy and exchange energy functionals is appliegerivative has the same analytic form of the enhancement

there, factor F(s) as the exchange functional of Perdew and Wang
oA (see Ref. 48but it is reparametrized for the kinetic energy
Exlp] =~ Ex :f f(p(r),| V p(r)])dr (5) by Lembarki and Chermetté.Its complete form reads

1+0.093 90Z arcsink{76.32) + (0.266 08 — 0.080 9615052
1+ 0.093 90% arcsint{76.3%) + 0.577 67X 10%s*

(8)

Frcoa(s) =

Equations(3), (7), and (8) lead to the nonadditive kinetic KS potential, the “statistical averaging @hode) orbital po-
energy functional used also in this work, dubbed PW91k. tentials” (SAOP potential, for most accurate excitation en-
The time-dependent response formulation of the KSCEDergies. We have, thus, chosen a pragmatic approach, which is
scheme is given in Ref. 28. Using the orbitals and eigenvalmost appropriate for the system under study here; the used
ues from the KSCED equations, the only additional requireembedding potential was shown to be the most adequate for
ment for the TDDFT-KSCED calculations is the adaptationthe case of two subsystems for which the overlap between
of the exchange-correlation kernéor systemA), which  the corresponding densities is weak. The fact that the super-
now also contains a Thomas—Fermi component. molecule calculations are not strictly a benchmark for the
We will compare below the TDDFT-KSCED calcula- embedded calculations should be kept in mind, see also ear-
tions of the excitation energies of a solute molecule employtier work 38394243
ing the frozen-density representation of the solvent environ-  All density-functional calculations(apart from the
ment to supermolecule calculations. The supermolecul€PMD calculationshave been performed using the Amster-
results, however, do not provide a rigorous benchmark fodam density functionalADF) packagé‘.‘s'47 We employ the
the KSCED calculations for the following reasorts. The = Becke—Perdew functional, dubbed BP86°%in combination
nonadditive part of the kinetic energy is represented by somwith the TZP basis set, a triplgbasis with one set of polar-
density functional for the kinetic energy, while in supermol-ization functions, from the ADF basis set Iibré?)for struc-
ecule calculations, as in all regular KS calculations, such a@ure optimizations. The SAOP potenﬁ%ﬂszis used with the
functional is not needed. So there are essential differences IfZP basis set to calculate vertical TDDFT excitation ener-
the density-functional treatment of the kinetic energy in thegies, since it is well suited for describing both valence and
supermolecule and the KSCED calculation, precluding exadRydberg excited states; this is in contrast to normal general-
comparison{(ii) We did not include basis functions on sys- ized gradient approximatiofGGA) potentials, which intro-
tem Il atoms in our calculations for the embedded moleculeduce additional problems by atrtificially placing Rydberg ex-
i.e., its density is localized in the embedded part only. Thecitations at much too low energié%.Comparisons with
effect may be slight, but exact equality of supermolecule andalculations using the larger QZ3P-1DIFFUSE basis set,
embedded calculations would require complete basis sethich is of quadruple: quality and contains three sets of
flexibility in the p, calculations also in the, region. (iii)  polarization functions as well as additional diffuse functions,
Differences also arise from our use in most cases of differergshowed that the excitation energies of the transitions inves-
exchange-correlation potentials for the frozen and the emtigated in this study change by only 0.03-0.06 eV compared
bedded density. The frozen density can be constructed ito the TZP basis.
various ways, where computational efficiency is an impor-  For classical MD simulations, we employed the general
tant consideration. The TDDFT calculations on the embedAmber force field(GAFF** and the TIP3P water mod&l
ded molecule, however, always employ our most advancedsing theTINKER packagés'57 to run the calculations. The
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CPMD simulations were performed with the projector aug_TABLE |. Excitation energieSAOP/TZP; in units of eV of the n— 7

mented wave(PAW) packagés using the BLYP exchange- and o valence excitations_of acetone in water usi‘ng‘ the QM/QM em-
. . 1{8,59 bedding scheme for clusters with two water molecutgstimized structure
correlation functional.

or 52 water moleculesstructure from arbitrary snapshot of a MD simula-

tion). (N.B. Due to the different structures, the 2® and 52 HO results
Ill. CONSTRUCTION OF THE FROZEN ENVIRONMENT are not comparable.For the preparation of the frozen densities, either

DENSITY SAOP/TZP and LDA/TZP(two water molecules or SAOP/DZ and

. Lo . . LDA/DZ (52 water moleculgswere applied in combination with different
Since a realistic modeling of solvent effects requires thakcr convergence parametes,, (see text for explanationAdditionally,

a large number of surrounding water molecules is taken int@pproximate densities from superpositions of molecular fragmgntel.

account, we wish to perform the calculation of the frozenfrags.). either taking the sum of the fragment densitiesumf.”) or the

environment density as simply as possible. For this purpc)$¢1ensity obtained after one diagonalization of the Fock matrix based on these
. . ) ragment densitie§'diag.”) are employed.

we tested different construction methods for the solvent den--> lieg'diag.”) Py

sity for two different systems. The first test system is an 2 H,0 52 HO

energy-minimized cluster of acetone with two water mol-

ecules, while the second is a much larger cluster of acetone

with 52 water molecules, which was obtained as an arbitrary o SAOP DA SAOP DA
snapshot from a classical MD simulation as explained in Sed'— 7 1.0e-6 47841  4.7873  4.8263  4.8215
V. Note that here and in the following section, all water 1.E-3 4.7841  4.7873  4.8263 48215
molecules are included in tifeozen environmensystem, if ;i:i 3';221 j;g;g 3'2253 3'2223
not' epr|C|tIy.§tated otherwise, in order to establish well- 5 oE-1 47730 47705 48300 48227
defined conditions for the calculatlon_. _ Mol. frags. (sumf) 47943 ... 48171
For both systems we employed different constructions of Mol. frags. (diag) 4.7837 4.8249
the solvent electron density. A fully consistent calculation
would require to use the SAOP potential, which we use to—™ 1.06-6 7.2819  7.2906  7.2118  7.2196
calculate the vertical excitation energies of the embedded 1.0E-3 7.2819 72007 7.2118  7.2196
molecule, also for the construction of the solvent density. For LoE-1 /2815 7.2909  7.2082  7.2174
comparison, we also tested the much simpler local-density 2.0E-1 72815 7.2904  7.2082  7.2174

5.0E-1 7.2948  7.3157 7.2029 < 7.2182
Mol. frags. (sumf) 7.2822 7.2363
Mol. frags. (diag, 7.2944 7.2141

approximation in this preparation step. As a further param-
eter, we tested different values for the SCF convergence pa-
rameters.,,, in the construction of the frozen density. In our
study, convergence is considered reached if the maximum
element of the commutator of the Fock matrix with the den- ) ) o
sity matrix used to construct this Fock matrix falls below ©f Sconv=0.1, which resulted in deviations not larger than
Sconv @Nd the norm of the matrix below 4Q,,. Besides the 0.007 eV for all our tests. This is much_smaller than the
default value ofs.y,=1E -6, we also tested larger values of _exp_ecFed solvent shift. The calculated oscillator strengths are
UP 10 Seony=0.5 for both systems. We note that an “exact” N Similarly good agreement.
KSCED calculation, including for instance basis functions in 1N @nother tes{*mol. frags.” in Table ) we used the
the full environment system to describe any change,of density obtained from a superposition of densities of indi-
towards pyg in this region, ought to correct automatically vidual solvent molecules as a guess for the density of the full
for differences in the frozep, density. Since our KSCED System of solvent molecules. First, for each solvent molecule
calculations are not exact, the different construction method&Vhich all may have different O—H bond lengths and H-O—H
imply slightly different approximations, the effect of which angles an SCF calculation is performed to obtain the den-
we are testing in Table I. sity. Taking just the sum of these fragment densities as frozen
Excitation energies are given in Table | for two valenceenvironment density is labeled “sumf.” in Table I. We also
excitations of acetone, the experimentally knows 7" ex-  used this superposition to construct the Coulomb and
citation and ac— 7 excitation with very low oscillator €xchange-correlation potentials of the KS operator, con-
strength, which is not known from experiment. The latter isstructed a Fock matrix for the full environment system with
included because it shows a large shift in the calculationsthese operators, and performed one diagonalization to obtain
and is therefore instructive for the comparison of Kohn—approximate orbitals and density of the full frozen system
Sham supermolecule and the frozen-density embedding caf-diag.” in Table ). The latter is the default for all following
culations in Sec. IV. discussions. Note that these calculations are not carried out
The results of Table | show that differences betweenwith the SAOP potential, since this potential always requires
SAOP and LDA densities for the environment are almostan intermediate step to construct the orbitals and the density
negligible: They are between 0.003 and 0.005 eV for a giverof the system before setting up the potential and the Fock
SCF convergence parameter. Furthermore, it can be seen thaatrix.
even the lowest tested convergence parameter still leads to The results employing molecular fragment densities are
acceptable results in the KSCED-TDDFT calculation. Forvery encouraging with errors smaller than 0.006 eV for the
the determination of the solvent shifts of acetone presentedensity after one Fock matrix diagonalization, and slightly
in Sec. V, and the study of the effect of the number of watethigher errors for the simple sum of fragment densiasout
molecules on the spectrum in Sec. IV we chose a paramet&.008 eV for then— 7" transition, and about twice as much
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for the o— 7 transition. This is particularly important
since the bottleneck in the calculation of excitation energies
within the KSCED approach for very large frozen systems is
the SCF to prepare the frozen density. This shows the usue
N3 DFT scaling behavior with the system sike unless the @ 2}
environment system becomes so large that one enters th (47

linear scaling regim89 The use of molecular fragments re-

sults in a scaling behavior proportional d with a very f
small prefactor in the preparation of the density, since oned%“'
small SCF calculation for each solvent molecule is required .
(plus the superposition stepUsing a “rigid molecule” ap- f,{‘“
proach(see Sec. IV  in which the density is calculated @3
only for a limited number of different solvent molecule ),

structures, of which copies are then used to construct the
density of outer solvation shells, the preparation of the fro-
zen density requires a constant computational effort, irre-
spectively of the number of solvent moleculest consider-

ing the superposition step

IV. CONVERGENCE WITH THE SIZE OF THE H,O
CLUSTER

FIG. 1. Example structure of acetone and its 88 nearest water molecules as

The CPMD method will be used in Sec. V to model the obtained from a CPMD simulation, substructures of which have been used
solvent shift by a statistics using many solvent configuration%or a comparison ofpartly) frozen-density embedding and supermolecule
alculations.

from a CPMD run. For the TDDFT calculations using these
snapshot configurations within the QM/QM embedding|arge systems are hardly feasible, and more important, the
scheme we have to use a cluster ansatz, since our TDDRSq range CT problem of TDDFT would introduce an enor-
implementation does not allow to use periodic boundary con,qsly large number of artificially low excitations as will be
ditions. _ _ ~ shown below. We used the LDA and a douljlébz) basis

In order to investigate the convergence of the excitationyg; a¢ implemented in ADFRef. 46 to obtain the frozen

energies of acetone with respect to the size of the solvatioaensity of the solvent molecules. For better comparability,
shell, we calculated the lowest excitations for acetone anghe Dz pasis set was also used for solvent molecules in

acetone embedded in clusters of water molecules of increa§'chemes A and B. Results are given for the: = and &

ing size. All structures employed here are substructures of a, _* oy citations of acetone. All excitation energies are pre-

particular snapshot from a CPMD simulation as explained ingenteq in Table I, the corresponding shifts with respect to
Sec. V. Calculations were performed for the isolated acetone
molecule in the structure from the snapshot, and for acetoneaBLE II. Excitation energies(SAOP/TZP/DZ, LDA/DZ for the frozen
in structures with 2, 5, 10, 20, 57, and 88 water moleculespart; energies in units of ewf then— 7" ando— 7" valence excitations
For the Iargest system with 88 water molecul2g4 atoms, of acetone in water using the QM/QM embedding scheme for a snapshot
including acetone; shown in Fig),lwe used a simplified from a CPMD simulation, from which subsystems with different numiners

. . et . of water molecules have been extracted. Scheme A, supermolecule calcula-
dens@y Obt_amed asa superpos!non of molecular de-nsmes 8Rns; scheme B, the two nearest water molecules are included in the em-
explained in Sec. ll(scheme “diag.). In order to estimate bedded system, the other-2 water molecules are frozen; scheme C, all
the effect of this approximation for the current snapshot, wevater molecules are frozen. We also show the values for the optimized
used this simplified method also in an additional calculatiorisolated structure for comparison. For the largest cluster wiigs, the
on the cluster with 57 water molecules, and similar to thefrozen density was con_strL_Jcted as a superposition of molecular dengltles, see

. . . text. For the cluster witm=57, both methods to construct the density are

observations in Sec. Ill, this hardly affects the results. compared.

For each of these clusters, excitation energies were cal
culated in three different way$A) A TDDFT supermolecule n—w o—7

calculation for the whole system was performd®) a

TDDFT calculation for the acetone molecule and the two. A B c A B c
nearest water molecules, which are bound via hydrogen (opt) 458 .- e 756

bonds to the carbonyl oxygen, is carried out, whereas thé 445 .- 7.40 -
effect of the additional water molecules is included via the? 457 457 469 7.09 709 715
KSCED frozen-density embedding, af@) a TDDFT calcu-  ° 450 454 468 716 715 722
lation for the acetone molecule only is performed in which° 460 466 474 720 713 7.22
the effect of all water molecules is included via the KSCED? “1"7_1 44'7628 44'7788 ”7.'19 . ;120 ; ;'125
frozen-density embedding. For the largest clusters with 57 O (mol. frags, diag. 4:72 4:79 7:15 7:24
88 water molecules, we only present calculations of type Byg . frags, diag. 471 478 - 726 728

and C, since supermolecule TDDFT calculations for such
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TABLE Il Shifts in the excitation energies compared to the optimized standard LDA or GGA exchange-correlation kerrfél&” If
structure of isolated acetone, calculated from the excitation energies olbmy two nonfrozen water molecules are uiedheme B’ it
tained with schemes A, B, and C shown in Table II. . . . . . « o .

is easily possible to identify the— 7 excitation, but in
some cases, there is already a pronounced mixing between

n—m o— 1T
different molecular orbita(MO) contributions to these tran-

n A B Cc A B c sitions, and also some mixing between lone pairs of the car-
0 013 .- 016  --- bonyl oxygen with those of nearby water oxygens. For the
2 -001 -001 +0.11 -047 -0.47 -0.41 Supermolecule calculation in scheme A this mixing is even
5 -0.08 -0.04 +0.10 -0.40 -0.41 -0.34 Wworse. In order to analyze this problem, we have calculated
10 +0.02 +0.08 +0.16 -0.36 -0.43 -0.34 the overlap of (modified transition densities, based on
20 +0.13 +0.10 +0.20 -0.37 -036 -0.31 TDDFT solution vectors for the system in which water mol-
57 -+ +014 +020 -+ -042 -032  ecules are included in the nonfrozen p@theme A or B,
57(mol. fragg -+ +014  +019 .- 041  -032  jth those of the corresponding reference calculations of ei-
88 (mol. frag9 +0.13  +0.20 -0.30 -0.28

ther the isolated molecule or the fully embedded molecule
(scheme @ This overlap can be used as a criterion to deter-

the optimized structuref the isolated“gas phasef' acetone mine the excitation of interest within the dense manifold of
P . gas p . excitations obtained, in particular, in the supermolecule cal-
molecule are shown in Table Ill. These shifts cannot d'reCtlyculation The overla;ﬁd for excited stated andA’ of the
be used in a comparison to experiment; a statistical averaq- d'ff. i ‘ AN lculated in t f th tomi
ing over many snapshots from(@P)MD simulation is nec- 0 GINErent systems is caicurated in terms of those atomic

essary for this purpose, see Sec. V. orbital (AO) contributions which are present in both systems,

d r
StAA’ = 2 Xﬁ?'AX/:%’A SA;;S'S/:;)”

A. Charge-transfer excitation problem = 9
VN p

As has been explained in Sec. Il, the supermolecule cal-
culations are not directly comparable to the embedding calwhere w,v,\’,p’ label atomic basis functions for the
culations presented here. Nevertheless, it has been shown (jpartly) explicitly solvated systenfjunprimed and the refer-
Ref. 29 that a very good agreement between supermolecunce systeniprimed. The sum is over only those basis func-
and embedding calculations can be achieved for systentfons present in both calculationszf\’, are overlap integrals
with hydrogen bonds. Comparing embedditggcheme ¢  over AO basis functions for the two different systems,
and supermolecule calculatiofecheme A in our case, how-
ever, reveals differences ranging from 0.02 to 0.18 eV. With  yAoA_ S xMOA: o (10)
one exception, the results obtained with two explicitly non- weoooTq" "
frozen water moleculeéscheme B are in better agreement
with the supermolecule Kohn-Sham calculations tharare the TDDFT solution vectors transformed to the AO basis,
scheme C, the deviations being between 0.01 and 0.07 eVandc,,; are the MO coefficients for occupi€d and unoccu-
Typically, the agreement between calculations wjtartly)  pied (r) orbitals. This approach is very similar to the identi-
frozen environment and supermolecule calculations imfication of states with similar electronic character used to
proves if a polarization of the frozen density is allowed bydefine a diabatizing scheme in Refs. 61 and 62. This leads to
performing freeze-and-thaw cycl&$ln our case, however, a a guantitative measure of the similarity between two excita-
relaxed density in the calculatidischeme ¢for the cluster tions in cases of mixings between MOs and MO contribu-
with two water moleculesncreasesthe energy of then tions to these excitations.
— " excitation from 4.69 to 4.73 eV, and for the cluster If we take the substructure with two water molecules as
with 57 water molecules from 4.78 to 4.84 eV, so that thean example, we find—because of the particular orientation
differences are getting even larger. We will explain in thebetween water and acetone—a pronounced mixing between
following why the supermolecule and embedding calculathe carbonyl-oxygen lone pairs and the lone pairs of the
tions do show these disagreements, and why the embeddimgighboring water-oxygen atoms, so that there are three MOs
calculations are more appropriate for the system under studwith considerable character of the carbonyl oxygen lone pair,

We cannot consider the supermolecule calculations ofvhich is the highest occupied molecular orbital for isolated
scheme A as the benchmark values by which to judge thacetone. In the embedding calculati@@heme ¢, however,
embedding scheme; serious practical problems arise in the@o such mixing can occur. In the latter case, there is one
identification of certain excitations {part of the water mol-  excitation which has an overla@® with the n— 7" excita-
ecules are included in the nonfrozen regioe., particularly  tion for the isolated molecule of 0.998, i.e., the embedding
in scheme A, but to a certain extent also in schemelB causes no problem with respect to the labelingnas .
many cases, there ismywaey— 7 charge-transfer excita- However, then— 7 excitation in the supermolecule calcu-
tion from one of the explicitly included water molecules to lation (scheme A shows a pronounced mixing with
the 7" orbital of the acetone, which is apparently too low in n(OH,) — 7 excitations, so that the overlap with the iso-
excitation energycf. the discussion in Refs. 20 and)2This  lated molecule excitation is only 0.909, which corresponds to
is one instance of the well recognized problem of too lowa contribution of only 82.6%. On the other hand, there is an
charge-transfer excitations in TDDFT calculations with theadditional excited state at 5.29 eV with a 9.1% contribution
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FIG. 2. Excited state$SAOP/TZP/DZ of acetone-water complexes with  FIG. 4. Excited state§SAOP/TZP/DZ of acetone-water complexes with
different numbers of water molecules. All water molecules have been exdifferent numbers of water molecules. All water molecules are included via
plicitly taken into account in the TDDFT calculatiotscheme A The the QM/QM embedding scheme in the TDDFT calculatischeme ¢ The

Ionge_r_, dashed lines correspond to tme-7 and o—= valence |onger, dashed lines correspond to tme—# and o— = valence
transitions. transitions.

of the “isolated’n— 7 excitation(i.e., an overlap of 0.302  tjons, scheme B already incorporates some excitations from
and several others with smaller contributions. solvent orbitals at low energies, but still the two excitations
This indicates that there arises an ambiguity in the comgyy interest(n— 7 ando— ') can always be found among
parison of excitation energies from embedding with superyhe |owest ten excitations. The additional low-lying excita-
molecule calculations. The supermolecule TDDFT calculations found here concern mainly excitations from oxygen
tion produces mixings with other MO contributions, which |one pairs of the nonfrozen water molecules to orbitals of
are similar in energy. While this is, in principle, a physical gcetone, e.g.n(OH,)— 7" excitations. The two additional
effect that should be included in the calculation, it becomesycitations for the isolated molecule below 7.5 é§g. 4)
unphysical in the present example, since the additional exciyre of Rydberg type; they are pushed to higher energies by
tations areartificially too low in energy because of the prob- jnteraction with the solvent molecules. In scheme A, it gets
lem of TDDFT to deal with CT excitations. Solvent to solute y,gre and more complicated, with increasing number of wa-
transitions should not occur at this low energy and thereforger molecules, to identify the interesting excitations: For the
should not interfere with thev— 7 excitation, as indeed |grgest cluster considered in a supermolecule calcul#86n
they cannot in the embedding calculation. water molecules the second valence transition cannot be
This problem becomes more obvious from the graphicafound among the lowest 150 excitations. Moreover, the mix-
representation of the excitation energies for the water clusng of the spurious CT excitations with the solute excitation
ters shown in Fig. 2(scheme A, 3 (scheme B and 4  |eads to shifts in the excitation energy of the latter, impeding

(scheme G While scheme C only produces the interestingthe yse of these supermolecule calculations as benchmark for
intrasolute excitations, so that the two valence excitationghe embedding calculations.

under study here are always among the lowest four excita-

isolated 2H,0 5
8 —

jas

N

O 10H,0 20H,0 57H0 88HO

B. Efficiency of the KSCED excitation energy
calculations

A major advantage of the frozen-density embedding lies
in the computational efficiency: A supermolecule calculation
of the 10 lowest excited states for the cluster with 20 water
molecules took 1340 CPU minutes on a SGI origin 3800,
while the corresponding embedding calculatiecheme €
S took only 311 CPU minutes. In the frozen-density calcula-
tions, the time for the construction of the frozen-density in a
4r - — single-point calculation of the surrounding water molecules
is already included in the computational time. Besides the
3 fact that a TDDFT calculation is by far more expensive for

no, of water molecules . . .

the supermolecule calculation anyway, the situation becomes
FIG. 3. Excited state§SAOP/TZP/DZ of acetone-water complexes with €vVen worse since many more excited states have to be cal-
different numbers of water molecules. Two water molecules have been exsylated: with only 20 water solvent molecules the+ ot
plicitly taken into account in the TDDFT calculatidexcept for the isolated excitation is not among the 10 lowest excitations. An addi-
molecule calculation while all additional water molecules are included via R . o
the QM/QM embedding scherfscheme B The longer, dashed lines cor- tional caIcuIatlon of 150 excnedl states showed that itis the
respond to thev— 7 ando— 7" valence transitions. 20th excited state. This calculation took 5689 CPU minutes,
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FIG. 5. Excitation energie§SAOP/TZP, LDA/DZ for

the frozen part; energies in units of 4f the n— 7

] valence excitations of acetone in water using the
- QM/QM embedding scheme for a snapshot from a
CPMD simulation, from which subsystems with differ-
ent numbers of water molecules have been extracted.

] The frozen density in all cases was constructed as a sum
46 - of densities of water fragments. For clusters with more
i than 100 water molecules, rigid water molecules where
assumed for all but the 20 water molecules nearest to
the embedded acetone. For the largest clusters, the
4.5 B 7] numbern also includes some acetone molecules from
neighboring cells of the CPMD simulation.
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about 18 times longer than the embedding calculation. And.1 eV. While the excitation energies vary a lot for small
still the o— 7" valence excitation is not obtained. numbers of water molecules, the results do not show consid-
Approximately 4760 CPU minutes were needed to solveerable deviations between the calculations with 20 or 57 wa-
the TDDFT equations in this case, compared to about 12%er molecules. The latter structure was obtained by cutting a
CPU minutes in the embedding calculation. Tshes 7 va-  spherical box with a radius of 8.0 A from the smaller but
lence excitation could finally be found in a supermoleculeperiodic box of the simulation; this approach was used for alll
calculation of the lowest 350 states as state no. 216, whicbubsequent calculations in the statistical sampling. The addi-
took 8517 CPU minutes. Within scheme B, 10 excited stategonal test with the more approximate density and 88 water
are enough to find both valence transitions, with a computamolecules shows no change at all for thes 77~ excitation,
tional cost of 349 CPU minutes, of which 135 CPU minuteswhile a slight increase of less than 0.04 eV can be observed

were needed for the TDDFT part. for the o— 7" excitation, which is very sensitive to solvent
effects anyway. It is instructive to see that there is a shift of

C. Convergence with the number of solvent about 0.11 eV for scheme B when increasing the number of

molecules water molecules from 57 to 88. Again, we attribute this to

The data in Table Ill also allow to draw some conclu- Mixings with excitations involving solvent molecule orbitals:

sions about the appropriate size of the solvation shell neced-he contribution of ther— «" excitation of the isolated sys-
sary to converge the shifts in the excitation energies witdem to that of the system with 57 water molecules is only
respect to the number of solvent molecules, and to determine2.6%, but it increases to 57.1% when the additional 31 wa-
the importance of different factors on these shifts. We restricter molecules are included. This shows how sensitive these
ourselves to a discussion of the calculations of scheme @uixings are with respect to slight changes in the orbitals of
here, since supermolecule calculations of excitation energie§e explicitly included water molecules.
for the largest clusters could not be carried out and the exci- Even larger numbers of molecules can be treated by this
tation energies are affected by the mixing with CT excita-method if, as an additional approximation, the same frozen
tions when nonfrozen water molecules are present; the caplectron density is used for each water fragment, which ap-
culations according to scheme B with two nonfrozen watergears to be reasonable, in particular, for those molecules
show the same general trend as the calculations with fulvhich are further away from the solute. A test for the cluster
embedding, but in some cases, e.g.,dhe 7 excitation for ~ with 88 water molecules described above, in which such a
the n=20 cluster, they also show strong mixings. rigid molecule approach for the outer 68 water molecules
For both valence excitations in this snapshot there igvas used, while the snapshot water structures were employed
already a pronounced effect on the excitation energies of judor the 20 nearest water molecules, resulted in changes lower
the change of the structure of the acetone: For the isolatethan 0.003 eV for the valence transitions investigated here.
acetone molecule with the structure from this snapshot, theWith this approach, and using a simple sum-of-fragments
decrease by 0.13 eth— 7") or 0.16 eV(oc— =) compared  density for the frozen part, we were able to extend the num-
to the optimized geometry of the isolated molecule. The firsber of solvent molecules to 250. The excitation energies as a
two water molecules that are considered in the calculatiofiunction of the number of water molecules are shown in Fig.
are bound to the carbonyl oxygen atom by hydrogen bonds; the rigid molecule approach for the outer water molecules
They also have an important effect through their specificas described above was used for all structures with more than
interactions: The energy for the— 7 excitation increases 100 water molecules. These structures were obtained from
by 0.24 eV, while for theo— 7" transition it decreases by the same CPMD snapshot, which means that for the largest
0.25 eV. Further water molecules again cause a blueshift iolusters also acetone molecules in neighboring cells are in-
the excitation energies for both transitions by approximatelycluded in the frozen density. The maximum number of atoms
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in this calculation is 802. Again, it can be seen that already 3
with 20 water molecules a plateau is reached, and the [
changes with increasing numbers of water molecules are 23
very modest, i.e., in the order of 0.01 to 0.02 eV. [
This discussion shows that the embedding calculations 2
have great advantages compared to normal Kohn—-Sham ca
culations in the context of solvent effects) The excitation
energies are not affected by mixings with spuriously too low
CT excitations from solvent to soluter vice versa, (ii) the
calculations are much more efficient, so that larger numbers
of water molecules can be described on a quantum chemica
footing, and (iii) the interpretation of the results is much
easier, since only excitations within the embedded system are  ®1
obtained.

§ 1s5f
1}

05

V. (CP)MD SIMULATIONS 25|

The purpose of the calculations presented in Sec. IV was
a comparison of the frozen-density approach to supersysten
calculations, demonstrating the problem of the identification -
of certain valence transitions among spuriously too low ® LT
charge-transfer excitations in the latter with increasing num-
bers of water molecules in the calculation. In order to de-
scribe the solvatochromic shifts, however, it is necessary to
work with a larger ensemble of solvent configurations for a
statistical analysis. We thus performed CPMD and classical T A
MD simulations of acetone in water; while snapshots taken 1 15 2 25 3
from the CPMD simulations are certainly more representa- r/A
tive in terms of the structures obtained, the classical MDrg_ 6. Radial distribution functiog(r) and integral from a MD simulation
simulations allow to use much larger periodic box sizes taQGAFF/TIP3B in comparison to a CPMD simulation of the same system.
model the solvation, which is certainly necessary if thisTop, Qcarbony)-H(watey distribution function; bottom, @arbony}—
method shall be applied to larger solvated molecules. O(wate) distribution function.

CPMD simulations have been carried out with the pro-

. 8 .

jector augmented wavePAW) package® using the BLYP  o(watep radial distribution functions from both simulations
functional. ™™ For efficiency reasons, we employed deute-gre shown in Fig. 6. The partial charges for the acetone mol-
rium isotopes for the hydrogen atoms. We used a fictitioU$,cje have been uniformly scaled in order to obtain optimum

mass for the wave functions of 100 a.u., a time step Obyreement of these radial distribution functidasaling fac-
6.5 a.u(0.157 f9, and a small friction on the wave functions tor: 1.67. With this classical model, we performed simula-

of 0.000 05. This has been tested to give good simulations OJons at 300 K of a periodic cubic box of 21.225 A with 315
liquid water. The cutoff for the plane-wave basis was 30 Ry.

: TIP3P water molecules and one acetone molecule. After a
(408 eV) and 90 Ry(1225 eV} for the charge density. The water molecu S u
. . . tructure optimization and an equilibration phase of 200 ps
simulation was performed with one acetone molecule and 3?

water molecules in a periodic cubic box of 10.168 A. A Nosé with 2.0 s time stepss we carried out a simulation of 50 ps.

thermostat with an oscillation frequency of 60 000 a.u. WasEvery 2_ps, a snapghot _Of Fhe _box Was_taken.
In Fig. 6 the radial distribution functions around the car-

used to keep the temperature at 300 K. After equilibratio . .
for 11 ps with more strongly coupled thermostats, the simu? onyl oxygen are compared. After scaling the partial charges

lation was prolonged for 8 ps. Every 36 fs, a snapshot for thd?" the acetone molecule especially the first peaks are very
final statistics was takef220 in tota), while general analy- Well reproduced by the classical MD simulations. This
ses are carried out with snapshots taken in intervals of 182 f@1€ans that the distances and the number of hydrogen bonds
(44 in tota). to the acetone oxygen are correctly modeled. Minor differ-
Additionally, we employed a purely classical model for €nce is that the first peak in the@rbony)-H(watey radial
acetone in water. Parameters from the GAFfarce field  distribution function has a bit of a tail and at longer distances
have been used for acetone, combined with scaled partidle peaks are slightly less pronounced. The orientation of the
charges from a Hirshfeld charge analysis for the isolated adydrogen bonds around the carbonyl group is much less well
etone moleculd SAOP/TZB. In order to verify this model, reproduced by the classical simulations. In the CPMD simu-
we compared the results of our MD simulations with those oflations the hydrogen bonds are in the plane of the acetone
the CPMD simulation with the same periodic box of molecule(dihedral angles with the methyl groups: 0° £30°
10.168 A with one acetone molecule and 31 water molwith angles around 15@%10°) with the CO bond. In the
ecules. The Qarbony)-H(waten and Qcarbony)— classical simulations this chemical preference for certain

05

3.5 4 4.5 5
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angles was not present at all. Naturally, this could affect th&Gaussian fit to the simulated spectruB,,y s Hence, we
solvent shift calculated from these structures. consider this last way the most appropriate choice in our
For all following calculations, only the acetone molecule study for a comparison of our simulated data with the results
was explicitly considered, while the density of all surround-extracted from experiment.
ing water molecules was frozédecheme ¢ Considering all We carried out general analyses with a small number of
water molecules within a sphere with radits8 A as ex-  snapshots for different ways to describe the solvent density.
plained in Sec. IV, we obtained systems with between 50 an&or each of these approaches, we present the calculated en-
61 water molecules from the€CP)MD snapshots, for which ergies and solvent shifts extracted with all four different
we calculated vertical excitation energies using the SAORnethods described above in Table IV. A gas phase CPMD
potential. A TZP basis set was used for acetone, while a DZ&imulation for isolated acetone at 300 K resulted in a value
basis set was used for the water molecules in the calculatiofor E,,, s of 4.4746 eV obtained from 300 shapshots of a
of the solvent density, which was obtained within the LDA. 12 ps simulation timécompared to a vertical excitation en-
Note that on average about 175 atoms are included in thergy of 4.58 eV for the optimized structreand all other

QM/QM TDDFT calculations. ways to estimate the band maximum agree within 0.019 eV.
The optical spectrunf(w) of acetone was calculated This estimate for the peak maximum is in very good agree-

through?® ment with the experimental value of 4.4Refs. 32 and 34
\ e Ne 4.49 eV*® Note that in the gas phase it is not possible to use
flo)=—> f{é(wf - w), (11) a conventlonal thermostat, so the temperature in this CPMD
Neiz1 j=1 simulation was kept constant by applying a very small nega-

. ! ) tive friction to the atoms.
where N, is the number of solvent configuration snapshots ¢ 4 starting point for the solvation models, we used 44
taken into accounty,y is the number of excitations consid- g5 ent structures from the CPMD simulation as described
ered for each configuratiom] is the vertical excitation fre-  p4ve e first applied the default scheme to obtain the fro-
quency for a particular state and configuration, & the o density, i.e., all water molecules were frozen, and the

corresponding oscillator strength. _ density was obtain in an SCF calculation on the full set of
There are different ways to extract the solvent shift from, ... ‘1 olecules with a convergence criterig,,=0.1 (see

the calculation, which are more or less well suited in theSec I1)). This results in solvent shifts between 0.2158sed
present case. The simplest way is just to calculate the differén E..g and 0.2493 eV(based 0nEy), so that all shifts
o aVi . m 1

eEce betwefen ﬁveralge tranSItIIon enerdigs, fer the gaﬁ agree within 0.034 eV. In order to show that the frozen den-
P asehand orf.t € S0 vated_r;]wo eci® a"efaﬁ'T‘g ove;‘t € sity can also be constructed by a superposition of molecular
shaps .c')t con lgurations V.V't out any weig| plng\not € densities as described in Sec. lll, we calculated the solvent
possibility is to use_approxmate mean transition frequenCIe§hifts for the same set of structures using this approach for
(or Fhe corres_po_nd!ng mean transition energfeﬁ_ "). for a the density of the environment. The changes are very slight if
particular excitatiori, in which the vertical transition ener- one explicit Fock-matrix diagonalization is carried out
gies of the snapshots are weighed with the oscillator(“diag.,, in Table IV), with solvent shifts between 0.2078 and
strengths(cf. Ref. 23, 0.2419 eV. The deviations are slightly larger, but still accept-

ENC £l ol ably small, with solvent shifts between 0.1995 and 0.2324, if
(w)) = e "'_ (12) a simple superposition of water densities is performed
Eszclff (“sumf.” in Table IV). As a next test for the same set of

structures, we first calculated the density of the acetone mol-
These values are probably more appropriate because thegule for each structure, which was then frozen to calculate a
emphasize those parts of the spectrum with higher intensielaxed density of the surrounding solvent. This relaxed sol-
ties. Experimentally, the solvent shifts are extracted by takvent density was then employed in an embedding calculation
ing the positions of maximum intensity in the spectrum,for the acetone. The relaxed environment leads to solvent
Enax Which can of course also be extracted from the specshifts that are a bit higher, typically in a quite systematic way
trum simulation. In contrast t&,,,, these values do not di- by about 0.06 eV. This is a case where the maximum in the
rectly depend on the shape of an absorption band; symmetrgimulated spectrum is “accidentally” too high, leading to an
and nonsymmetric band shapes may still have the sam@nomalously large shift of 0.3920. The other shifts are
maximum position. However, taking the position of maxi- around 0.30 eV, and agree to within 0.038 eV. These results
mum intensity in the simulated spectrum is problematic asare somewhat out of line, although we expect a significant
long as the number of configurations is small, since singleeffect (i.e., a decrease by about 0.04)edf using an ex-
solvent configurations accidentally leading to high oscillatortended set of solvent configuratiofsee below. Neverthe-
strengths can easily shift the maximum position consideriess, further work is envisaged, involving additional freeze-
ably. It has recently been obsery&that several thousand’'s and-thaw cycles and incorporation of basis sets on the
of configurations might be necessary to model a completérozen-density subsystems to determine if this is a converged
absorption band shape correctly. Therefore, Ehg, values  result in the sequence of alternating system I-system Il re-
are not very reliable if it is not feasible to sample such alaxations.
large number of configurations, and it seems more appropri- In an additional test, which is not shown in Table 1V, we
ate in such a case to extract the maximum position of ancluded the two nearest water molecules explicitly in the
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TABLE IV. Estimations of then— 7" solvent shift of acetone in watécompared to the vapor spectrymsing
different ways to estimate the peak maxima. All energies given in units of eV. Also given is the number of
configurationsn,,; used to extract the values. The labels have the following meanings: mte, mean transition
energy; avg, average transition energy; max, peak maximum in simulated spectrum; mayx, fit, peak maximum in
Gaussian fit to simulated spectrunecommended

Structure pHZO Neonf. Emte Eavg Emax Emax,fit
Vapor
CPMD e 300 4.4601 4.4740 4.4560 4.4746
Expt? 4.48 to 4.49
Solution
CPMD Frozen(s,on~=0.1) 44 4.7094 4.6890 4.6940 47221
Shift 0.2493 0.2150 0.2380 0.2475
CPMD Frozen(mol. frags., sumj. 44 4.6925 4.6735 4.6700 4.7131
Shift 0.2324 0.1995 0.2140 0.2385
CPMD Frozen(mol. frags., diag. 44 4.7020 4.6818 4.6940 4.7149
Shift 0.2419 0.2078 0.2380 0.2403
CPMD Frozen(s,n~=0.1), relaxed 44 4.7686 4.7449 4.8480 4.7832
Shift 0.3085 0.2709 0.3920 0.3086
MD Frozen(s.yn,=0.1) 25 4.6793 4.6793 4.7240 4.6963
Shift 0.2192 0.2053 0.2680 0.2217
CPMD Frozen(syom=0.1) 220 47184 4.7000 4.6740 4.6791
Shift 0.2583 0.2260 0.2180 0.2045
CPMD Frozen(s.o,~0.1 219 4.6883 4.6978 4.6740 4.6791
Shift 0.2282 0.2238 0.2180 0.2045
Expt? 4.68-4.69
Shift 0.19-0.21

“References 32-34.
PReferences 32-36.

embedded system, again using the same 44 snapshots. Costrengths are within the normal range. Therefore, we have to
pared to the first simulation, this typically reduces the sol-conclude that the classical MD occasionally leads to struc-
vent shift by about 0.04 eV, leading to values betweertures which can induce SCF problems, so that the resulting
0.1739 eV(based ork,,), and 0.2255 e\(based orE ).  densities are not in all cases reliable approximations. In other
The value based orkE,,, again is an exception; with studies, such problems with classical MD simulations are
0.3240 eV it is much higher than all other shifts based orcircumvented by performing a small CPMD relaxation study
this model for the solvation. This test suffers, however, fromafter a QM/MM CPMD study.
the mixings mentioned in earlier sections of this work: For  The final spectrum was simulated using 220 solvent con-
practically every snapshot, more or less strong mixings witHigurations from the CPMD simulation, in which the total
n(OH,) — 7 excitations could be observed. In many caseswater environment density was frozen and unrelaxed; the
the identification of then— 7" excitation was only possible density was obtained from an SCF calculation with a conver-
based on the quantitative measure given in &y, some gence threshold d.,,,~=0.1. The band of the— =" transi-
snapshots gave rise to two excitations with competing tion is shown in Fig. 7, together with the simulation of gas-
— " contributions, which shows that the resulting statisticsphase acetone. The solvent shift extracted from the Gaussian
is not very reliable. fit to the band is 0.2045 eV. This is 0.0430 eV lower than for
A last comparison was made with 25 structures obtainedhe smaller set of 44 snapshots, and in excellent agreement
from a classical MD simulation. The solvent shifts are be-with the experimental values of 0.19-0.21 eV and with
tween 0.2053based ork,,) and 0.2217based orE,);  former theoretical studies mentioned in the introduction.
also here, theE,,, value is somewhat of an outlier with Also the maximum position of the spectrum and the average
0.2680, which demonstrates again that it is a less reliabl&ansition energies confirm this value, differing by less then
measure of the shift. No large discrepancies are therefor@.02 eV in the calculated shift. Only the mean transition en-
observed in comparison to the CPMD simulation. Howeverergy results in a somewhat higher shift of 0.2583 eV, which
the structures from two of the snapshots lead to severe comran still be considered a good estimate for the experimental
vergence problems in the SCF calculation for the solvenvalue. This somewhat too high value can exclusively be at-
because of near-degenerate orbitals at the HOMO-LUMQributed to one outlier in our data set: we obtained one con-
gap, and subsequently to unreliable TDDFT results. Thidiguration with an excitation energy of 5.16, which has a very
seems to be purely a problem of the SCF procedure, causéigh oscillator strength and is therefore responsible for the
by an unrealistic structure of the solvent: If only the super-peak at the high-frequency border of this band. If we neglect
position of the solvent fragment densities is ugedheme this one outlier, the shift computed by mean transition ener-
“diag.”), the resulting excitation energies and oscillatorgies decreases to 0.2282 eV, in much better agreement with
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Weld——— T 7 1 T T I the excitation energies. Moreover, the confinement of the re-
\ sponse to the embedded system may make the electron den-
\ ——=- vapor sity of the embedded system less polarizable. We therefore
i o vapor (i refrain from an interpretation of changes in the intensities in

4 solution

)

----- solution (fit) terms of physical effects in this work; further investigations

5006 L on this point are in progress.

oscillator strength / a.u.

VI. CONCLUSION

4 . The calculations in this work clearly show the potential
e I Y Sy ST S s of the frozen density KSCED embedding in the calculation
photon energy / eV of excitation energies for solvated systems. In the first place,
FIG. 7. Simulated SAOP/TZP/DZ absorption spectrum of acetone in wa- FhIS .embeddmg approa(;h |.mpl|es a resriction to the interest-
ing intrasubsystem excitations, where the embedded system

ter. Excitation energies have been calculated for snapshots from a CPM . - : .
simulation for acetone vapddashed lingor acetone in watefsolid line), can be defined by the user. Other excitations, which might be

respectively; all water molecules within a radius of 8 A from the acetonerea| or spuriously induced by failures of ti€D)DFT ap-
molecule have been considered in the latter calculations, and have be‘iﬂoach are not obtained. This has a number of important

treated in a frozen-density fashion. In total, 3@@poy or 220 (solution . .
configurations have been sampled. A Gaussian smearing of 0.05 ev h&onsequences for the calculation of solvated systémEm-

been applied to the peaks in the spectrum. Additionally, the curves of dedding calculations are inherently less demanding, espe-
Gaussia_n fit to the simulated absorptior) bands are shown for the gas-pha@ﬁi”y for TDDFT calculations with many solvent molecules.
(dotted ling or solvated(dashed-dotted linemolecule, respectively. (i) In contrast to supermolecule calculations on systems like
the one studied here, the number of low-lying excitations is
the other values. The maximum position of the spectruntonstant, which makes embedding calculations even more
does not change at all, the average transition energy changadvantageous when large solvent shells are includ@dl.
only very little, and also the changes in the maximum of theThe interpretation of the results is much easier, and the ex-
fit are negligible. This latter point is due to the fact that wecitations are not affected by mixings with spuriously low CT
use a symmetric Gaussian function to fit our data, so that axcitations.
better description of the outlier in the fit would dramatically It could be shown that the excitation energies obtained
decrease the quality of the fit in the low-frequency regime offrom the embedding scheme are not very sensitive to ap-
this band. It therefore does not affect this fit very much. Weproximations made in the construction of the frozen density.
would like to note that not only the solvent shift but also theThis is an important observation, since otherwise the deter-
estimated band maximum of 4.6791 eV obtained in this waymination of the frozen density would be the time-limiting
is in very good agreement with the experimental values obtep for very large systems. The possibility to use superposi-
4.68 (Ref. 33—-4.69 e\3234736 tions of molecular densities is especially important, which
Our tests with relaxed frozen densities showed that rereplaces a calculation on a system withmolecules byN
laxation typically leads to an increase of the excitation enerealculations on systems of just one individual molecule. This
gies of about 0.06 eV, which was quite systematic for thecan be further simplified by assuming a rigid structure of the
structures investigated. Therefore, we expect that relaxatiosolvent molecules, at least in the outer solvation shells, so
would also increase the solvent shift for the large set of 22@hat just one calculation on one molecule is necessary for the
snapshots to about 0.26 eV. The solvent shifts obtained witpreparation of their frozen density. Such simplifications al-
different ways to construct the frozen density can therefordow to perform statistical analyses of excitation energies for
be estimated to lie in the range of 0.20—0.26 eV. many snapshots of the solvent, which was demonstrated here
There is another interesting point about our simulationfor systems with on average 175 atoms. Some test calcula-
In the experimental spectra in Refs. 32 and 33, it can be sedions in this work demonstrated that calculations with several
that the structureless vapor absorption band of the 7 hundreds of solvent molecules, or more than 800 atoms are
transition is a bit broader than the spectrum in aqueous sdeasible with the approximate frozen-density construction
lution. Although it is difficult to extract exact values, the schemes.
half-widths can be estimated to roughly 70007¢r0.87 eV In combination with snapshots from CPMD simulations,
vapop and 6000 crit (0.74 eV, solutioh The Gaussian fits this enabled us to model the solvatochromic shift of the
to our final simulated absorption bands qualitatively agree— =" excitation of acetone in water. An estimated shift of
with this observation; while the fitted gas-phase spectrun®.20 eV was obtained from a statistical analysis of excitation
has a half-width of 0.51 eV, the solution spectrum has anergies for 220 snapshots of acetone in water. This is in
reduced half-width of only 0.40 eV. But in terms of absolute perfect agreement with the experimental shifts of
values, these half-widths are still too low, and a much large0.19-0.21 eV?>*However, there is a caveat: In a prelimi-
statistics might be necessary to draw definite conclusionsary study of density relaxation of the solvent system, we
about the full shape of the absorption band. The calculatetbund an increase of the calculated solvent shift by about
absorption intensities are less reliable; the basis set requir€.06 eV, so that an estimated solvent shift from the relaxed
ments for converging them are usually much larger than fofrozen-density calculations would be in the order of 0.26 eV,
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