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ABSTRACT

MiniJPAS is a ∼1 deg2 imaging survey of the AEGIS field in 60 bands, performed to demonstrate the scientific potential of the
upcoming Javalambre-Physics of the Accelerating Universe Astrophysical Survey (J-PAS). Full coverage of the 3800–9100 Å range
with 54 narrow-band filters, in combination with 6 optical broad-band filters, allows for extremely accurate photometric redshifts
(photo-z), which, applied over areas of thousands of square degrees, will enable new applications of the photo-z technique, such as
measurement of baryonic acoustic oscillations. In this paper we describe the method we used to obtain the photo-z that is included in
the publicly available miniJPAS catalogue, and characterise the photo-z performance. We built photo-spectra with 100 Å resolution
based on forced-aperture photometry corrected for point spread function. Systematic offsets in the photometry were corrected by
applying magnitude shifts obtained through iterative fitting with stellar population synthesis models. We computed photo-z with a
customised version of LePhare, using a set of templates that is optimised for the J-PAS filter-set. We analysed the accuracy of
miniJPAS photo-z and their dependence on multiple quantities using a subsample of 5266 galaxies with spectroscopic redshifts from
SDSS and DEEP, which we find to be representative of the whole r< 23 miniJPAS sample. Formal 1σ uncertainties for the photo-z
that are calculated with the ∆χ2 method underestimate the actual redshift errors. The odds parameter has a stronger correlation with
|∆z| and accurately reproduces the probability of a redshift outlier (|∆z|> 0.03), regardless of the magnitude, redshift, or spectral type
of the sources. We show that the two main summary statistics characterising the photo-z accuracy for a population of galaxies (σNMAD

and η) can be predicted by the distribution of odds in this population, and we use this to estimate the statistics for the whole miniJPAS
sample. At r< 23, there are ∼17 500 galaxies per deg2 with valid photo-z estimates, ∼4200 of which are expected to have |∆z|< 0.003.
The typical error isσNMAD = 0.013 with an outlier rate η= 0.39. The target photo-z accuracyσNMAD = 0.003 is achieved for odds> 0.82
with η= 0.05, at the cost of decreasing the density of selected galaxies to n∼ 5200 deg−2 (∼2600 of which have |∆z|< 0.003).

Key words. methods: data analysis – catalogs – galaxies: photometry – galaxies: distances and redshifts

1. Introduction

The idea of using multi-wavelength photometry to estimate
the redshift of galaxies (photometric redshifts, photo-z in the

following) was first proposed as a last-resort technique to obtain
redshifts for sources that were deemed too faint for spectroscopy
to be feasible or economical (Baum 1962; Couch et al. 1983).
Photo-z became increasingly useful with the advent of deep
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multi-wavelength imaging surveys, starting with the Hubble
Deep Field (e.g., Lanzetta et al. 1996; Mobasher et al. 1996;
Fernández-Soto et al. 1999). The main advantage of photo-z over
spectroscopic redshifts (spec-z) is the ability of obtaining red-
shifts for all the sources that are detected in an imaging sur-
vey without pre-selection. Combined with large CCD detectors,
this implies an increase in the survey speed of several orders of
magnitude compared to the most advanced multi-object spectro-
graphs (Blake & Bridle 2005).

The main drawback of the photo-z method is the accuracy of
its redshift estimates, which is typically much lower than spec-
z and imposes hard constraints on their range of application.
However, in the past few years, photo-z techniques have matured
enough to promote a shift in the redshift strategy of many current
and upcoming surveys, which now use photo-z as their primary
method for distance determination. Spectroscopy is still essential
for obtaining the calibration and validation samples needed to
fine-tune the photo-z machinery, or to follow up on particularly
interesting sources. However, relying on photo-z for an over-
whelming majority of targets allows for complete, flux-limited
samples containing many millions of galaxies, which opens up
entirely new applications such as baryonic acoustic oscillation
(BAO) measurements (Blake & Bridle 2005; Angulo et al. 2008;
Chaves-Montero et al. 2018).

Essential to this rise to preeminence of photo-z has been
the huge improvement in accuracy and reliability over time,
in particular, on imaging surveys that were designed with
photo-z in mind, which split the optical range into increasingly
large numbers of ever narrower bandpasses. The first wide-
area survey of the photo-z era was the Sloan Digital Sky Sur-
vey (SDSS; York et al. 2000), with only 5 (carefully designed)
broad-band filters. COMBO-17 (Wolf et al. 2003) and Subaru
COSMOS 20 (Taniguchi et al. 2007, 2015) increased the num-
ber of filters to 17 and 20, respectively, including broad- and
medium- or narrow-band filters. The Advanced, Large, Homoge-
neous Area, Medium- Band Redshift Astronomical (ALHAM-
BRA) survey (Moles et al. 2008) observed ∼4 deg2 in 20 optical
medium-band filters (full width at half maximum, FWHM ∼

300 Å) combined with JHKs near-infrared imaging. The Sur-
vey for High-z Absorption Red and Dead Sources (SHARDS;
Pérez-González et al. 2013) imaged the Hubble Deep Field in
25 contiguous optical filters with an FWHM ∼ 170 Å, and the
Physics of the Accelerating Universe Survey (PAUS) observed
the COSMOS field in 40 filters with an FWHM ∼ 130 Å
(Eriksen et al. 2019).

A new landmark of the application of photo-z will be
reached with the Javalambre-Physics of the Accelerating Uni-
verse Astrophysical Survey (J-PAS; Benítez et al. 2009, 2014),
which was specifically designed to achieve the high-redshift
accuracy required to perform BAO measurements over a wide
redshift range. Using 54 narrow-band filters (FWHM ∼ 145 Å)
complemented with two broad-band filters at the two extremes
of the optical range, J-PAS imaging will effectively obtain a low-
resolution spectrum (photo-spectrum) for every 0.46′′ pixel in
the sky over thousands of square degrees. The J-PAS survey will
be performed by the 2.5 m Javalambre Survey Telescope (JST),
equipped with a 1.2 Gigapixel camera (JPCam) with a field of
view of 4.2 deg2.

To test the performance of JST and begin scientific opera-
tion prior to the installation of JPCam, a pathfinder camera (PF)
with a single 9k× 9k CCD was installed. To prove the scientific
potential of J-PAS, a small survey of ∼1 deg2 (miniJPAS) was
carried out with PF on the AEGIS field using the 56 J-PAS filters

as well as four broad-band filters (u, g, r, i). MiniJPAS observa-
tions span four overlapping pointings along the Extended Groth
Strip (EGS), reaching the depth planned for J-PAS (5σ limits
between ∼21.5 and 22.5 for the narrow-band filters and ∼24
for the broad-band filters in a 3′′ aperture). A detailed descrip-
tion of the miniJPAS observations, data reduction, and calibra-
tion is presented in Bonoli et al. (2021, hereafter B21). Fully
reduced images and source catalogues are publicly available at
the CEFCA catalogues portal1.

In this paper, we present the photometric redshift catalogue
for miniJPAS. Section 2 outlines the miniJPAS observations
and data reduction, and describes the photometric measurements
used for photo-z calculation and the spectroscopic redshifts.
Section 3 discusses our photometric recalibration procedure.
Section 4 offers an overview of the photo-z code, the templates
used, and its outputs, while Sect. 5 discusses the sources of error
in photo-z estimates. In Sect. 6 we present the main results of the
redshift distribution and photo-z accuracy for miniJPAS galaxies
and its dependence on multiple quantities. Finally, Sect. 7 sum-
marises our conclusions. All magnitudes are presented in the AB
system.

2. Data

2.1. Observations and data reduction

The observations and data reduction of miniJPAS are described
in detail in Sects. 2 and 3 of B21. Here we provide a brief sum-
mary. The miniJPAS covers the EGS in four overlapping point-
ings for a total area of ∼1 deg2. Each pointing was observed with
a minimum of four exposures per filter, with a dithering of 10′′

along both CCD axes. The readout of the CCD was done in
2× 2 binning mode for the narrow-band filters (0.46′′ pix−1) and
1× 1 for the broad-band filters (0.23′′ pix−1). Individual expo-
sure times were 120 s for the 56 narrow-band filters as well as
the u filter, but only 30 s for the other broad-band filters to pre-
vent saturation. Total exposure times range from 480 s to 3240 s,
depending on the filter and pointing (see Table A.1 in B21 for
details).

Data reduction for the individual images includes the stan-
dard bias and over-scan subtraction, trimming, flat fielding, and
illumination correction. Some issues specific to the Pathfinder
camera (which unlike JPCam was not designed specifically
for the JST/T250) also required additional corrections for
vignetting, background patterns, and fringing (see B21).

Astrometric calibration was performed with Scamp (Bertin
2006) using the Gaia DR2 catalogue as reference. The astro-
metric solution for the individual images has an rms of ∼0.035′′

with respect to Gaia. Coaddition of the individual images was
performed with Swarp (Bertin et al. 2002), with all the images
resampled to the fiducial pixel scale of the camera (0.23′′).

The average 5σ depth of the coadded narrow-band images
ranges from ∼21.5–22.0 AB magnitudes in the reddest filters
to ∼22.5–23.5 in the bluest ones. For broad-band filters, it is
u∼ 22.8, g∼ 24.0, r∼ 23.8, and i∼ 23.2.

The point spread funtion (PSF) FWHM of the coadded
images ranges from ∼0.6′′ to ∼2.0′′, with most of them below
the 1.5′′ mark. The images for the reference band (r) have the
lowest PSF FWHM, averaging 0.7′′ in the four pointings.

1 http://archive.cefca.es/catalogues/

minijpas-pdr201912
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2.2. Photometry

Source detection and extraction on the reduced miniJPAS
images was performed with SExtractor (Bertin & Arnouts
1996). Aperture photometry was obtained in both dual-mode
and single-mode for several types and aperture sizes and was
calibrated using an adaptation of the method presented in
López-Sanjuan et al. (2019b, see Sects. 3.3 and 3.4 in B21 for
details).

In dual-mode, the extraction aperture is defined in a
reference band (in our case, the detection band r) and is
used to perform forced photometry on the images in all the
other filters. SExtractor computes total magnitudes using
the auto (MAG_AUTO), isophotal (MAG_ISO), and Petrosian
(MAG_PETRO) apertures. These apertures are defined individ-
ually for each source based on the r band so that the fraction
of the (estimated) total flux of the galaxy enclosed is constant,
regardless of the galaxy size and surface brightness profile. A
constant scaling factor then converts the integrated fluxes in the
apertures into total fluxes.

However, accurate total fluxes are much less important
than accurate colour indices for the purpose of photo-z esti-
mation. Obtaining accurate colours requires maximising the
signal-to-noise ratio (S/N) within the extraction aperture and
to compensate for PSF variation among the images in different
filters. In order to achieve this, we use PSF-corrected magnitudes
(MAG_PSFCOR) obtained following the method presented in
Molino et al. (2019), which is based on ColorPro (Coe et al.
2006).

Very briefly, PSFCOR magnitudes are obtained by extract-
ing the flux in a small aperture, defined as the Kron aperture
(Kron 1980) with a semi-major axis equal to 1 Kron radius in the
reference band. This is half the size of a standard AUTO aper-
ture in SExtractor (2 Kron radii). The resulting magnitude is
known as the “restricted AUTO” or just “restricted” magnitude
(Molino et al. 2017, 2019). For the reference band, the PSFCOR
magnitude is simply the restricted magnitude. For bands with a
wider PSF than the reference band, a correction term for PSF
broadening is applied as follows:

PSFCOR j = REST j + RESTr − REST( j)r, (1)

where REST j and RESTr are the magnitudes measured on the
restricted aperture for the images in band j and the reference
band, respectively, while REST( j)r is measured on the reference
image after convolution to the same PSF of the image in band j.

If, in contrast, band j has a narrower PSF than the reference
band, then the PSFCOR magnitude is simply the restricted mag-
nitude measured on the image after convolution to the same PSF
as the reference band. We emphasise that PSFCOR magnitudes
are not total magnitudes. They underestimate the total flux of
galaxies by ∼0.5 mag on average with respect to AUTO magni-
tudes (see also González Delgado et al. 2021).

Hereafter, we omit the explicit reference to the aperture
type when discussing magnitudes, colours, or magnitude offsets.
Unless otherwise stated, it is implied that AUTO magnitudes are
used whenever the flux or luminosity in a single band is needed
(e.g., selection of a flux-limited sample, redshift priors), while
PSFCOR magnitudes are used to fit the spectral energy distribu-
tion (SED) and colour-dependent quantities.

The photometry is corrected for atmospheric extinction as
part of the calibration process (see López-Sanjuan et al. 2019b,
for details). We also correct for Galactic extinction using the
Milky Way dust maps from Bayestar17 (Green et al. 2018) with
extinction coefficients kλ computed using the prescription in
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Fig. 1. Distribution of r-band magnitudes for the whole miniJPAS sam-
ple (solid black line), flagged sources (dot-dashed olive line), and non-
flagged sources (dashed magenta line). The distribution for the whole
sample scaled by a factor 0.7 is shown for reference (dotted black line).

Whitten et al. (2019) for the extinction law of Schlafly et al.
(2016).

2.3. Flags

The miniJPAS catalogue includes the column FLAGS, which
contains information on whether each source is affected in each
of the bands by a number of issues that may impair or invalidate
the photometry. The FLAGS value is an integer that encodes
several binary flags (see B21 for the details), including the
SExtractor flags (which alerts for close neighbours, blend-
ing, saturation, truncation, etc.) as well as two additional flags
that mark sources that are duplicated in another tile or that are
known to be variable. Sources that have no apparent issues in
their photometry in a particular band have FLAGS= 0 for that
band. Sources with FLAGS> 0 in at least one band represent
∼30% of the miniJPAS catalogue.

We compute photo-z for every source brighter than r< 24
and with FLAGS< 4 in the detection band (this removes satu-
rated and truncated sources as well as those with incomplete or
corrupted data in the extraction aperture). The FLAGS values are
used to choose which bands are considered for the photo-z calcu-
lation. In the general case, we select only bands with FLAGS= 0
(meaning that none of the SExtractor flags or additional flags
is raised). However, if a source has FLAGS> 0 in more than 50%
of the bands, we relax this condition by requiring FLAGS< 4,
which dismisses the values indicating close neighbours or
blending.

The impact of the photometric issues signalled by the flags
on the photo-z accuracy is hard to predict as it depends on
many factors, including the specific bands that are affected, the
error introduced in the photometric measurement, the SED of
the source, and its redshift. In general, the photo-z accuracy is
degraded in sources with flags, and in particular, the rate of catas-
trophic errors (outliers) is substantially higher.

Except for saturation, all the conditions signaled by the pho-
tometry flags mainly depend on the location of the source within
the image, not on its intrinsic properties. As a consequence,
which sources are flagged should not depend on their brightness,
apparent size, redshift, or spectral type. Figure 1 confirms that
this is the case for brightness: ∼30% of the sources are flagged
regardless of their magnitude.
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Fig. 2. Distribution of the probability of being a star, PS , for miniJPAS
sources as a function of the (colour-coded) limiting magnitude of the
sample. The spike at PS = 0.5 is due to sources with insufficient S/N for
a classification in the detection band, which are assigned PS = 0.5 by
default.

Because of this, we consider the ∼70% of sources with no
flags to be representative of the full miniJPAS sample. We use
this sub-sample to discuss the properties of the population of
miniJPAS sources throughout the paper.

2.4. Star and galaxy classification

The miniJPAS catalogue includes the results of different
methods for separating stars from galaxies. The most basic
approach is the CLASS_STAR parameter from SExtractor,
which compares the spatial profile of the source with the
expectation for a point source. A more realistic morpholog-
ical classification is given by MORPH_PROB_STAR, which
gives the probability that a source is a star based on
its spatial profile and a prior probability based on its r-
band magnitude (see López-Sanjuan et al. 2019a, for details).
TOTAL_PROB_STAR combines MORPH_PROB_STAR with
parallax information from Gaia for a more robust determina-
tion. Finally, ERT_PROB_STAR provides a classification using
the extremely randomised trees machine-learning method, which
uses morphological and photometric parameters (Baqui et al.
2021).

Although ERT_PROB_STAR has the highest success rate in
separating stars from galaxies (Bonoli et al. 2021; Baqui et al.
2021), we chose TOTAL_PROB_STAR as the preferred mea-
surement of the probability of being a star, PS , throughout the
paper. This is because TOTAL_PROB_STAR has the advantage
that it does not rely on the SED of the galaxy, which is important
for obtaining the redshift distribution of galaxies in a consistent
way, as we show below.

The distribution of PS is strongly bimodal. Most sources
are concentrated near the extremes of its range, at PS ∼ 0 (very
likely to be a galaxy) or PS ∼ 1 (star, see Fig. 2). In particular,
96.8% of the sources brighter than r= 22 have either PS < 0.01
or PS > 0.99. However, the distinction becomes more uncertain
at faint magnitudes, where many sources take intermediate val-
ues of PS . As a consequence, applying a cut in PS to distinguish
galaxies from stars results in contamination and incompleteness
in both samples. Any determination of the statistical
properties of miniJPAS galaxies based on this partitioning,

Fig. 3. Footprint of the miniJPAS and DEEP2/DEEP3 spectroscopic
observations. Grey dots represent miniJPAS sources with r< 23, and
blue and red dots represent sources that were targeted for spectroscopy
by the DEEP2 and DEEP3 surveys, respectively.

(including the redshift distribution) would be biased at faint
magnitudes.

To solve this issue, we compute photo-z for all miniJPAS
sources regardless of the morphological classification. For each
source we obtain P(z|G), the redshift probability distribution
conditional to the source being a galaxy, which depends on its
SED alone. If a source is known to be a star or quasar (PS = 1)
then the value of P(z|G) is meaningless. However, by comput-
ing P(z|G) independently of any morphological information and
applying the morphological classification as a posterior, we can
easily estimate redshift-dependent statistics for the population of
miniJPAS galaxies that account for the uncertainty in the classi-
fication of individual sources (see Sect. 6).

2.5. Spectroscopic redshifts

The Deep Extragalactic Evolutionary Probe 2 (DEEP2)
and 3 (DEEP3) galaxy redshift surveys (Davis et al. 2003;
Cooper et al. 2011; Newman et al. 2013) cover about half of
the area of the miniJPAS survey (Fig. 3). Both surveys were
performed with the DEIMOS multi-object spectrograph on
the Keck II telescope. DEEP2 spectra were obtained with
the 1200 lines/mm grating, covering the ∼6500–9100 Å range
with a spectral resolution of R∼ 5000, while DEEP3 used the
600 lines/mm grating, allowing for a wider spectral coverage
(∼4550–9900 Å) at R∼ 2500.

We retrieved the combined DEEP2/3 redshift catalogue for
the EGS2, which contains a total of 23 822 unique sources.
Targets for DEEP2 observations were selected at random from
the R< 24.1 flux-limited catalogue of Coil et al. (2004), which
covers the entirety of the EGS. By contrast, DEEP3 covers
only the central part of the EGS. While most DEEP3 targets
were also selected from the R< 24.1 sample, additional sources
were targeted based on detection at other wavelengths, such

2 https://sites.uci.edu/deep3/deep3zcat/
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Fig. 4. Distribution of miniJPAS sources as a function of r-band mag-
nitude for all sources (solid black lines), stars (dashed green lines),
galaxies (dot-dashed red lines), and galaxies with spectroscopic red-
shifts (dotted blue lines). Smooth lines show cumulative counts, and
histograms show counts in bins of 0.1 magnitudes.

as far-infrared or X-rays, including some R> 24.1 sources. We
removed these sources from the catalogue to keep the spec-
troscopic sample representative of the population of R< 24.1
sources. We also required that sources have secure redshifts
(ZQUALITY>=3) and a spectral classification as galaxy. These
criteria were met by 15 222 sources.

We performed a match by coordinates between this sample
and the miniJPAS catalogue using a search radius of 1.5′′. We
found spectroscopic counterparts for 4825 out of 20 962 miniJ-
PAS sources brighter than r= 23 at an average matching distance
of 0.12′′.

We also matched the miniJPAS catalogue with the spec-
troscopic redshift catalogue from SDSS DR12, which covers
the entirety of the miniJPAS footprint. Again, we kept only
matches for sources with secure spectroscopic redshifts (zwarn-
ing= 0) and spectroscopic classification as galaxy. These criteria
are met by 564 sources, including 123 that also have redshifts
from DEEP. In all the galaxies in common between SDSS and
DEEP, the redshift measurements agree to within |δz|< 0.001,
the median |δz| being 0.00012.

Figure 4 shows the distribution of sources of all types, galax-
ies, and galaxies with spectroscopic redshifts as a function of
the r-band magnitude in the miniJPAS catalogue. The distribu-
tion for all sources is computed without taking the morpholog-
ical classification into account, and it is dominated by stars at
r< 19.5. The distributions for stars and galaxies were obtained
by weighting each source with its PS and PG. Finally, the dis-
tribution for galaxies with spectroscopic redshifts was computed
from the subsample with matches in our spectroscopic catalogue.

The fraction of miniJPAS galaxies with spectroscopic red-
shifts is roughly constant at ∼25% within the range 19 < r < 23.
This fraction increases to ∼50% when we consider only sources
within the DEEP footprint (the number of SDSS spectra for
r> 19 galaxies is negligible).

3. Recalibration

The observed colours of galaxies may be affected by systematics
in the photometry that originates from errors in the absolute flux
calibration of the images, in the correction for Galactic extinc-
tion, or aperture effects introduced by PSF variation among

images in different bands. Because accurate galaxy colours are
essential for photometric redshifts, many SED-fitting photo-z
codes include a pre-processing stage dedicated to computing
magnitude offsets for each band that minimises the average
colour differences between the observed photometry and syn-
thetic photometry extracted from the spectral templates (e.g.,
Ilbert et al. 2006; Molino et al. 2014; Eriksen et al. 2019). We
call this process zero-point recalibration, or recalibration for
short. Because the spectral templates are also affected by cali-
bration uncertainties, this procedure has the advantage of placing
the observed photometry and the templates in the same “photo-
metric system”.

A great shortcoming of this approach is that the template set
usually contains only a few “archetype” templates that are rep-
resentative of the broad spectral types expected to be found in
the sample. For datasets such as miniJPAS, which have observa-
tions in many bands, this implies that poor fits (high χ2 values)
are obtained for many sources (in particular, those with highest
S/N) even after the recalibration offsets have converged because
the template set is not large and diverse enough to reproduce
the entire variety of spectral features that are found in individual
galaxies. Discrepancies between the best-fitting template and the
actual spectrum of the galaxy increase the dispersion in the mag-
nitude offsets calculated from different galaxies for each band,
implying a more uncertain correction.

To overcome this issue, we instructed the photo-z code to
skip the recalibration step3 and instead performed the recalibra-
tion separately using a custom routine. This allowed us to use a
very large grid of spectral templates, built from stellar popula-
tion synthesis models, which can reproduce the SED of miniJ-
PAS galaxies to much higher accuracy.

3.1. Grid of models

We generated a grid of 90 720 synthetic spectra with the python
implementation of Cigale, which is described in Boquien et al.
(2019). Each spectrum represents the theoretical spectrum of a
galaxy composed of two stellar populations (namely ‘young’
and ‘old’). The old population is assumed to have a delayed-
exponential star formation history (SFH), with an age between
2 and 10 Gyr and an e-folding timescale between 0.5 and 2 Gyr.
The SFH for the young population is also a delayed-exponential,
with an age between 0.1 and 1 Gyr and an e-folding timescale
between 50 and 200 Myr. The fractional contribution of the
young population to the total stellar mass of the galaxy may take
values from 0% to 10%.

The synthetic spectrum for each population was generated
by integration over time of a library of simple stellar popula-
tions (SSPs). We chose the high spectral resolution version of
the library of Bruzual & Charlot (2003), with a Chabrier (2003)
initial mass function (IMF), and stellar metallicities Z/Z⊙ = 0.2,
0.4, and 1.0. The nebular emission was modelled with the grid
of nebular templates from Inoue (2011), which were generated
using CLOUDY 13.01 (Ferland et al. 1998, 2013). The metallic-
ity of the gas was assumed to be the same as that of the stel-
lar component. To keep the total number of models manageable,
we restricted values of the ionisation parameter to the range log
U= [−3,−1] in steps of 0.5. The fraction of Lyman continuum
photons reprocessed into nebular emission (i.e. not absorbed by
dust or escaping into the intergalactic medium) ranged from 5%
to 100%. The attenuation law was that of Calzetti et al. (2000),

3 In LePhare, this is done by setting AUTO_ADAPT=NO in the con-
figuration file.
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Fig. 5. Magnitude residuals between the observed and synthetic pho-
tometry after the first (top) and third (bottom) iterations of the recali-
bration procedure. Symbols indicate the median residual, and error bars
enclose the 16th to 84th percentile ranges. Small symbols correspond
to photometry in the narrow-band J-PAS filters, and large symbols rep-
resent broad-band filters (uJAVA, uSDSS, gSDSS, rSDSS, and iSDSS)
and the long-pass J1007 filter.

and the colour excess E(B − V) of both stellar components was
fixed at 0.44 times that of the nebular component (which takes
values from 0 to 0.5 mag in steps of 0.1).

3.2. Computation of offsets

We performed the recalibration using miniJPAS galaxies with
secure spectroscopic redshifts and spectroscopic classification
as “galaxy” from either SDSS or DEEP. Because complete and
accurate SEDs are essential for the recalibration procedure, we
excluded sources fainter than r= 22 or with flags in the photom-
etry of any of the 60 bands.

We obtained recalibration offsets independently for each of
the four pointings of the miniJPAS survey using ∼500 galaxies
per pointing. For each galaxy, the model rest-frame spectra in the
grid were redshifted to the observed frame of the galaxy. Then
synthetic photometry was obtained by convolving the redshifted
spectra with the transmission curves of the filters, and a scaling
factor was found that provides the best fit (minimum χ2) between
the observed and synthetic SEDs. We selected as the best model
for each galaxy the one that produced the absolute minimum χ2

of the 90 720 models in the grid. For every pointing, we then
computed the systematic offset in the photometry for band j as

δm( j) = median
{

mobs
i ( j) − m

synth
i

( j)
}

, (2)

where mobs
i

( j) and m
synth
i

( j) are the observed and synthetic mag-
nitudes in band j for the ith galaxy, respectively. The observed
photometry was adjusted by subtracting the offsets that were just

computed,

mcorr
i ( j) = mobs

i ( j) − δm( j). (3)

We repeated the SED-fitting with the grid of models for
the updated photometry and recomputed the offsets itera-
tively, until all new additional offsets were smaller than
0.001 magnitudes, which in practice happened after three or
four iterations (Fig. 5). The cumulative offsets resulting from
the addition of the successive offsets in all the iterations,
∆m( j)= δm( j)+ δm′( j)+· · ·+ δmn( j), are the final recalibration
corrections that we applied to the original photometry for all the
sources in the pointing.

We estimated the uncertainty in the recalibration offsets as
the uncertainty in the median of the residuals after the last itera-
tion, assuming a normal distribution,

σ (∆m( j)) =

√

π

2N
σ
{

mobs
i ( j) − ∆m( j) − m

synth
i

( j)
}

, (4)

where N is the number of galaxies used and mobs
i

( j)−∆m( j) is
the magnitude in band j of the ith galaxy after recalibration.

The recalibration offset computed for a given band differs
significantly from one pointing to the next, mostly because of
differences in the PSF FWHM of the images. Table A.1 indicates
the offsets and their uncertainties for PSFCOR magnitudes in the
60 bands for the four miniJPAS pointings.

3.3. Validation of recalibration offsets

The recalibration procedure may raise some legitimate concerns
about its robustness. One possible source of problems is that sys-
tematic errors in the spectral templates can also result in sys-
tematic offsets between the observed and synthetic photometry.
If most of the galaxies in the recalibration sample are within a
small redshift range, any given spectral feature will appear most
of the time in only a few bands. This might bias the recalibration
if the best-fitting models for these galaxies systematically under-
or over-predict the intensity of the feature. Emission lines, whose
intensity is particularly hard to predict from the observed contin-
uum, are one clear example.

In order to determine whether this degeneracy is an issue
for the miniJPAS sample, we split the recalibration sample for
each pointing into two subsamples, one containing all the galax-
ies with a redshift below the median of the sample, and the other
with those above the median. We performed the recalibration
separately for the two subsamples and compared the resulting
offsets. We find that the offsets calculated for the two subsam-
ples are consistent within their uncertainties.

Another sensible concern is the unicity of the results from the
recalibration procedure. To test whether the recalibration con-
verges to the same corrected photometry regardless of the sys-
tematic offsets, we modified the observed photometry by apply-
ing random shifts between −0.2 and +0.2 magnitudes (selected
from a uniform distribution). The same shift x( j) was applied to
all galaxies for each band j to simulate a systematic offset.

We computed recalibration corrections, ∆m∗( j), for this
modified photometry using the exact same method as before. If
the recalibration can compensate for these additional systematic
shifts, then we expect the difference between the original and
the new recalibration offsets to match the shift applied to the
photometry,

∆m( j) − ∆m∗( j) ≈ x( j). (5)
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Fig. 6. Comparison between the arbitrary shifts introduced in the input
photometry for individual bands (X-axis) and the resulting change in
the recalibration offsets obtained (Y-axis). Symbols are the same as in
Fig. 5. The dashed line marks the 1:1 relation that is expected when the
recalibration process perfectly compensates for systematic offsets in the
photometry.

Figure 6 compares the random shifts we introduced, x( j),
with the resulting change in the recalibration offsets, ∆m( j) −
∆m∗( j), for all the bands and pointings. The dispersion around
the 1:1 relation is ∼0.01 mag (except for pointing AEGIS-3,
which has σ ∼0.03 mag), which is an order of magnitude smaller
than the shifts we introduced and also comparable to or smaller
than the uncertainties we calculated for the original recalibration
offsets (see Table A.1).

This suggests that the recalibration procedure converges to
the same or very similar stellar population models for most
galaxies, regardless of any systematic shifts in the photometry.
Therefore we conclude that the offsets ∆m( j) obtained in the
recalibration remove real systematics in the photometry, which
are probably associated with imperfect aperture corrections.

We emphasise that the ∆m( j) in Table A.1 are valid only
for the PSFCOR aperture. We also caution about the systematic
errors that could be introduced if these recalibration offsets were
used in the spectral analysis of miniJPAS sources. Their values
may still be model dependent with regard to the specific choice
of the stellar library, the extinction law, or other model parame-
ters. However, this is not a problem for our photo-z calculation
because the template library we use is a subset of the model grid
(see Sect. 4.2).

4. Computation of photometric redshifts

4.1. Photo-z code

We compute photo-z for miniJPAS sources using Jphotoz, a
python package that is part of Jype, the data reduction pipeline
for J-PAS. Jphotoz acts as an interface between the database
and the actual photo-z computing code(s) and also handles all
the pre- and post-processing of the data, including application
of Galactic extinction correction and recalibration offsets to
the photometry, filtering of flagged photometric measurements,
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Fig. 7. Prior probability redshift distributions used by LePhare for the
broad spectral types elliptical (solid line), spiral (dotted line), and irreg-
ular (dot-dashed line), with colour coding for the magnitude (see text
for details).

contrast-correction of the redshift probability distribution func-
tion (zPDF; see Sect. 4.3), and computation of the odds parame-
ter as well as other parameters derived from the zPDF (Sect. 4.4).

The photo-z code we used for miniJPAS is a customised ver-
sion of LePhare (Arnouts & Ilbert 2011), modified to remove a
limitation in the maximum number of bands in the photometric
catalogue (32 in the original LePhare), as well as to allow for
higher resolution in redshift with a finer sampling of the redshift
search range (in miniJPAS, from z= 0 to z= 1.5 in constant steps
of δz= 0.002). LePhare computes photo-z using the template-
fitting method (see Salvato et al. 2019, for a recent review of
the different photo-z techniques). Template fitting photo-z works
by evaluating a goodness-of-fit estimator (typically χ2) between
the observed photometry and synthetic photometry generated
from each of the templates as a function of z. The correspond-
ing χ2 values sample the (assumed Gaussian) log-likelihood dis-
tribution, logL(z) ∝ −χ2

min(z)/2. Most modern photo-z codes
(including LePhare) compute the zPDF by weightingL(z) with
a redshift prior that summarises our a priori knowledge of the
underlying redshift distribution as a function of the galaxy mag-
nitude and/or colour (see Ilbert et al. 2006 for details and Benítez
2000 for a general description of the method).

We used the default redshift prior in LePhare, which is
obtained from the spectroscopic redshift distribution of galaxies
in the VIMOS VLT Deep Survey (VVDS; Le Fèvre et al. 2005),
and contains the probability density function P(z, T |m) of the
redshift and spectral type as a function of the i-band magnitude.
Figure 7 shows P(z, T |m) for the broad spectral types ellipti-
cal (E/S0), spiral (Sp), and irregular (Irr), defined according to
the rest-frame g−i colour of the templates (see Ilbert et al. 2006
for details), and for magnitudes i= 21, 22, and 23. For galax-
ies brighter than i= 20, LePhare replaces the empirical prior
with a step function that takes the value 1 at z≤ 1 and 0 at z> 1,
regardless of the spectral type. While such a prior is not a real-
istic model for the actual redshift distribution of bright galax-
ies, this fact is unimportant in practice because i< 20 miniJPAS
galaxies have high S/N photometry and their logL(z) presents
a very sharp peak. The prior also prevents i< 20 sources from
finding solutions at z> 1. This is not an issue for miniJPAS
given its small volume (the brightest galaxy with zspec > 1 has
i= 20.6), but a more realistic prior will be needed for J-PAS
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in order to obtain accurate photo-z for the most luminous z> 1
galaxies.

LePhare also separately calculates the minimum χ2

obtained with a set of stellar and quasar templates, which could
help to classify sources. However, we find it more convenient
to exclude these templates and to interpret the zPDF from
LePhare as the redshift probability distribution conditional to
the source being a galaxy, P(z|G).

4.2. Cefca_minijpas library of templates

A key aspect of the template-fitting method for photo-z determi-
nation is that it generally does not require a good fit between the
template and the observed photometry; it suffices that the best fit
is obtained at the true redshift. In particular, only a few templates
(broadly corresponding to the major spectral types) are needed to
obtain good photo-z from broadband photometry (e.g., Benítez
2000), where the photo-z accuracy depends on the correct detec-
tion of broad spectral features such as the Lyman break or the
4000 Å break.

The requirements are different when narrow-band photo-
spectra are used because narrow spectral features such as emis-
sion and absorption lines have a much stronger impact on the
photometry (the effect of a spectral feature on the photometry
is proportional to its equivalent width and inversely proportional
to the bandpass). Multiple works have shown that photo-z for
narrow-band datasets improve significantly when emission lines
are taken into account (e.g., Molino et al. 2014; Eriksen et al.
2019; Alarcon et al. 2021).

LePhare can add emission lines to the templates with inten-
sities individually adjusted for each galaxy to match the photom-
etry in the affected bands. However, this often results in too much
freedom, as it allows unphysical models that lead to spurious
solutions. Because of this, we prefer to switch off the emission
line adjustment capability in LePhare and instead provide tem-
plates that include both the stellar and nebular emission (lines
and continuum).

In the past, template libraries were conditioned by the avail-
ability of spectral templates, which were often based on the
observed spectra of archetypal galaxies or composites from mul-
tiple galaxies of the same type, often extrapolated with models or
photometry beyond the range of the spectroscopic observations.
An alternative approach that has gained popularity thanks to
improvements in the stellar libraries and stellar evolution mod-
els is the generation of synthetic galaxy spectra with SPS models
(e.g., Brammer et al. 2008; Eriksen et al. 2019).

To build the Cefca_minijpas library of templates, we
started from the grid of 90 720 SPS models that we used for the
recalibration. Because we wished to use templates that represent
real galaxies, we chose only those that provide the best fit for
one (or more) of the miniJPAS galaxies using the recalibrated
PSFCOR photometry. We excluded sources fainter than r= 22 to
guarantee a good S/N in all the bands, and also considered only
sources with secure spectroscopic redshifts. We ensured that the
best-fitting template was consistent with the observed photome-
try by requiring a reduced chi-squared χ2

r < 1. We also imposed
a constraint on the coefficient of variation of the RMS error,

CVRMSE =

√

∑N
n=1 ( fobs(λn) − fmodel(λn))2 /N

∑N
n=1 fobs(λn)/N

, (6)

which represents the ratio of the typical residual to the
mean flux. We required CVRMSE <0.04 because selecting for

low χ2
r alone favours the sources with lower S/N (see e.g.,

Hernán-Caballero et al. 2015), for which a wider range of mod-
els is consistent with the observed photometry. These criteria
were met by 455 SPS models.

We further reduced the number of templates by iteratively
performing a photo-z calculation with multiple combinations of
these 455 models to select those that provide the best results in
the spectroscopic subsample. This method for optimisation of
the template set is the subject of an upcoming paper (Hernán-
Caballero et al., in prep.). Very briefly, a score was associated
with each combination of templates that summarised the quality
of the photo-z obtained on a test sample with these templates.
Starting from random selections of templates, each set of tem-
plates was modified by removing some and adding new ones at
random (selected from the population of 455 candidates). The
score was computed for every new set. Those with a higher score
were then taken as the basis for new sets with higher probability.
We iterated until the score of the best-performing set stabilised
and no further increases were obtained in a predetermined num-
ber of iterations. We took the set with the highest score as the
final selection and used it to compute the photo-z for the whole
miniJPAS sample.

We repeated this procedure multiple times with different ran-
dom initial sets. While the final selection changed from one run
to another, the score converged to the same maximum value
in all the runs, and the photo-z of the whole miniJPAS sam-
ple in two different runs are identical for ∼98% of the sources.
Some particular templates always reached the final selection,
others appeared interchangeable, and the large majority was
never selected.

The final set we used to compute the published photo-z of
miniJPAS contains 50 templates (the number for which the pre-
cision saturates) and is shown in Fig. 8. The values of the main
parameters we used to build these models are listed in Table A.2,
and common observables measured on the models are presented
in Table A.3.

4.3. Contrast correction of the zPDF

The probabilistic nature of the zPDF implies that for individ-
ual sources, it is often impossible to determine whether they
are realistic or not because any P(z|G) that verifies P(zspec|G)>0
is consistent with the spectroscopic redshift. However, when
large groups of sources are considered, some statistical tests
can determine whether the zPDF are well behaved. One pow-
erful test is the calculation of the fraction of galaxies in
which zspec falls within a given confidence interval (CI) of
the zPDF (e.g., Fernández-Soto et al. 2002; Dahlen et al. 2013;
Schmidt & Thorman 2013). If the zPDF describes the actual red-
shift probability distribution, we can expect 10% of galaxies to
fall within any 10% CI, 20% in a 20% CI, and so on. Out of
the many possible definitions of a CI, the most useful is the
highest probability density (HPD) CI, as proposed initially by
Fernández-Soto et al. (2002) and illustrated by Wittman et al.
(2016). The HPD CI is the shortest redshift interval (or union
of disjoint intervals) that contains a given fraction of the total
area under the zPDF distribution. Therefore it always encloses
the main peak of the zPDF.

We computed the fraction F̂(c) of miniJPAS galaxies with
zspec inside the HPD CI at a confidence level c using the
algorithm presented in Wittman et al. (2016). We separated the
galaxies into groups according to their r-band magnitude. The
results (left panel in Fig. 9) show that in general, there are more
zspec values inside the HPD CI than expected, indicating that the
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Fig. 8. Set of fifty galaxy templates used for computing the photo-z
for miniJPAS sources, sorted by their rest-frame UV-to-optical spectral
index and shifted in the Y-axis for clarity.

zPDF has too much weight at redshifts far from the main peak
(or peaks). This effect is increasingly stronger at fainter magni-
tudes. For bright sources (r <19), the opposite is true: too much
weight is placed at the main peak of the zPDF, causing F̂(c)< c.

0.2 0.4 0.6 0.8 1.0

c

0.0

0.2

0.4

0.6

0.8

1.0

F̂
(c

)

original zPDFs

0.2 0.4 0.6 0.8 1.0

c

corrected zPDFs

18

19

20

21

22

23

r

Fig. 9. Fraction of galaxies with zspec within the highest probability
density confidence interval as a function of the confidence level before
(left) and after (right) the contrast correction of the zPDF. Galaxies are
grouped by their r-band flux in bins of 0.5 magnitudes. The diagonal
line marks the F̂(c)= c relation that is expected if the zPDF represents
the actual redshift uncertainty. Values above (below) this line imply
under- (over-)confidence in the zbest estimate.

This type of inaccuracies in the zPDF is a common issue
of photo-z codes, which causes an under- (or over-)estimation
of the actual redshift uncertainty (e.g., Hildebrandt et al. 2008;
Dahlen et al. 2013; Mundy et al. 2017). Several factors may con-
tribute to these trends, including over- (or under-) estimation
of photometric errors and the sparse sampling of the parameter
space of the models that results from using only a few templates.
The latter implies that the best-fitting template is often sub-
stantially different from the actual spectrum of the source. This
sparseness of the models is particularly relevant for miniJPAS,
where the high number of narrow-band filters allows resolving
many spectral features. Because of this, most galaxies achieve
poor fits (χ2

min≫ 1) even at the spectroscopic redshift, in partic-
ular those with higher S/N photometry.

Modelling the impact on the zPDF of all the factors described
above is overly complex and ultimately unnecessary. An empir-
ical correction of the contrast of the zPDF (the difference
between the value at peaks and valleys) suffices to restore the
expected relation between F̂(c) and c. To do this, Jphotoz
implements a variation of the method described by Dahlen et al.
(2013), which corrects the zPDF in two steps. First, a dis-
crete convolution of the zPDF and a Lorentzian kernel is
performed,

P′[n] = (P ∗ k)[n] =
2
∑

m=−2

P[n − m]k[m], (7)

where P[n] is the value of the zPDF for the nth element in
which it is sampled (corresponding to the redshift z[n]= 0.002n),
and k[m]= 1/(m2 + γ2), with γ= 1.18. This convolution is par-
ticularly important for bright sources, which sometimes have
P[n]= 0 for all elements except for the one corresponding to the
peak. The contrast of the convolved zPDF is then adjusted with
the transformation P′′[n]= P′[n]1/α, with α= 0.54. The values of
α and γ are calculated by minimising over the whole sample the
function

D(α, γ) =
∑

i

|F̂(ci) − ci|. (8)

The right panel in Fig. 9 shows the relation between F̂(c) and
c for the same magnitude cuts after the contrast correction.
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4.4. Scalar parameters

While the zPDF provides the most complete description of our
knowledge of the redshift of a source, it is often more convenient
to use scalar parameters that condense its main properties. The
table PhotoZLephare_updated in the miniJPAS database4 con-
tains several of them:

– Z_ML (Z_ML in LePhare) is the median redshift of the
zPDF (50% of the total area is on either side).

– PHOTOZ (Z_BEST in LePhare, hereafter zbest) is the red-
shift corresponding to the absolute maximum of the zPDF. We
consider this the most useful point estimate of the photo-z, as it
is more robust than Z_ML for asymmetric or multi-peaked zPDF
profiles.

– CHI_BEST (CHI_BEST in LePhare) is the χ2 of the best-
fitting galaxy model at zbest.

– Z_BEST68_LOW (Z_BEST68_LOW in LePhare) the
low-z limit of the 68% confidence interval for zbest, computed
using the ∆χ2 method (e.g., Avni 1976; Bolzonella et al. 2000).

– Z_BEST68_HIGH (Z_BEST68_HIGH in LePhare) the
high-z limit of the 68% confidence interval for zbest, computed
using the ∆χ2 method.

– PHOTOZ_ERR is the 1σ uncertainty in zbest, computed as
PHOTOZ_ERR = 0.5(Z_BEST68_HIGH - Z_BEST68_LOW).
We used a related quantity, the relative 1σ uncertainty,

zerr =
Z_BEST68_HIGH − Z_BEST68_LOW

2(1 + Z_BEST)
. (9)

– ODDS (hereafter odds) is the probability of the rel-
ative error in zbest being smaller than 3% (|∆z| = |zbest −

zspec|/(1+ zspec)< 0.03). Unlike all the others, this is not a direct
output from LePhare, but is computed by Jphotoz from the
contrast-corrected zPDF, using the formula

odds =

∫ zbest+d

zbest−d

P(z|G)dz, d = 0.03(1 + zbest). (10)

5. Quantifying the photo-z accuracy

5.1. Origin of errors in photo-z

Taking the spectroscopic value as the true redshift of the galaxy,
the error in zbest is often defined as ∆z= (zbest − zspec)/(1 + zspec),
where the 1 + zspec factor conveniently compensates for the
stretching of spectral features with redshift. The value of ∆z is
determined by two main types of error, which differ substantially
in their prevalence and impact on the resulting photo-z. Broadly
speaking, we can describe them as “inaccuracies” and “catas-
trophic errors”.

The former are the cumulative effect of small systematic and
random errors in the photometry, flux calibration, and wave-
length calibration, as well as the uncertainty introduced by the
limited spectral resolution of the photo-spectra, the finite number
of templates, and the discretisation of the redshift search range,
to name a few. Each of these factors affects the shape and peak
redshift of the zPDF. Combined, they result in a small, largely
random shift in zbest relative to the true redshift of the galaxy.

On the other hand, catastrophic errors are mainly caused by
the non-linearity of the transformation between colour space
and redshift, which implies that galaxies with very different
spectral types and redshifts may have similar observed colours.

4 http://archive.cefca.es/catalogues/

minijpas-pdr201912
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Fig. 10. Distribution of redshift errors for the spectroscopic subsample
of miniJPAS (histogram) and best-fitting model combining one Gaus-
sian and one Lorentzian profile (dotted line) or two Lorentzians (dashed
line).

The importance of this degeneracy increases at faint magni-
tudes because larger photometric errors imply more uncertain
observed colours, which can be consistent with more combina-
tions of template and redshift. The result is a zPDF with two or
more peaks of comparable strength at different redshifts, often
far apart. When the strongest peak is not the peak that corre-
sponds to the actual redshift, ∆z can be an order of magnitude or
more larger than typical inaccuracies. The use of redshift priors
mitigates this issue, at least in the aggregate, by favouring the
most likely redshift given the magnitude of the galaxy. However,
for some galaxies with unusually high or low luminosity, the
prior may exacerbate the risk of a catastrophic error by favouring
the wrong redshift solution (see Sect. 6.5).

Another cause for catastrophic errors is large errors in the
photometry that are not accounted for by the nominal flux uncer-
tainties, such as contamination by nearby sources or artefacts in
the images that may drastically alter the photometry in one or
more bands. The result is often spikes or jumps in the photo-
spectra that the photo-z code tries to match to legitimate spectral
features. Fortunately, in the case of miniJPAS the photometry
flags identify most of these sources, and the affected bands are
masked for photo-z computation. However, a small number of
galaxies is likely to be affected by yet undetected issues. Finally,
galaxies with “exotic” spectra that do not resemble any of the
galaxy templates in the library may also get wrong redshift esti-
mates.

Figure 10 shows the distribution of |∆z| for the miniJPAS
galaxies with r< 23 and with spectroscopic redshifts. The bin-
ning is uniform in log |∆z| to highlight the bimodality of the
distribution caused by the two types of error. The main peak at
|∆z| ∼ 0.004 corresponds to the typical error due to inaccuracies,
while the peak at |∆z| ∼ 0.04 represents the catastrophic errors.
The first peak and the tail at very small |∆z| are well reproduced
by a Gaussian or a Lorentzian distribution. The second peak
requires a Lorentzian because the slope of the Gaussian at large
|∆z| is too steep. Moreover, the combination of two Lorentzians
fits the distribution of |∆z| slightly better than the combination
Gaussian+Lorentzian.

As we show in the next sections, the relative importance
of inaccuracies and catastrophic errors in shaping the distribu-
tion of ∆z varies with properties of the galaxies such as the
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brightness and redshift, and can be predicted (to some extent)
from parameters derived from the zPDF such as zerr and odds.

5.2. Summary statistics

Similarly to the scalar parameters derived from the zPDF, it is
often very convenient to rely on summary statistics of the dis-
tribution of ∆z in the analysis of the dependence of photo-z
accuracy with one or more galaxy properties, or for easy com-
parison between samples. In most cases, the distribution of ∆z
is far from Gaussian, therefore the mean and standard deviation
are often replaced by more robust analogues: the median and
the normalised median absolute deviation, σNMAD. The latter is
defined as

σNMAD = 1.48 ×median|∆zi −median(∆zi)|, (11)

where the factor 1.48 is used to match the standard deviation for
a Gaussian distribution. Like the standard deviation, σNMAD is
insensitive to a systematic offset in zbest, but unlike the former, it
is also insensitive to the tail of the distribution for high values of
|∆z|.

A complementary statistic to σNMAD is the outlier rate, η,
which represents the fraction of galaxies with redshift errors
larger than a given threshold X,

η =
N(|∆z| > X)

Ntot
, (12)

where X is set at several times the σNMAD (we chose X = 0.03)
to ensure that only values far from the main peak of the distri-
bution are identified as outliers. As a consequence, η is a good
approximation for the frequency of catastrophic errors.

While σNMAD and η are aggregate statistics that describe
the redshift errors of samples, not individual galaxies, their val-
ues can also help validate uncertainty estimates for individual
sources. In particular, if redshift uncertainties obtained with the
∆χ2 method are accurate, we can expect σNMAD ∼ 〈zerr〉 for a
sample of galaxies that are selected to have similar values of zerr.
Furthermore, in a sample of galaxies with comparable odds, the
expected outlier rate is η∼ 1 − 〈odds〉. In Sects. 6.4 and 6.5 we
apply these tests to the miniJPAS sample.

6. Results

We computed photo-z for nearly all r< 24 sources in the
dual-mode photometric catalogue of miniJPAS. However, we
restricted the analysis to r< 23 sources because fainter sources
are undetected in most or all of the narrow-band images, and
the completeness of miniJPAS for extended sources also drops
quickly at r> 23 (see Fig. 16 in B21).

Out of 20,962 miniJPAS sources with r< 23, 186 (0.9%)
were not selected for photo-z calculation because they failed the
FLAGS< 4 condition in the selection band (these sources have
PHOTOZ=−1 in the redshift catalogue). For another 87 (0.4%),
LePhare could not obtain a photo-z measurement due to non-
detections in all but one non-flagged bands (PHOTOZ=−99 in
the catalogue).

Additionally, we considered as invalid the redshift solutions
for all sources where zbest is at one of the extremes of the redshift
search range (zbest = 0 or zbest = 1.5) because we cannot deter-
mine whether a minimum of χ2(z) found at one of the extremes is
a local minimum, and the actual number of miniJPAS galaxies at
z= 0 or z= 1.5 must be very small in any case. Out of 203 sources
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Fig. 11. Distribution of the most likely redshift (zbest) for all miniJPAS
sources brighter than r= 23 (solid black line), as well as for galaxies
(dot-dashed red line), stars (dashed green line), and galaxies with spec-
troscopic redshifts (dotted blue line).

with zbest = 0, 200 are clearly stars (PS > 0.99), while the remain-
ing 3 are spurious sources in the halo of a bright star. Forty out
of 69 sources with zbest = 1.5 are also point sources, most of them
known quasars.

The final number of miniJPAS sources with r< 23 and valid
photo-z is 20 417. Out of these, 15 719 have FLAGS= 0 in all
bands. In this section we use the latter to characterise the photo-
z of miniJPAS.

6.1. Redshift distribution of miniJPAS galaxies

Figure 11 shows the distribution of zbest for miniJPAS sources
brighter than r< 23. The black histogram was obtained by
assigning the same weight w= 1 to every source regardless of
its morphology, while the green and red histograms weight each
source by the probability of being a star (w= PS ) or a galaxy
(w= PG = 1 − PS ), respectively.

While all stars are obviously at z= 0, their zbest estimates
span the entire 0< z< 1.5 search range. Stars dominate the num-
ber counts at the extremes (zbest < 0.2 and zbest > 1.4) because
fewer galaxies are detected at these redshifts. The very strong
peak at zbest ∼ 0.82 is caused by M-type stars, which find their
best fit at this particular redshift. Other weaker peaks in the dis-
tribution of zbest for stars are also evident in Fig. 11.

Because galaxies represent ∼80% of the r < 23 sample,
their redshift distribution is very similar to that for all sources,
except at the two ends of the redshift range, where the galaxy
counts decrease steeply. The distribution of zbest for galaxies is
not smooth, but changes from one redshift bin to the next by
more than is expected from shot noise. Interestingly, these peaks
are mirrored in the distribution of zspec, indicating that miniJPAS
can trace over-densities and voids in the radial direction at least
up to z∼ 0.8. It is unclear if structure in zbest at z& 1 also corre-
sponds to real over- or under-densities because the spectroscopic
counts are too low in this range. In any case, the general trend
remains consistent between zbest and zspec within the uncertain-
ties up to the photo-z search range limit of z= 1.5.

The redshift distribution depends strongly on the magni-
tude of the sources because higher-redshift galaxies are typically
fainter. The top panel in Fig. 12 shows the distribution of zbest
as a function of the limiting r-band magnitude of the selection.
Nearly all zbest > 1 galaxies are faint (r & 22), implying a low S/N
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Fig. 12. Redshift distribution of miniJPAS galaxies as a function of the
magnitude cut (top panel) or odds cut (bottom panel) applied on the
sample.
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Fig. 13. Mean value of the odds parameter for galaxies as a function
of redshift and brightness. Each symbol indicates the average odds for
galaxies in bins of width equal to 0.1 in zbest and 0.5 in r-band magni-
tude. Symbol areas are proportional to the effective number of galaxies
contributing to each bin.

in the narrow bands. This makes their zbest estimates unreliable
(low odds, see bottom panel in Fig. 12). However, the decrease
in the odds at high redshift is steeper than expected from the
increase in the average magnitude alone.

Figure 13 shows that at constant magnitude, the mean odds
even increases slightly from z∼ 0.5 to z∼ 0.8, but decreases
abruptly at z> 0.8. This is probably caused by the spectral fea-
tures with the highest contrast (in particular, Hα and the 4000 Å
break), which shift into redder bands (where the depth is shal-
lower, see Fig. 4 in B21) and ultimately beyond the range of
miniJPAS.

6.2. Accuracy of zbest estimates

In this section, we use the subsample of miniJPAS galaxies with
spectroscopic redshifts to evaluate the accuracy of photo-z deter-
minations using the most probable value (the mode of the zPDF),
zbest. Figure 14 shows the usual comparison between photomet-
ric and spectroscopic redshifts. In the case of miniJPAS, a nor-
mal scatter plot is not very informative because most of the dots
clump in a very narrow band around the diagonal line that marks
the 1:1 relation. To give a realistic impression of the actual den-
sity of dots along this line, we generated a density map from
the scatter plot by convolving with a Gaussian kernel (note that
the pixelation and convolution performed to generate the density
map cause some broadening of the distribution compared to the
original scatter plot).

The dark blue areas indicate the regions with the highest den-
sity of dots. These correspond to the over-densities found in the
distribution of zspec in Fig. 11. The dotted lines enclosing the
|∆z|< 0.03 region contain 64% of the whole r< 23 sample (left
panel) and 87% of the sub-sample with odds> 0.61 (right panel).

Comparison of the left and right panels in Fig. 11 shows that
most of the dispersion in the zbest vs. zspec relation is due to galax-
ies with low odds. At faint magnitudes, the shape of the zPDF
is increasingly dominated by the redshift prior, which favours
zbest values close to the peak probability defined by the prior at
each magnitude (see Fig. 7). This implies large errors in zbest for
sources whose true redshift is far from the z∼ 0.7 peak of the
prior.

The distribution of ∆z is noticeably shifted from the origin
(Fig. 15), indicating a small positive systematic bias in zbest. The
shift is evident in all the four AEGIS pointings when they are
considered separately.

To estimate the magnitude of the systematic bias in zbest,
∆zsys, we calculated the median ∆z among the galaxies with
odds> 0.65 and |∆z|< 0.03. These constraints help to decrease
the dispersion introduced by outliers and galaxies with a broad
zPDF. We obtain ∆zsys = 1.4± 0.1× 10−3. The shift is also
detected at high significance for other cuts in odds or r-band
magnitude and for no cuts at all.

We find no dependence of ∆zsys on the spectral type of
the galaxies (see Sect. 6.6 for the details of our classification
method). We also searched for a dependence of ∆zsys on the r-
band magnitude and redshift of the galaxies in Fig. 16. We find
tentative evidence for an increase in the median ∆z with r, and
a decrease with zspec. This is striking because r and zspec have a
positive correlation. The decrease from ∆zsys ∼ 0.002 at z∼ 0 to
∆zsys ∼ 0.001 at z∼ 0.8 is consistent with a constant offset in zbest
instead of zbest/(1 + zspec). To prove this, we show with open red
symbols the median value of ∆z∗ = zbest − zspec, which revolves
around ∼0.002 for the entire redshift range. While an offset of
∼0.002 matches the redshift step we used in the photo-z cal-
culation and the zPDF, it is unlikely that ∆zsys is related to the
discretisation of the redshift range because we find comparable
values for a redshift step of 0.001.

The systematic bias affects not only the zbest values, but
the entire zPDFs, as evidenced by the slope of the distribu-
tion of the probability integral transform (PIT) of the zPDFs
(Fig. 17). PIT values for individual sources are computed as
the cumulative distribution function of the zPDF evaluated at
the spectroscopic redshift (e.g., Schmidt et al. 2020) and repre-
sent the probability P(z< zspec). Well-calibrated zPDFs result in
a flat distribution of PIT values, while a tilted distribution indi-
cates a bias (Polsterer et al. 2016). Shifting the zPDFs in redshift
by ∆zsys ∼ 0.0014 or ∆zsys ∼ 0.002/(1 + z) largely removes this
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Fig. 14. Comparison between photometric and spectroscopic redshifts for individual miniJPAS galaxies in the spectroscopic sample. The left panel
includes all r< 23 galaxies with valid photo-z estimates, and the right panel contains only half the sample (those with higher odds). The bottom
panels show the redshift errors, ∆z. A 2D Gaussian smoothing is applied to the data to improve the visualisation of the density of points. The solid
line marks the zbest = zspec relation, and the dotted lines indicate the |∆z|= 0.03 threshold we used to define outliers.
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Fig. 15. Distribution of the error in zbest, ∆z, for the galaxies in the spec-
troscopic sample. The tails of the distribution at |∆z|> 0.03 are trun-
cated to emphasise the shape of the central peak. Only sources with
odds> 0.61 are shown. Each colour represents the distribution for an
individual pointing. The black histogram represents the combined dis-
tribution for all four pointings.

bias. The excess frequency in the first and last bins of the PIT
distribution are the consequence of catastrophic redshift errors
(Schmidt et al. 2020).

The origin of this bias is uncertain. Systematic errors in
the wavelength calibration of the JPAS filters is one possibil-
ity, as are errors in the characterisation of the spectral response
of the detector or the telescope throughput. However, to produce
a shift of ∆zsys = 1.4× 10−3 , the effective wavelength of the fil-
ters would have to be redshifted by ∼9 Å on average, which is
more than an order of magnitude larger than the precision of
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Fig. 16. Median error in zbest as a function of the r-band magnitude
(left) and redshift (right) for the galaxies in the spectroscopic sample
verifying |∆z|< 0.03 and odds> 0.65. Solid black symbols and open red
symbols represent two different definitions of ∆z (see text for details).
Error bars indicate the 16–84th percentile confidence interval obtained
with bootstrap resampling.

the transmission curves. The same bias could be obtained if the
spectral templates are blueshifted by a similar amount, but this
is also highly unlikely as the main emission lines are all found
at the expected wavelengths. The redshift prior can, in princi-
ple, bias zbest values if the width of the prior is comparable to
the width of the zPDF. However, our redshift prior is flat for
r< 20 galaxies and broad for fainter ones, and the bias is also
found for sources with high odds that typically have very narrow
zPDFs. Finally, the existence of a bug in the code of LePhare
is conceivable, but this possibility has been ruled out because
roughly the same ∆zsys is obtained independently with the TOPz
code (Laur et al., in prep.). Because ∆zsys is significantly smaller
than the nominal uncertainty of most zbest estimates and its ori-
gin remains unknown, we chose not to correct zbest values for this
bias.
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Fig. 17. Distribution of the PIT values for the zPDFs of galaxies in the
spectroscopic sample with odds> 0.65. Black circles and red squares
represent the PIT distributions after correcting the individual zPDFs
assuming a systematic offset of ∆zsys ∼ 0.0014 and ∆zsys ∼ 0.002/(1+ z),
respectively. Grey bars show the PIT distribution without correction for
systematic offset.

6.3. Best predictor of the photo-z accuracy

The distributions of |∆z| and ∆z shown in Figs. 10 and 15 do not
reflect the dependence of the photo-z accuracy on many galaxy
properties, such as the magnitude of the sources (which deter-
mines the S/N of the photometry), the redshift (which conditions
the spectral features within the observed spectral range), and the
spectral type (which determines the strength of the spectral fea-
tures). In addition, some parameters derived from the zPDF such
as zerr and odds are not real galaxy properties, but clearly depend
on them, and in practice, they summarise our knowledge about
the multiple factors that impact photo-z performance. All these
quantities are correlated to some extent with each other and with
|∆z|. In this section, we examine how the distribution of errors
in zbest depends on the r-band magnitude, zbest, zerr, and odds,
and analyse which quantity is most useful as a predictor of the
photo-z accuracy for individual sources.

Figure 18 shows the cumulative distribution of |∆z| for sub-
samples of the spectroscopic sample, selected according to the
value of one of these four quantities. We split the range of vari-
ation for each of them into same-width intervals. The relative
number of galaxies in every interval is shown in the small bar
histograms. For reference, we plot with dashed lines the cumu-
lative distributions of |∆z| that would result from Gaussian errors
with standard deviations of σ(∆z) = 0.003, 0.01, and 0.03.

All four quantities present the same general trend: in the
most favourable cases (left-most lines, corresponding respec-
tively to bright r-band magnitude, low z, high odds, or low zerr),
the distributions of |∆z| are nearly Gaussian, with departure from
Gaussianity only at the high |∆z| tail. However, at less favourable
values of the quantities, the distributions shift to higher |∆z| at
any given value of the normalised counts. They also become less
Gaussian, with flatter slopes and heavier tails at high |∆z|. The
reason for this change in the shape of the |∆z| distributions is an
increase in the rate of catastrophic errors as we progress from
left to right.

To identify which of these four quantities is more effective
in separating the good from the bad photo-z, we cannot rely on
Fig. 18 because the distribution of each of these quantities in the
miniJPAS sample is different. Instead, we calculated the correla-
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Fig. 18. Cumulative distributions of |∆z| for subsets of the spectroscopic
sample within specific intervals of (from top to bottom) the r-band mag-
nitude, zbest, odds, and zerr. Dashed lines represent predictions for a
Gaussian distribution of ∆z centred at ∆zsys = 0.001 and with standard
deviations of 0.003, 0.01, and 0.03, and solid lines show the actual
distributions for galaxies inside each bin. The inset plots on the right
of the panels represent the relative number of galaxies contributing to
each bin, coloured according to the central value of the bin. Cumu-
lative distributions for bins containing fewer than 50 galaxies are not
shown.

tion of these quantities with |∆z| for individual sources (Fig. 19).
Because of the different ranges that each of these quantities span
and the non-linearity of their relation with |∆z|, we computed
correlations between ranks, instead of correlation of their values.
That is, for each quantity (including |∆z|), we sorted the galax-
ies in ascending order and computed the Spearman rank correla-
tion coefficient (ρ). We find ρ= 0.285, 0.466, 0.551, and −0.602
for zbest, r-mag, zerr, and odds, respectively. In the case of the
odds parameter, ρ is negative because the average |∆z| decreases
at higher odds. According to this, the odds parameter has the
strongest correlation with |∆z|, closely followed by zerr and then
r, while zbest has the weakest correlation.

This suggests that the best way to select a subsample of N
galaxies with the most accurate photo-z is not to pick the N
brightest galaxies in the sample (a cut in magnitude) or the N
with smallest zerr, but the N with higher odds. The high disper-
sion in all panels of Fig. 19 implies that for individual galaxies
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zerr. Each plot shows the correlation between the ranks of individual
galaxies when sorted by each of this quantities and the rank when sorted
by |∆z|. The Spearman rank correlation coefficient (ρ) is quoted for each
case.

or small samples, this may not always be the case, but for large
enough N, odds should have a clear advantage.

We confirmed this hypothesis by computing σNMAD and η
as a function of the fraction (f) of the spectroscopic sample that
is selected by applying a threshold in any of these four quan-
tities (Fig. 20). For f close to 1 (very few galaxies rejected),
all four quantities yield almost the same σNMAD and η because
the selected samples are also nearly identical. However, as f
decreases due to more restrictive thresholds, the tracks diverge.
If we target a specific σNMAD, the size of the sample selected
with a threshold in zerr or odds is significantly larger than that
from a selection in r-band magnitude (up to ∼50% larger for
σNMAD ∼ 0.003). If, on the other hand, we target a specific sam-
ple size, the σNMAD obtained from the corresponding threshold
in zerr or odds is also significantly smaller.

The curves of σNMAD( f ) for zerr and odds are nearly iden-
tical. This is expected because the two parameters have a very
strong anti-correlation (ρ=−0.856, Fig. 21), much stronger than
any of them has with |∆z|.

It is remarkable that zerr and odds obtain the same σNMAD in
the whole range of f and that it is significantly better than that of
the r-band magnitude. However, zerr performs more poorly when
outliers are to be avoided, in particular at f < 0.4, where it is also
outperformed by the r-band magnitude.

Our interpretation of these trends is as follows: for sources
with a single significant peak in the zPDF, both zerr and odds
depend on the width of the peak and produce similar ranks. How-
ever, in sources with multiple peaks in the zPDF, zerr underes-
timates the actual uncertainty in zbest because it is blind to all
but the highest peak. On the other hand, the odds is affected
(decreased) by these secondary peaks. The consequence is that
galaxies with multiple peaks in the zPDF (which are more likely
to have catastrophic redshift errors) are ranked higher by zerr
compared to odds. This has almost no impact on σNMAD because
it is insensitive to outliers, but it shows up in η, as many more
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spectroscopic sample.

outliers are ranked above the threshold in zerr compared to
odds.

6.4. Validation of zerr estimates

We have shown that zerr and odds are the quantities with the
stronger correlation to ∆z and are therefore the best choices for
the selection of subsamples with the most accurate photo-z. In
this section, we test if zerr corresponds to the actual 1σ uncer-
tainty in zbest for individual galaxies.

Figure 22 shows the distribution of ∆z/zerr, which corre-
sponds to the error in zbest in units of the predicted 1σ uncer-
tainty for each galaxy. Under ideal circumstances, the expected
distribution is a Gaussian with a standard deviation of 1 (black
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Fig. 22. Distribution of the ratio between the actual redshift error, ∆z,
and the uncertainty predicted with the ∆χ2 method, zerr, for individual
galaxies in the spectroscopic sample with colour-coding for zerr.
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expected σNMAD as a function of zerr, while the connected dark blue
squares with error bars indicate the observed σNMAD and the 16–84th
percentiles of its confidence interval.

line). However, the actual distribution is far from Gaussian, with
a pointy core and extended tails. Fifty-five percent of the galax-
ies are within the [−1,1] interval and 77% in [−2,2] compared to
expectations of 68% and 95%, respectively. The colour-coding
reveals that the core of the distribution is dominated by galaxies
with high zerr values, while those with small zerr dominate in the
tails. This suggests that sources with large (small) zerr overesti-
mate (underestimate) the actual uncertainty in zbest.

Further evidence is presented in Fig. 23, which shows the
fraction of galaxies with ∆z< zerr as a function of zerr (grey his-
togram). If zerr estimates were accurate, this fraction should be
constant around ∼0.68 regardless of zerr. Instead, we find a strong
dependence on zerr for low zerr values, with a fraction much lower
than the expected 68%, while the relation becomes flat (but still
below the expectation, with f ∼ 55–60%) for zerr & 0.003.

One reason for the strong underestimation of the actual
redshift uncertainty in sources with low zerr is the assumption
implicit in the ∆χ2 method that the probability distribution for
the minimum of χ2(z) is the χ2 distribution for n degrees of
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Fig. 24. Distribution of the fraction of sources with |∆z|< 0.03 as a func-
tion of odds (grey histogram). The diagonal line marks the 1:1 relation
expected if odds estimates for individual galaxies are accurate. Small
dots indicate the odds and |∆z| of individual galaxies (right scale). The
dots are red for outliers (|∆z|> 0.03) and cyan otherwise.

freedom (Press et al. 1992). For bright sources with high S/N
photometry, this is not the case because differences between the
intrinsic SED of the galaxy and the closest template in the library
are much larger than the photometric errors, implying high val-
ues for the reduced χ2, χ2

r = χ
2/(n−1)≫ 1 (see Hernán-Caballero

2012; Hernán-Caballero et al. 2015, for a discussion). By con-
trast, galaxies with low S/N photometry can easily reach χ2

r . 1
with multiple redshift-template combinations due to the degen-
eracy in the colour space. Because the model is not linear in the
fitting parameters (the redshift and spectral type), the χ2 distribu-
tion does not provide a realistic description of the actual redshift
uncertainty (Oyaizu et al. 2008).

Another factor contributing to the general overconfidence in
zerr is the lack of sensitivity in the ∆χ2 method to secondary
peaks in the distribution of χ2(z), and thus, to the probability
of a catastrophic redshift error. This is evidenced by the close to
1:1 relation between σNMAD and zerr in the range 0.001–0.1 (blue
squares), which shows that for zerr > 0.001, it is in fact a realistic
prediction of the error in zbest if catastrophic errors are excluded.

6.5. Validation of odds estimates

Our definition of the odds parameter (see Sect. 4.4) implies that
for an individual galaxy, the probability of an error |∆z|> 0.03
in zbest is P= 1 − odds. For a sufficiently large subsample, the
outlier rate should therefore be η≈ 1 − 〈odds〉.

Because the zPDF used to compute the odds is derived from
χ2(z) and the redshift prior, it is affected by the same χ2

r ≫1
issue that we discussed for zerr. However, we compensated for
this with the contrast correction applied to the zPDF in Sect. 4.3.
Moreover, unlike zerr, the odds is sensitive to the presence of sec-
ondary peaks in the zPDF, meaning that it should accurately esti-
mate the probability of being an outlier for individual galaxies.
We test this in Fig. 24, which shows that the fraction of galaxies
with |∆z|< 0.03 has the expected dependence with the odds in
the whole range (note that f (|∆z|< 0.03)= 1 − η).

To determine whether the magnitude or redshift of the galax-
ies has any impact on photo-z accuracy that is not already
accounted for by the odds, we show in Fig. 25 the magnitude
and redshift dependence of σNMAD at constant odds. There is
no clear residual dependence of σNMAD on the r magnitude.
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Fig. 25. Dependence of σNMAD on the r-band magnitude (left) and zspec

(right) for galaxies grouped in bins of odds. σNMAD is computed in steps
of 0.5 (1 for r< 20) for the r-band magnitude and 0.1 for redshift. Only
bins containing more than 15 sources are shown.

However, there seems to be an increase in σNMAD at low z, in
particular for sources with very low odds. This might be a conse-
quence of the redshift prior favouring intermediate zbest values in
faint sources with low S/N (the prior probability peaks at z∼ 0.6
for r= 22 and z∼ 0.75 for r= 23, see Fig. 7). Because only few
galaxies have low z and low odds , we do not expect this to have
a significant impact on our results.

6.6. Dependence on the spectral type

Photo-z accuracy is also expected to depend on the spectral type
of the galaxies, which determines the contrast of the spectral
features that anchor the photo-z. The most important such fea-
tures at the redshifts typical of miniJPAS galaxies are the 4000 Å
break of the stellar continuum and the main optical emission
lines (Hα, Hβ, [O ii] 3727 Å, and [O iii] 4959+5007 Å).

The combination of deep broad-band and shallower narrow-
band photometry produces some interesting trends for miniJPAS
galaxies: at relatively bright magnitudes, the narrow-band filters
easily detect emission lines, if they are present, which increases
the chances of a highly accurate photo-z in star-forming galaxies
compared to quiescent ones. However, at fainter magnitudes, the
emission lines become increasingly hard to detect, removing the
advantage for star-forming galaxies. At magnitudes fainter than
the detection limit in the narrow bands, quiescent galaxies often
have an edge due to their stronger 4000 Å break, which is easily
detected in the broad-band photometry.

To quantify the impact of the spectral type on σNMAD, we
have classified all the galaxies in the spectroscopic sample into
two broad categories of red and blue, loosely corresponding to
quiescent and star-forming, respectively. We repeated the clas-
sification three times, according to the value of three different
parameters from the best-fitting Cigale model: (1) Dn(4000),
which measures the strength of the 4000 Å break using the
definition of Balogh et al. (1999) and is a proxy for the light-
weighted age of the stellar population (e.g., Kauffmann et al.
2003a,b; Kriek et al. 2006; Hernán-Caballero et al. 2013), (2)
the specific instantaneous star formation rate (sSFR) derived
directly from the model star formation history, and (3) the equiv-
alent width of the Hα line, EW(Hα), an observational proxy for
the sSFR.

Because the boundary between the quiescent and star-
forming classes is somewhat arbitrary (many galaxies have inter-
mediate properties) and also depends on redshift and luminosity,
we simplified the classification by splitting the sample into two
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Fig. 26. Variation in σNMAD as a function of the cut applied in r-
band magnitude separately for red and blue galaxies. Each panel shows
results for a different way of classifying the galaxies, using the strength
of the 4000 Å break (top), the specific instantaneous SFR (middle), and
the equivalent width of Hα (bottom). Solid lines correspond to σNMAD

values at 100% completeness (no cut in odds), and dotted lines indicate
σNMAD values for a cut in odds corresponding to 50% completeness.

same-sized subsamples. The first (second) subsample contains
the 50% of galaxies with the highest (lowest) value of Dn(4000),
sSFR, or EW(Hα). These criteria do not provide high purity in
the resulting samples of quiescent and star-forming galaxies, but
allow more easily comparing the results between the different
selection criteria. They are also sufficient to determine whether
the odds parameter accounts for the dependence on the spectral
type.

Figure 26 shows the σNMAD for all sources brighter than a
given r-band magnitude cut in the red and blue samples. The
trends are similar regardless of the quantity that is used to split
the sample, but there are some interesting differences: for a cut
at very faint magnitudes (r. 23), the red sample reaches lower
σNMAD when the selection is made with Dn(4000) or sSFR, but
not with EW(Hα). This indicates that a substantial number of
galaxies switches between the red and blue classes depending
on the parameter. Classifying with EW(Hα) places some high
Dn(4000) galaxies (which for some reason, maybe active nuclei,
also have Hα emission) in the blue sample, improving itsσNMAD.

A consequence of this is that the photo-z accuracy at a given
magnitude depends not only on the spectral type, but on how the
spectral type is defined. In particular, more restrictive classifica-
tion criteria are likely to improve the photo-z accuracy for both
quiescent and star-forming galaxies because intermediate cases
(where neither the 4000 Å break nor emission lines are strong)
constitute the most difficult targets for photo-z calculation.

The factors responsible for the different photo-z accuracy in
quiescent and star-forming galaxies are also reflected in the value
of the odds parameter. Figure 27 shows that if the comparison
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legend indicate the probability of the spectroscopic and photo-z-only
samples being drawn from the same parent population.

is made between galaxies within a narrow range of odds, the
difference in σNMAD between red and blue galaxies disappears.
The similarity is even stronger for η, indicating that the odds
parameter accurately predicts the probability of a catastrophic
error for both quiescent and star-forming galaxies.

6.7. Representativeness of the spectroscopic sample

The photo-z performance statistics presented so far refer only
to the subsample of miniJPAS galaxies with spectroscopic red-
shifts (s-sample). We can expect these statistics to also predict
the performance in the sources without spectroscopic redshifts
(p-sample) only if the s- and p-sample are drawn from the same
parent population.

We already showed in Fig. 4 that the distribution of r-band
magnitude in the s-sample reproduces that of the whole miniJ-
PAS when every source is weighted with its probability of being
a galaxy, PG. Figure 28 presents a more detailed comparison
of the magnitude distribution in the s-sample and p-sample.
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Fig. 29. Distribution of the observed broad-band colours in three bins of
magnitude. Each plot only includes sources with >3σ detections in the
two bands defining the colour index and with valid photo-z estimates.
Solid lines show the distributions measured for galaxies in the photo-
z-only sample. Connected dots represent the distribution for galax-
ies in the spectroscopic sample (scaled by a factor 2 to facilitate the
comparison).

Because the spectroscopic coverage and the depth of the mini-
JPAS images varies from one pointing to the next, we show
the distributions for each pointing separately. We used the two-
sample Kolmogorov-Smirnov test to calculate the probability p
of the s-sample and p-sample being drawn from the same par-
ent population. The difference between samples is significant
(p< 0.01) only for pointing AEGIS-4. Unlike the other point-
ings, the spectroscopic counts in AEGIS-4 flatten at r >21.5.
Interestingly, the area covered by DEEP is the smallest in this
pointing and the number of spectroscopic galaxies is the low-
est. As a consequence, this pointing also has the highest counts
of photo-z-only galaxies in almost every magnitude bin. The
large galaxy cluster centred at RA= 213.6254, Dec= 51.9379
(see Fig. 28 in B21) may also boost the galaxy counts in
AEGIS-4.

In Fig. 29 we compare the distributions of four broad-band
colours for galaxies in the p-sample and s-sample. For each
colour index, only sources with >3σ detection in both bands
were considered. We show the distributions separately for three
magnitude ranges. The magnitude-dependence of the colour dis-
tribution is small except for the u–r colour, where the S/N > 3
requirement for the u band implies that most red objects are not
selected at faint magnitudes, shifting the distribution towards
bluer u–r. The discrepancies between distributions for the
s-sample and p-sample are highly significant, particularly for
the r–i colour in r> 20 sources (p< 0.0001). However, the range
of colour indices that is covered is the same, and in all cases,
the mean colour index of the distribution differs by less than 0.1
magnitudes (Table 1).

The distribution of zbest (left panel in Fig. 30) is slightly
biased towards higher values for r> 20 sources in the s-sample
compared to the p-sample. This is consistent with their redder
g–i and r–i colours. For the odds parameter (right panel), the
difference is significant only among the faintest galaxies (r> 22)
and indicates that r> 22 galaxies have higher odds on average in
the s-sample than in the p-sample. This may be a consequence
of the requirement of a high confidence in the spectroscopic
redshift for selection into the s-sample. At faint magnitudes,
this confidence requires high-contrast spectral features (a strong
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Table 1. Average colour indices by magnitude.

Colour 18 < r < 20 20 < r < 22 22 < r < 23
index phot spec phot spec phot spec

〈 u–r 〉 2.051 2.028 1.351 1.257 0.208 0.201
〈 g–r 〉 1.035 1.123 1.086 1.096 0.875 0.871
〈 g–i 〉 1.479 1.578 1.552 1.590 1.307 1.345
〈 r–i 〉 0.444 0.455 0.469 0.498 0.480 0.520
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Fig. 30. Distribution of zbest and odds in bins of magnitude for the photo-
z-only and spectroscopic samples. Symbols are the same as in Fig. 29.

4000 Å break or emission lines) that also help increase the con-
fidence in the photo-z estimate.

As a result of this analysis, we conclude that the s-sample is
slightly biased towards redder and more distant galaxies, but also
with higher odds than same-magnitude galaxies in the p-sample.
However, these small differences do not suggest the existence of
a population of galaxies in the p-sample that is not represented
in the s-sample. Accordingly, we consider the templates selected
for the s-sample to be suitable for the p-sample as well, and we
expect a similar performance.

The small but highly significant differences in the odds dis-
tributions are important because the strong correlation between
odds and photo-z accuracy implies that for magnitude-limited
subsamples, the σNMAD and η measured in the s-sample proba-
bly overestimate the actual accuracy in the p-sample. However,
we have shown that odds is the best predictor of photo-z accu-
racy and that at constant odds, the residual dependence of photo-
z accuracy on r, zspec, or the spectral type is small.

This implies that the distribution of |∆z| at a given odds
obtained for the s-sample should also represent that of the
p-sample. In the next section we show how this can be used
to compensate for the different odds distributions in the s- and
p-sample to obtain realistic photo-z performance statistics for
the p-sample.

6.8. Extrapolation to the entire miniJPAS sample

The spectroscopic sample we used for the analysis up to this
point excludes sources with flags in the photometry. In order to
determine the impact of photometric flags in the photo-z accu-
racy, we compare in Fig. 31 the values of σNMAD and η as a
function of odds for flagged and non-flagged galaxies in the
spectroscopic sample. The differences in σNMAD are very small
and largely consistent within the statistical errors, except at very
low odds (odds< 0.4). This suggests that most flagged sources
are barely affected in their photo-z accuracy by the photometric
issue signalled by the flags. The trends for η are also very similar,
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Fig. 31. Dependence of σNMAD (top) and η (bottom) on odds for sources
in the spectroscopic sample without photometry flags in any band (solid
symbols) and sources with flags in one or more bands (open symbols).

except at odds> 0.9, where the outlier rate stays at η∼ 0.1 for
flagged sources but decreases to η∼ 0.01 for non-flagged ones.
This clear excess of outliers at very high odds is probably a con-
sequence of strong spurious peaks in the zPDF caused by arte-
facts in the photometry of some of the flagged sources. Because
flagged sources represent ∼30% of the miniJPAS sample, we
consider that this small increase in the outlier rate relative to non-
flagged sources does not justify purging flagged sources unless
very high reliability (very low η) is required.

The strong dependence of the distribution of |∆z| on odds
(Fig. 18) and the lack of a significant residual dependence on
other quantities at constant odds allow us to estimate the number
of galaxies with photo-z errors below a given threshold in any
arbitrary sample of miniJPAS sources,

N(|∆z| < ∆z′) =
∑

i

PG,i fS (|∆z| < ∆z′ | oddsi), (13)

where PG,i is the probability of being a galaxy for source i (see
Sect. 2.4) and fS (|∆z|<∆z′ | oddsi) is the frequency of |∆z|<∆z′

among galaxies with odds ≈ oddsi in the spectroscopic sample.
Table 2 lists the values of fS (|∆z| < ∆z′ | odds) calculated for
intervals of odds with several values of the threshold ∆z′.

We used Eq. (13) to compute the number density n of galax-
ies in miniJPAS with r< 23 and |∆z|<∆z′ for several cuts in
odds (Fig. 32). For this, we assumed that the effective area
of miniJPAS (after taking the masked areas into account) is
0.895 deg2 (see B21). We repeated the calculation twice: first
using the frequencies fS (|∆z| < ∆z′ | odds) calculated on non-
flagged sources for flagged and non-flagged sources indistinctly,
second using their own fS (|∆z| < ∆z′ | odds) for both flagged and
non-flagged sources. The difference in number counts between
the two methods is <3% for any ∆z′ and cut in odds.

These distributions show that there are ∼17 500 galaxies per
deg2 in miniJPAS at r< 23, of which ∼4200 have |∆z|< 0.003.
However, selecting all of them requires placing no constraint on
odds, which results in large average errors (σNMAD = 0.013) and
a high rate of outliers (η= 0.39). The targeted photo-z accuracy
for J-PAS (σNMAD = 0.003; Benítez et al. 2014) is achieved after
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Table 2. Fraction of sources with |∆z| < ∆z′ per odds interval in the
spectroscopic sample.

odds Nspec ∆z′ = 0.003 ∆z′ = 0.01 ∆z′ = 0.03 ∆z′ = 0.1

0.025–0.075 3 0.333 0.333 0.333 0.667
0.075–0.125 29 0.103 0.172 0.207 0.379
0.125–0.175 102 0.059 0.157 0.216 0.441
0.175–0.225 150 0.080 0.160 0.270 0.533
0.225–0.275 210 0.055 0.133 0.227 0.510
0.275–0.325 244 0.074 0.213 0.369 0.631
0.325–0.375 249 0.121 0.265 0.402 0.735
0.375–0.425 249 0.113 0.221 0.378 0.763
0.425–0.475 247 0.115 0.296 0.489 0.838
0.475–0.525 250 0.109 0.284 0.475 0.852
0.525–0.575 239 0.159 0.326 0.524 0.879
0.575–0.625 235 0.151 0.396 0.641 0.906
0.625–0.675 205 0.210 0.454 0.650 0.941
0.675–0.725 198 0.180 0.485 0.703 0.939
0.725–0.775 145 0.239 0.572 0.801 0.966
0.775–0.825 189 0.236 0.550 0.805 0.963
0.825–0.875 159 0.259 0.566 0.827 0.962
0.875–0.925 155 0.378 0.710 0.882 0.981
0.925–0.975 223 0.355 0.767 0.956 0.996
0.975–1.000 827 0.596 0.921 0.981 0.993
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Fig. 32. Predicted density of r< 23 miniJPAS galaxies with redshift
errors |∆z|<∆z′ as a function of the threshold ∆z′ for four different cuts
in the odds parameter. The solid lines are generated by applying the
same value of fS (|∆z|<∆z′ | oddsi) calculated in non-flagged sources to
both flagged and non-flagged sources, and the dotted lines use separate
values for flagged and non-flagged sources.

imposing odds> 0.82, which implies selecting ∼5200 galaxies
per deg2 (of which ∼2600 have |∆z|< 0.003 and only ∼5% are
outliers).

7. Summary

This paper describes the procedures that we followed in order
to generate the photo-z catalogue of miniJPAS, a ∼1 deg2 imag-
ing survey in 60 optical bands encompassing the AEGIS field.
We also provided a detailed analysis of the photo-z performance
enabled by the exhaustive spectroscopic coverage of AEGIS by
the SDSS and DEEP surveys.

We relied on forced (dual-mode) photometry obtained for an
r-band selected catalogue with matched apertures correspond-
ing to 1 Kron radius in the r band (restricted AUTO aperture),

with corrections to compensate for the difference in the PSF of
each band with respect to r (PSFCOR photometry). We used
Cigale to generate stellar population synthesis models match-
ing the photo-spectra of all r< 22 galaxies with spectroscopic
redshifts. Synthetic photometry obtained from these models was
used to identify systematic offsets in the observed photometry
with respect to the models. We showed that an iterative correc-
tion of these offsets converges to the same solution within ∼0.01
magnitudes, regardless of the initial offsets.

The photo-z were computed with a customised version of
LePhare. The spectral templates we used were the best-fitting
Cigale models of 50 miniJPAS galaxies, selected from a larger
set of 455 candidates as those that produce the most accurate
photo-z in a test sample.

We showed that the zPDF generated by LePhare are slightly
overconfident for r< 19 galaxies but severely underconfident at
r> 20. A simple contrast correction of the zPDF compensates for
this magnitude dependence.

Comparison between the mode of the zPDF (zbest) and the
spectroscopic redshift (zspec) showed that the distribution of
absolute redshift errors (|∆z|) is bimodal. The main peak at
|∆z| ∼ 0.004 corresponds to the typical inaccuracy in photo-z esti-
mates, and a second peak at |∆z| ∼ 0.04 represents catastrophic
errors.

The distribution of zbest for the galaxies in miniJPAS closely
follows the distribution of zspec in the spectroscopic subsample.
This indicates that (1) the spectroscopic sample is representa-
tive of the redshift distribution of the whole sample and (2) we
successfully detect variation in the density of galaxies along the
redshift dimension, at least up to z∼ 0.8.

We find zbest estimates are biased towards zbest > zspec by
∼0.10–0.14%. This bias is consistent among the four miniJPAS
pointings and shows no clear dependence on either the mag-
nitude or the redshift of the sources. In spite of our efforts to
identify the origin of this bias, it remains uncertain and demands
further analysis.

The odds parameter has the strongest correlation to |∆z| of
any photo-z related quantities. In particular, its correlation is sig-
nificantly stronger than obtained with the predicted 1σ redshift
error (zerr) because the latter is insensitive to the probability of
a catastrophic redshift error. This implies that applying a cut in
odds is the most efficient way to select a fixed-size subsample
with the best possible photo-z (or conversely, the largest sam-
ple within some photo-z quality constraints). We also showed
that there is no clear residual dependence of the photo-z accu-
racy on r-band magnitude at constant odds, while there seems to
be a redshift dependence for sources with very low odds, con-
sistent with the expected effect of the redshift prior in low S/N
photometry.

Comparison of zerr and |∆z| shows that the former increas-
ingly underestimates the actual errors in zbest for lower zerr val-
ues. On the other hand, the odds parameter accurately represents
the probability of a redshift outlier (|∆z|> 0.03).

The photo-z accuracy is dependent on the spectral type.
Emission lines allow star-forming galaxies to obtain lower
σNMAD than quiescent galaxies at bright magnitudes, but their
advantage vanishes at faint magnitudes as the emission lines
become increasingly hard to detect and the photo-z solution
becomes dominated by the 4000 Å break. The dependence on the
spectral type disappears if σNMAD or η are calculated for sources
within narrow intervals of odds.

We confirm that the distribution of magnitudes and broad-
band colours in the spectroscopic sample is roughly consis-
tent with the photo-z-only sample, but galaxies in the latter
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are slightly bluer (.0.1 magnitudes) and have slightly lower
zbest on average. The distribution of odds for r> 22 galaxies is
also biased towards higher values in the spectroscopic sample.
We took this into account to generate realistic estimates of the
expected photo-z accuracy in the photo-z-only sample.

We conclude that at the depth of miniJPAS, there are
∼17 500 galaxies per deg2 with valid photo-z estimates, ∼4200
of which have |∆z|< 0.003. The typical error for r< 23 galax-
ies is σNMAD = 0.013 with an outlier rate η= 0.39. The tar-
get photo-z accuracy σNMAD = 0.003 is achieved after imposing
odds> 0.82. Under these constraint, the density of the selected
galaxies is reduced by 70% to n∼ 5200 deg−2 (∼2600 of which
have |∆z|< 0.003), and the outlier rate decreases to η= 0.05.
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Appendix A: Additional tables

Table A.1. Zero-point recalibration offsets [mag]

band AEGIS-1 AEGIS-2 AEGIS-3 AEGIS-4

uJAVA 0.200 ± 0.043 0.099 ± 0.044 0.056 ± 0.064 0.039 ± 0.051
J0378 0.014 ± 0.042 0.015 ± 0.040 0.161 ± 0.089 -0.139 ± 0.075
J0390 0.331 ± 0.023 0.114 ± 0.033 0.124 ± 0.045 0.032 ± 0.043
J0400 0.225 ± 0.028 0.090 ± 0.035 0.163 ± 0.050 0.250 ± 0.041
J0410 0.196 ± 0.035 0.119 ± 0.042 0.235 ± 0.050 -0.006 ± 0.057
J0420 0.230 ± 0.037 0.040 ± 0.046 0.035 ± 0.063 0.008 ± 0.058
J0430 0.105 ± 0.034 0.099 ± 0.032 0.119 ± 0.060 0.058 ± 0.030
J0440 0.439 ± 0.029 0.156 ± 0.039 0.141 ± 0.045 0.084 ± 0.038
J0450 0.082 ± 0.039 -0.017 ± 0.051 0.050 ± 0.074 0.065 ± 0.051
J0460 0.192 ± 0.015 0.160 ± 0.021 0.103 ± 0.044 0.123 ± 0.030
J0470 0.191 ± 0.021 0.109 ± 0.027 0.166 ± 0.035 0.336 ± 0.034
J0480 0.232 ± 0.022 0.131 ± 0.032 0.206 ± 0.032 0.119 ± 0.032
J0490 0.219 ± 0.026 0.072 ± 0.037 0.070 ± 0.040 0.105 ± 0.057
J0500 0.080 ± 0.015 0.098 ± 0.026 0.101 ± 0.031 0.070 ± 0.024
J0510 0.416 ± 0.023 0.156 ± 0.026 0.095 ± 0.023 0.047 ± 0.025
J0520 0.042 ± 0.031 -0.042 ± 0.028 0.082 ± 0.037 0.012 ± 0.035
J0530 0.234 ± 0.016 0.065 ± 0.021 0.038 ± 0.016 0.069 ± 0.038
J0540 0.174 ± 0.019 0.038 ± 0.021 0.130 ± 0.023 0.175 ± 0.025
J0550 0.145 ± 0.019 0.085 ± 0.027 0.127 ± 0.022 0.078 ± 0.031
J0560 0.209 ± 0.018 0.024 ± 0.025 0.047 ± 0.029 0.037 ± 0.041
J0570 0.086 ± 0.016 0.051 ± 0.023 0.067 ± 0.022 0.044 ± 0.028
J0580 0.403 ± 0.017 0.070 ± 0.021 0.088 ± 0.016 0.046 ± 0.021
J0590 0.121 ± 0.026 -0.024 ± 0.016 0.061 ± 0.028 -0.017 ± 0.027
J0600 0.126 ± 0.017 0.065 ± 0.019 0.131 ± 0.019 0.043 ± 0.026
J0610 0.112 ± 0.017 0.063 ± 0.019 0.109 ± 0.016 0.182 ± 0.019
J0620 0.178 ± 0.021 0.084 ± 0.021 0.110 ± 0.019 0.052 ± 0.031
J0630 0.185 ± 0.015 0.015 ± 0.021 0.026 ± 0.020 0.045 ± 0.031
J0640 0.101 ± 0.016 0.054 ± 0.019 0.103 ± 0.011 0.016 ± 0.020
J0650 0.335 ± 0.017 0.087 ± 0.020 0.042 ± 0.010 0.045 ± 0.019
J0660 0.133 ± 0.010 0.102 ± 0.016 0.129 ± 0.007 0.089 ± 0.031
J0670 0.253 ± 0.015 0.056 ± 0.014 0.089 ± 0.007 0.102 ± 0.024
J0680 0.099 ± 0.016 0.074 ± 0.016 0.082 ± 0.008 0.109 ± 0.033
J0690 0.151 ± 0.018 0.076 ± 0.021 0.076 ± 0.019 0.031 ± 0.032
J0700 0.172 ± 0.012 0.028 ± 0.020 0.032 ± 0.012 0.015 ± 0.021
J0710 0.108 ± 0.017 0.015 ± 0.019 0.093 ± 0.012 0.018 ± 0.027
J0720 0.232 ± 0.022 0.103 ± 0.020 0.033 ± 0.008 0.052 ± 0.019
J0730 0.159 ± 0.019 -0.076 ± 0.023 0.024 ± 0.015 -0.034 ± 0.022
J0740 0.309 ± 0.017 0.022 ± 0.019 0.086 ± 0.013 0.057 ± 0.036
J0750 0.100 ± 0.016 0.062 ± 0.020 0.083 ± 0.011 0.143 ± 0.012
J0760 0.143 ± 0.018 0.125 ± 0.024 0.086 ± 0.019 0.045 ± 0.038
J0770 0.190 ± 0.019 0.045 ± 0.021 0.054 ± 0.016 0.065 ± 0.026
J0780 0.164 ± 0.017 0.056 ± 0.024 0.099 ± 0.018 0.055 ± 0.034
J0790 0.170 ± 0.014 0.102 ± 0.022 -0.006 ± 0.012 0.053 ± 0.021
J0800 0.044 ± 0.016 0.039 ± 0.023 0.029 ± 0.026 0.014 ± 0.013
J0810 0.047 ± 0.015 0.027 ± 0.025 0.023 ± 0.025 0.001 ± 0.012
J0820 0.049 ± 0.021 0.007 ± 0.022 0.062 ± 0.026 0.031 ± 0.019
J0830 0.095 ± 0.018 0.068 ± 0.023 0.052 ± 0.018 0.058 ± 0.023
J0840 0.126 ± 0.022 0.098 ± 0.023 0.036 ± 0.023 0.061 ± 0.020
J0850 0.103 ± 0.023 0.057 ± 0.024 0.014 ± 0.025 0.008 ± 0.020
J0860 0.117 ± 0.017 0.050 ± 0.006 0.078 ± 0.015 0.036 ± 0.035
J0870 0.300 ± 0.022 0.067 ± 0.023 0.241 ± 0.017 0.036 ± 0.037
J0880 0.293 ± 0.022 0.177 ± 0.024 0.240 ± 0.029 0.031 ± 0.047
J0890 0.247 ± 0.021 0.182 ± 0.032 0.213 ± 0.021 0.178 ± 0.041
J0900 0.173 ± 0.018 0.221 ± 0.030 0.183 ± 0.019 0.240 ± 0.040
J0910 0.128 ± 0.020 0.297 ± 0.027 0.203 ± 0.026 0.143 ± 0.038
J1007 0.179 ± 0.018 0.182 ± 0.024 0.274 ± 0.045 0.074 ± 0.037
uJPAS 0.111 ± 0.036 0.162 ± 0.036 0.156 ± 0.058 0.002 ± 0.048
gSDSS 0.092 ± 0.011 0.060 ± 0.016 0.154 ± 0.013 0.095 ± 0.019
rSDSS 0.000 ± 0.000 0.000 ± 0.000 0.000 ± 0.000 0.000 ± 0.000
iSDSS 0.007 ± 0.010 0.015 ± 0.022 0.093 ± 0.021 0.014 ± 0.031
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Table A.2. Stellar population properties of the model templates

# fdust E(B-V) log U tburst tmain fburst τburst τmain tmass Z SFR M∗
[mag] [Myr] [Myr] [Myr] [Myr] [Myr] [M⊙ yr−1] [109 M⊙]

01 0.00 0.2 -3.0 100 2000 0.020 50 2000 729 0.008 2.67 2.28
02 0.50 0.5 -3.0 200 5000 0.050 50 2000 2224 0.020 2.15 8.05
03 0.00 0.2 -3.0 500 8000 0.050 200 500 6576 0.020 0.57 13.42
04 0.10 0.0 -3.0 200 5000 0.020 100 2000 2297 0.008 0.72 2.38
05 0.20 0.5 -3.0 100 8000 0.050 50 2000 4238 0.008 1.16 3.24
06 0.00 0.3 -1.0 500 8000 0.020 50 500 6833 0.020 0.01 251.58
07 0.20 0.2 -3.0 1000 8000 0.100 200 2000 4130 0.020 3.44 47.90
08 0.00 0.2 -3.0 500 5000 0.050 200 1000 2961 0.020 0.92 9.33
09 0.20 0.5 -3.0 100 5000 0.020 50 2000 2298 0.020 12.44 35.32
10 0.10 0.4 -3.0 500 8000 0.010 200 500 6909 0.008 0.65 75.24
11 0.95 0.3 -3.0 1000 8000 0.100 50 500 6300 0.020 0.00 18.86
12 0.00 0.0 -3.0 1000 10000 0.020 100 1000 7818 0.020 0.02 18.46
13 0.95 0.0 -3.0 100 8000 0.000 50 500 6995 0.008 0.00 32.42
14 0.00 0.3 -3.0 200 8000 0.100 100 2000 3977 0.008 7.46 21.40
15 0.10 0.4 -3.0 100 2000 0.050 50 1000 828 0.020 2.30 2.46
16 0.20 0.2 -1.0 500 8000 0.010 50 500 6913 0.008 0.00 49.76
17 0.80 0.3 -3.0 500 8000 0.005 100 1000 5958 0.020 1.19 208.87
18 0.10 0.0 -3.0 500 10000 0.010 100 2000 6192 0.020 0.22 6.49
19 0.10 0.5 -3.0 500 5000 0.050 50 2000 2251 0.020 3.28 13.89
20 0.10 0.5 -3.0 200 8000 0.050 50 2000 4272 0.020 8.52 82.49
21 0.10 0.5 -3.0 200 5000 0.050 50 1000 2941 0.020 4.39 47.56
22 0.50 0.3 -3.0 100 10000 0.100 200 1000 6827 0.004 0.02 0.01
23 0.20 0.2 -3.0 100 2000 0.020 50 500 1108 0.020 3.53 9.74
24 0.50 0.3 -3.0 200 8000 0.005 200 500 6947 0.020 0.59 103.01
25 0.20 0.2 -3.0 200 2000 0.100 50 1000 796 0.020 2.40 3.39
26 0.20 0.4 -3.0 200 2000 0.050 200 500 1074 0.020 3.99 8.17
27 0.20 0.4 -3.0 200 5000 0.050 100 2000 2220 0.020 7.19 19.49
28 0.20 0.0 -3.0 200 5000 0.020 50 500 3892 0.020 0.01 0.65
29 0.00 0.4 -1.0 1000 5000 0.100 100 500 3644 0.004 0.07 46.41
30 0.00 0.1 -3.0 200 5000 0.020 50 1000 3052 0.020 0.90 12.07
31 0.00 0.3 -3.0 500 5000 0.050 100 1000 2968 0.020 0.76 11.62
32 0.95 0.2 -3.0 500 8000 0.005 200 1000 5957 0.020 0.57 61.60
33 0.10 0.5 -3.0 200 2000 0.100 100 2000 677 0.008 2.16 1.77
34 0.50 0.5 -3.0 200 2000 0.100 100 500 1018 0.020 7.77 15.89
35 0.00 0.1 -2.5 500 8000 0.010 100 1000 5924 0.020 0.37 59.19
36 0.00 0.2 -2.5 1000 8000 0.005 200 500 6958 0.008 0.05 147.79
37 0.20 0.0 -3.0 500 5000 0.100 200 1000 2794 0.008 0.22 1.65
38 0.00 0.3 -3.0 500 8000 0.005 100 1000 5958 0.020 1.11 194.79
39 0.20 0.3 -3.0 200 10000 0.005 50 2000 6224 0.004 1.44 38.80
40 0.00 0.3 -3.0 1000 8000 0.100 200 2000 4130 0.020 0.66 9.15
41 0.10 0.5 -3.0 500 5000 0.020 200 500 3901 0.020 2.02 111.96
42 0.00 0.3 -1.0 1000 5000 0.050 50 500 3820 0.004 0.01 3.65
43 0.95 0.0 -3.0 100 10000 0.000 50 500 8996 0.008 0.00 22.92
44 0.00 0.2 -2.5 1000 8000 0.050 50 1000 5704 0.004 0.04 8.11
45 0.00 0.3 -3.0 1000 8000 0.100 100 500 6291 0.020 0.00 33.77
46 0.00 0.0 -3.0 1000 10000 0.020 50 1000 7819 0.008 0.00 2.76
47 0.00 0.3 -3.0 200 8000 0.005 50 1000 5953 0.008 0.07 7.95
48 0.00 0.5 -3.0 200 5000 0.100 200 2000 2081 0.020 14.56 20.45
49 0.00 0.2 -3.0 1000 8000 0.050 200 1000 5691 0.020 0.13 15.82
50 0.00 0.3 -3.0 200 10000 0.020 50 1000 7771 0.008 1.06 68.77
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Table A.3. Observables measured on the model templates

# log Lν(g) u-r g-i β Dn(4000) EW([O ii]) EW([O iii]) EW(Hα)
[W m−2] [AB mag] [AB mag] [nm] [nm] [nm]

01 21.69 0.82 0.23 -2.04 1.12 6.915 2.788 11.634
02 21.51 1.59 0.83 -1.44 1.25 0.775 0.208 1.488
03 21.46 1.67 0.83 -1.73 1.32 2.511 0.439 2.262
04 21.46 0.90 0.32 -2.24 1.17 6.636 2.024 6.495
05 21.14 1.30 0.68 -1.66 1.18 2.363 1.118 4.762
06 22.41 2.59 1.24 0.85 1.70 0.008 0.052 0.072
07 22.19 1.70 0.83 -1.80 1.36 1.968 0.346 1.790
08 21.58 1.56 0.77 -1.80 1.30 2.899 0.545 2.924
09 22.15 1.49 0.84 -1.53 1.23 1.780 0.520 3.638
10 21.90 2.39 1.26 -1.33 1.59 0.861 0.188 0.496
11 21.38 2.53 1.19 3.50 1.72 0.004 0.000 0.002
12 21.44 2.35 1.09 -0.85 1.82 0.618 0.057 0.199
13 21.77 2.22 1.06 0.84 1.78 0.015 0.002 0.005
14 22.19 1.08 0.46 -1.86 1.16 4.293 1.739 6.975
15 21.43 1.15 0.55 -1.67 1.17 2.766 0.858 6.533
16 21.85 2.35 1.15 0.07 1.68 0.007 0.092 0.080
17 22.35 2.53 1.28 -1.37 1.72 0.105 0.013 0.053
18 21.24 1.63 0.81 -2.09 1.39 3.220 0.458 1.918
19 21.69 1.71 0.89 -1.47 1.28 1.868 0.467 3.175
20 22.30 1.73 0.91 -1.34 1.26 1.208 0.299 2.015
21 22.09 1.82 0.96 -1.31 1.29 1.060 0.248 1.618
22 19.11 0.69 0.26 -2.16 1.08 2.322 1.896 8.827
23 21.97 1.22 0.55 -1.89 1.22 2.628 0.609 3.789
24 22.05 2.43 1.24 -1.35 1.70 0.115 0.012 0.055
25 21.71 1.00 0.38 -1.89 1.17 2.919 0.758 5.317
26 21.77 1.38 0.69 -1.64 1.22 2.058 0.555 3.899
27 22.02 1.35 0.70 -1.65 1.21 2.070 0.573 3.957
28 20.34 1.69 0.80 -1.86 1.39 1.063 0.150 0.638
29 22.02 2.26 1.08 1.14 1.50 0.003 0.080 0.095
30 21.73 1.47 0.72 -1.91 1.30 2.945 0.522 2.596
31 21.55 1.84 0.91 -1.56 1.36 1.889 0.338 1.850
32 21.91 2.34 1.18 -1.70 1.66 0.042 0.005 0.021
33 21.35 1.22 0.50 -1.63 1.17 3.207 1.501 7.322
34 22.02 1.47 0.74 -1.46 1.23 0.822 0.236 1.794
35 22.00 2.22 1.06 -1.57 1.62 0.610 0.227 0.500
36 22.29 2.41 1.20 0.25 1.77 0.177 0.111 0.138
37 21.17 1.15 0.42 -2.11 1.24 3.824 1.015 3.133
38 22.32 2.51 1.27 -1.35 1.71 0.773 0.094 0.391
39 21.95 1.89 0.95 -1.67 1.39 1.052 0.407 1.279
40 21.39 1.81 0.91 -1.66 1.37 2.274 0.419 2.271
41 22.11 2.47 1.32 -1.21 1.55 0.698 0.111 0.560
42 20.94 2.20 1.05 1.14 1.54 0.005 0.105 0.113
43 21.53 2.29 1.10 0.39 1.84 0.017 0.002 0.005
44 21.28 2.07 0.98 -0.45 1.51 0.185 0.221 0.346
45 21.65 2.50 1.17 2.67 1.69 0.113 0.014 0.063
46 20.73 2.13 1.00 -0.25 1.70 0.627 0.098 0.207
47 21.08 2.20 1.14 -1.43 1.54 0.998 0.217 0.561
48 22.10 1.25 0.68 -1.56 1.16 2.919 0.983 7.567
49 21.41 2.26 1.09 -1.34 1.61 0.931 0.117 0.503
50 22.07 1.84 0.95 -1.56 1.35 1.223 0.330 0.974
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