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	is paper proposes themorbidity of themultivariable grey predictionMGM(1, �)model. Based on themorbidity of the di
erential
equations, properties ofmatrix, andGerschgorin Panel	eorem,we analyze the factors that a
ect themorbidity of themultivariable
grey model and give a criterion to justify the morbidity of MGM(1, �). Finally, an example is presented to illustrate the practicality
of our results.

1. Introduction

In recent decades, grey system theory, as well as fuzzy set
theory [1] and rough set theory [2], is one of the most widely
used theories to study uncertain problems. 	e grey system
theory which was introduced by Deng [3], characterized
by few data and poor information, has been successfully
utilized in uncertain problems.On account of their enormous
applications in agriculture, economics, management, and
engineering, the grey system attracts many scienti�c research
workers and scholars devoted to various aspect of those
�elds.

Grey forecasting models, an important part of grey sys-
tems, have been widely adopted to predict practical problems
due to their simple calculating process and higher forecasting
accuracy [4, 5]. However, some researchers put forward that
the tiny changes of the initial data can result in the estimation
errors, which is called the morbidity of the grey models. 	e
research on morbidity and stability problems occupies an
important part in grey forecasting system. Zheng et al. [6]
pointed out that there existed morbidity in grey prediction
models and analyzed the reasons in earlier times. Dang et
al. [7] showed the possibility of the morbidity problem could
only exist inGM(1, 1) when the �rst item of original sequence
was unequal to zero while other items were equal to zero
approximatively. Wei [8] resolved the morbidity problem for
the grey model with the accumulating method based on the
condition number theory. Xiao and Li [9] studied the e
ects

of themultiple transformation to the condition number of the
non-equigap GM(1, 1) model.

Except for the research on the morbidity of GM(1, 1)
model, there are also some studies concentrating on the mor-
bidity of other grey models. Xiao and Guo [10] and Zeng
and Xiao [11] researched on the morbidity problem of
GM(2, 1) which had two characteristic values.Wang et al. [12]
summarized the main factor that a
ected the morbidity of
GM(1, 1, ��) and suggested that there existed morbidity in
some cases. Cui et al. [13, 14] found that there was no mor-
bidity in NGM(1, 1, �) and grey Verhulst model; the solution
of thosemodels will notmake signi�cant dri� for the original
data series of systems if there exist minor errors in collecting
process.

Compared to the morbidity of grey models group, there
is a little attention on the morbidity of multivariate grey
prediction model MGM(1, �). 	e MGM(1, �) model was
proposed by Zhai et al. [15] and has been developed rapidly
and caught the attention of many researchers. Zou [16]
applied a step by step optimum new information modeling
method to build multivariable nonequidistance information
grey model. Xiong et al. [17] optimized the background value
and set the multiple linear regression model based on MGM
in order to eliminate the �uctuations or random errors of
the original data. Guo et al. [18] constructed SMGM(1, �)
through coupling self-memory principle of dynamic sys-
tem to MGM; examples showed that it had superior
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predictive performance over other traditional grey prediction
models.

Does the possibility of the morbidity inMGM exist? How
to identify the morbidity of the multivariable grey model has
become an important aspect in the process of constructing
the MGM(1, �) model. 	is paper discusses the possibility
of the MGM(1, �) model and the remainder of the paper
is organized as follows: Section 2 introduces the morbidity
of matrix equations and analyzes the factors that a
ect the
condition number of special matrix. Section 3 provides a
criterion to justify the morbidity of MGM(1, �). Section 4
gives an example to illustrate the practicality of our results.
Some conclusions are presented in Section 5.

2. The Morbidity of Equations

Considering the di
erential equation�� = �,� is nonsingu-
lar matrix, � is the constant variable, and � is the solution of
the equation.

De�nition 1 (see [19]). If� or � has a small change and causes
a larger change in the solution of the equation �� = �, the
equation is said to be morbidity equation.

De�nition 2 (see [19]). Suppose that� is a squarematrix with
full rank. 	e condition number of � is

cond (�)V = ������−1�����V ⋅ ‖�‖V , V = 1, 2, . . . ,∞. (1)

If� is a real symmetric matrix, then the condition number of� is

cond (�) = ����max (�)��������min (�)���� , (2)

where max is the maximal eigenvalue of the matrix and min

is the minimal eigenvalue of matrix. If cond(�) ∈ (1, 10),� is well conditioned. If cond(�) ∈ [10, 100), � is slightly
ill-conditioned. If cond(�) ∈ [100, 1000), � is moderately
ill-conditioned. If cond(�) ∈ [1000,∞), � is strongly ill-
conditioned.

In the process of parameters identi�cation of multivari-
able grey model, we usually use the least square method to
estimate the parameters, so there exist least square problems
in the parameters.

Assuming that� ∈ ��×�,� ∈ ��, and� is the parameters
matrix of the grey model. If there exists a vector �0 ∈ ��,
making ‖�� − �‖2 achieve the minimum of the function,
which is ������0 − �����2 = min

�∈��
������ − �����2 , (3)

then �0 is the solution of the linear equation �� = �, which
is the estimated parameter of the grey model.

Suppose that �(�) = ‖�� − �‖2 = (�� − �)�(�� − �) =������−�����−����+���. By the extremum condition
of the equation, we have�� (�)�� = 2���� − 2��� = 0. (4)

	en we obtain the solution ���� = ���, which is also the
least square solution of the equation �� = �.

In the multivariable grey prediction models, the data
matrix � is usually the long matrix; it is not easy to solve

its condition number. It should be noted that ��� is a real
symmetric matrix, the condition number is easy to obtain.
	erefore, we o�en justify the morbidity of the multivariable

grey model by the condition number of ���.
3. The Morbidity of MGM(1, �)
3.1. Grey MGM(1, �) Model. 	emultiple variable grey pre-
diction model abbreviated as MGM(1, �) is one of the
frequently used grey forecasting models. 	e MGM(1, �)
model constructing process is presented below.

De�nition 3. Assume that the data sequence

�(0)	 = (�(0)	 (1) , �(0)	 (2) , . . . , �(0)	 (�))� ,� = 1, 2, . . . , � (5)

is the original nonnegative data matrix. 	e data matrix

�(1)	 = (�(1)	 (1) , �(1)	 (2) , . . . , �(1)	 (�))� ,� = 1, 2, . . . , � (6)

is the �rst-order accumulated generating matrix of �(0),
where

�(1)	 (�) = 
∑
�=1

�(0)	 (�) . (7)

	e adjacent neighbour average sequence of �(1) is
�(1)	 = (�(1)	 (1) , �(1)	 (2) , . . . , �(1)	 (�)) , (8)

where �(1)	 (�) = 0.5(�(1)	 (�) + �(1)	 (� − 1)), � = 2, 3, . . . , �.
	e �rst-order di
erential equations of the multivariable

grey model MGM(1, �) are as follows:
��(1)1�� = �11�(1)1 + �12�(1)2 + ⋅ ⋅ ⋅ + �1��(1)� + �1��(1)2�� = �21�(1)1 + �22�(2)2 + ⋅ ⋅ ⋅ + �2��(1)� + �2
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...��(1)��� = ��1�(1)1 + ��2�(1)2 + ⋅ ⋅ ⋅ + ����(�)� + ��.
(9)

Note that � = (��	)�×� ,� = (�1, �2, . . . , ��)� , (10)

and (9) can be noted as��(1) (�)�� = ��(1) (�) + �. (11)

Applying the least square method to the �rst-order di
eren-
tial equation ��(1) (�)�� = ��(1) (�) + �, (12)

we obtain the estimated parameters

#̂ = (�̂��̂�) = ('�')−1 '� (*1, *2, . . . , *�) , (13)

where

#̂ = ((((
(

�̂11 �̂21 ⋅ ⋅ ⋅ �̂�1�̂12 �̂22 ⋅ ⋅ ⋅ �̂�2... ... d
...�̂1� �̂2� ⋅ ⋅ ⋅ �̂���̂1 �̂2 ⋅ ⋅ ⋅ �̂�

))))
)

,

' = (
(

�(1)1 (2) �(1)2 (2) ⋅ ⋅ ⋅ �(1)� (2) 1�(1)1 (3) �(1)2 (3) ⋅ ⋅ ⋅ �(1)� (3) 1... ... d
... ...�(1)1 (�) �(1)2 (�) ⋅ ⋅ ⋅ �(1)� (�) 1

)
)

,
(14)

and *	 = (�(0)	 (2), �(0)	 (3), . . . , �(0)	 (�))�, � = 1, 2, . . . , �.

3.2. 	e Morbidity of MGM. In this part, we give a criterion
to justify the morbidity of MGM(1, �).
Lemma 4 (Gerschgorin Panel 	eorem). If � ∈ ��×� and� = (9�	), then every eigenvalue of � is contained in the plane,
which is

 ∈ �⋃
�=1

��, (15)

where �� is the panel centred by 9�� in the complex plane and

�� = {{{� ∈ � | ����� − 9������ ≤ �∑
	=1,	 ̸=�

�����9�	�����}}} ,
� = 1, 2, . . . , �. (16)

�eorem 5. Suppose that �(0)	 (1), �(0)	 (2), . . . , �(0)	 (�) are

data vectors, and �(1)	 (�) is the �rst-order accumulated gen-

erating vector. If every consecutive neighbour �(1)	 (�) ≥ 1 (� =1, 2, . . . , �), then the multivariable grey model MGM(1, �) is
morbidity.

Proof. In the process of estimating the parameters of �, �, by
least square method, we calculate the matrix of '�', which is
'�'

=
((((((((((((
(

�∑

=2

(�(1)1 (�))2 ⋅ ⋅ ⋅ �∑

=2

�(1)1 (�) �(1)� (�) �∑

=2

�(1)1 (�)
�∑

=2

�(1)1 (�) �(1)2 (�) ⋅ ⋅ ⋅ �∑

=2

�(1)2 (�) �(1)� (�) �∑

=2

�(1)2 (�)... d
... ...

�∑

=2

�(1)� (�) �(1)1 (�) ⋅ ⋅ ⋅ �∑

=2

(�(1)� (�))2 �∑

=2

�(1)� (�)
�∑

=2

�(1)1 (�) ⋅ ⋅ ⋅ �∑

=2

�(1)� (�) � − 1

))))))))))))
)

. (17)

From ('�')� = '�', (18)

we know '�' is a symmetric matrix; since ' is invertible, we

deduce that all the eigenvalues of the matrix '�' are positive

real numbers and '�' is positive de�nite matrix. 	erefore,

the condition number of matrix '�' can be represented
by the maximal eigenvalue and minimal eigenvalue of the
matrix.

Set 1, 2, . . . , �−1 as the eigenvalues of '�'. By Ger-
schgorin Panel 	eorem, we have

�1 = {{{1 ∈ �+ | ����������1 − �∑
=2 (�(1)1 (�))2����������
≤ �∑
	=2

( �∑

=2

�(1)1 (�) �(1)	 (�)) + �∑

=2

�(1)1 (�)}}} ,
�2 = {{{2 ∈ �+ | ����������2 − �∑
=2 (�(1)2 (�))2����������

≤ �∑
	=1,	 ̸=2

( �∑

=2

�(1)2 (�) �(1)	 (�)) + �∑

=2

�(1)2 (�)}}} ,
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...
��−1 = {{{�−1 ∈ �+ | �����−1 − (� − 1)����

≤ �∑
	=1

�∑

=2

�(1)	 (�)}}} .
(19)

It is easy to see that all the eigenvalues of '�' are contained
in the�1 ∪ �2 ∪ ⋅ ⋅ ⋅ ∪ ��−1; that is to say, every eigenvalue of'�' is contained in the panel.

If all the adjacent neighbour average sequences �(1)� (�) ≥1 and the chosen sample is theminimal permitted data in grey

system, then we conclude that ∑�
=2(�(1)� (�))2 is larger than� − 1, and the maximal eigenvalue and minimal eigenvalue
are contained in di
erent circles, and the centres of circles are
far from each other. 	erefore, the maximal eigenvalue and
minimal eigenvalue are far away from each other on the num-
ber line. From the de�nition of the ill-conditioned matrix,
we deduce that the multivariable grey model MGM(1, �) is
morbidity. 	is completes the proof.

4. Example

In what follows, we give an example to illustrate the practi-
cality of our results.	e data are the price indexes of �nancial
intermediation and real estate in 1981–1984, and data resource
is the China statistical yearbook. Set�(0)1 and�(0)2 as the price
index of �nancial intermediation and price index of the real
estate, respectively; the data are shown in Table 1. As usual,
we chose 4 group samples which are the minimum permitted
data in grey models.

We construct MGM(1, 2) model to simulate and predict
the data vectors. By the de�nition of ', we obtain

' = ( 1.339 1.133 11.7855 1.2125 12.3015 1.415 1) ,
'�' = (10.2778 6.9386 5.42606.9386 4.7561 3.76055.426 3.7605 3 ) .

(20)

By 	eorem 5, there exists morbidity in MGM(1, 2) model.

In fact, all the eigenvalues of '�' are

1 = 0.0011,2 = 0.1249,3 = 17.9079. (21)

Table 1: 	e data vectors.� = 1 � = 2 � = 3 � = 4�(0)1 1.102 1.576 1.995 2.608�(0)2 1.084 1.182 1.243 1.587

It is clear that cond(�) ≥ 1000, and there exists morbidity in
themodel. It proves that our criterion is a useful way to justify
the morbidity of MGM(1, �) model.

5. Conclusions

	is paper discusses the morbidity of the multivariable grey
model. From the morbidity of the di
erential equations, we
analyze the factors that a
ect the morbidity of MGM(1, �)
model. By Gerschgorin Panel 	eorem and the knowledge
of matrix, we give a criterion to justify the morbidity of
MGM(1, �). An example is given to illustrate the maneuver-
ability of our results.
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