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The Mott transition in the strong coupling perturbation theory
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Using the strong coupling diagram technique a self-consistent equation for the electron Green’s
function is derived for the repulsive Hubbard model. Terms of two lowest orders of the ratio of
the bandwidth ∆ to the Hubbard repulsion U are taken into account in the irreducible part of the
Larkin equation. The obtained equation is shown to retain causality and gives the correct result
in the limit U → 0. Calculations were performed for the semi-elliptical initial band. It is shown
that the approximation describes the Mott transition, which occurs at Uc =

√
3∆/2. This value

coincides with that obtained in the Hubbard-III approximation. At small deviations from half-filling
the density of states shifts along the frequency axis without perceptible changes in its shape. For
larger deviations the density of states is modified: it is redistributed in favor of the subband, in
which the Fermi level is located, and for U > Uc the Mott gap disappears.

PACS numbers: 71.10.Fd, 71.27.+a

I. INTRODUCTION

The repulsive Hubbard model is one of the main mod-
els describing strong electron correlations in crystals. For
its investigation a number of methods is used, discus-
sion of which can be found, in particular, in reviews 1–4.
This paper is devoted to the development of one of such
methods – the strong coupling diagram technique. As
follows from its name, the method is aimed at the limit
of strong Hubbard repulsion U , when it is comparable
or larger than the width of the initial electron band ∆.
However, due to peculiarities of the method it gives the
correct result also in the limit U → 0 thereby providing
an interpolation between the two limits. In calculating
Green’s functions the method uses the serial expansion in
powers of hopping constants. The elements of the arising
diagram technique are site cumulants of different orders,
connected by hopping lines. As in the diagram technique
with the expansion in powers of an interaction, in the
present approach the linked-cluster theorem allows one
to discard disconnected diagrams and to carry out par-
tial summations in connected diagrams. As a result the
one-particle Green’s function is expressed in the form of
the Larkin equation through the initial electron disper-
sion and the sum of all irreducible diagrams – the dia-
grams, which cannot be divided into two disconnected
parts by cutting some hopping line. For more details
see Refs. 5–9. A somewhat different diagram technique,
which is also based on the serial expansion in powers of
hopping constants, was developed in Refs. 10–13.

In this paper we consider one-site contributions of the
first two orders to the mentioned sum of irreducible di-
agrams. Due to the restriction to one-site diagrams the
considered approximation resembles the dynamic mean
field approximation.1 With the insertion of the first- and
second-order diagrams into internal hopping lines, the
used approximation gives an equation for self-consistent
determination of the electron Green’s function. It is
shown that the solution of this equation retains causal-
ity. Calculations were carried out for a semi-elliptical

initial band. The approximation is able to describe the
Mott transition, which takes place at Uc =

√
3∆/2.

This value coincides with that found in the Hubbard-III
approximation.14 However, in contrast to this latter ap-
proximation the obtained density of states (DOS) reduces
to the initial semi-elliptical DOS in the limit U → 0.
No quasiparticle peak, inherent in the dynamic mean
field approximation, is observed in our calculations at
the Mott transition. At small deviations from half-filling
the DOS shifts along the frequency axis without percepti-
ble change in its shape. For larger deviations the DOS is
redistributed in favor of the subband, in which the Fermi
level is located, and for U > Uc the Mott gap disap-
pears. Possible ways of the inclusion of spin and charge
fluctuations into the theory are briefly discussed.

II. MAIN FORMULAS

We shall consider the repulsive Hubbard model on a
two-dimensional (2D) square lattice. The model is de-
scribed by the Hamiltonian

H =
∑

nn′σ

tnn′a†nσan′σ +
U

2

∑

nσ

nnσnn,−σ, (1)

where tnn′ is the hopping constants, the operator a†nσ
creates an electron on the site n of the 2D lattice with
the spin projection σ = ±1 and the electron number
operator nnσ = a†

nσanσ. In this work we shall calculate
the electron Green’s function

G(n′τ ′, lτ) = 〈T ān′σ(τ
′)anσ(τ)〉, (2)

where the angular brackets denote the statistical aver-
aging with the Hamiltonian H = H − µ

∑

nσ nnσ, µ is
the chemical potential, T is the time-ordering operator
which arranges operators from right to left in ascending
order of times τ , anσ(τ) = exp(Hτ)anσ exp(−Hτ) and
ānσ(τ) = exp(Hτ)a†

nσ exp(−Hτ). Green’s function (2)
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does not depend on the spin projection, and it was omit-
ted in the function notation.
In the strong coupling diagram technique Green’s func-

tion (2) is presented as the serial expansion in powers of
the kinetic term in the Hamiltonian, and the role of the
unperturbed Hamiltonian is played by the repulsion term
of Eq. (1) together with the term containing the chemical
potential,

H0 =
∑

n

Hn, Hn =
∑

σ

(

U

2
nnσnn,−σ − µnnσ

)

. (3)

Terms of the series are constructed from the hopping con-
stants tnn′ and cumulants of the operators anσ(τ) and
ānσ(τ) belonging to the same site. The cumulants are
calculated with the site Hamiltonian Hn, Eq. (3). The
sum of all terms of the series can be written in the form
of the Larkin equation

G(k, iωl) =
K(k, iωl)

1− tkK(k, iωl)
, (4)

where the Fourier transformation over the space and
time variables was performed, k is the 2D wave vector,
ωl = (2l+1)πT is the Matsubara frequency with the tem-
perature T , tk =

∑

n
exp[ik(n− n

′)]tnn′ and K(k, iωl) is
the sum of all irreducible diagrams, which is termed the
irreducible part of the Larkin equation. Terms of low-
est orders in this sum are shown in Fig. 1 together with
their signs and prefactors. Here circles denote cumulants,
which orders equal to numbers of incoming or outgoing
directed lines. Two outer arrows designate the operators
ān′σ(τ

′) and anσ(τ) of Green’s function (2) in cumulants.
The discussed diagram technique allows a partial summa-
tion. Therefore, it is presumed that irreducible diagrams
of all orders and in all possible combinations are inserted
in the internal hopping lines – the arrowed lines in the
diagrams in Fig. 1. As a result, in the diagrams, the bare
hopping tk is substituted by the renormalized one

θ(k, iωl) =
tk

1− tkK(k, iωl)
= tk + t2

k
G(k, iωl). (5)

The sign of a term in the irreducible part K(k, iωl) is
equal to (−1)L, where L is the number of loops formed
by hopping lines. Prefactors in the diagrams arise due
to the fact that some permutations of the kinetic en-
ergy Hamiltonians in a power expansion term lead to the
same diagram, since creation and annihilation operators
of these permuted Hamiltonians enter into the same cu-
mulant.
The first-order cumulant coincides with the one-

particle site Green’s function. A cumulant of an order
ν > 1 is equal to the ν-particle site Green’s function
and a sum of all possible products of lower-order cumu-
lants, the summarized orders of which is equal to ν. The
sign, with which a term appears in this sum, is equal
to −(−1)P , where P is the number of permutations per-
formed to obtain the order of operators in the term from

= - + 1
2

- 1
6

-1
2

(a) (b) (c)

(d)
(e)

+...

K

FIG. 1: Irreducible diagrams of the first four orders in the
irreducible part K(k, iωl).

that in the ν-th cumulant. In other words, the signs
of the terms containing products of first-order cumulants
are opposite to signs of the same terms, which would arise
from the ν-particle Green’s function in the ν-th cumulant
if Wick’s theorem15 could be applicable to it. As a result
in the limit U → 0 all cumulants of orders ν > 1 van-
ish, and with them all irreducible diagrams in K(k, iωl),
except the diagram (a) in Fig. 1, become equal to zero.
The first-order cumulant in this latter diagram reads

C1(iωl) = −
∫ β

0

dτeiωlτ 〈anσ(τ)ānσ〉

=
1

Z

[

(

e−βE1 + e−βE0

)

g01(iωl)

+
(

e−βE2 + e−βE1

)

g12(iωl)
]

, (6)

where β = 1/T , E0 = 0, E1 = −µ and E2 = U − 2µ
are eigenvalues of the site Hamiltonian Hn, Eq. (3),
the partition function Z = e−βE0 + 2e−βE1 + e−βE2,
gij(iωl) = (iωl + Ei − Ej)

−1, i and j = 0, 1 and 2.
Substituting (iωl + µ)−1, the value of C1(iωl) at U = 0,
into Eq. (4) we obtain the correct expression for Green’s
function of uncorrelated electrons. Thus, the considered
approach has an important property – despite the fact
that Eq. (4) was derived from the expansion in powers of
tnn′/U , it gives the correct result in the limit U → 0.
In the following consideration we take into account

only the one-site diagrams (a) and (b) in Fig. 1. Thus,
in Eq. (4) the irreducible part does not depend on the
wave vector and is given by the equation

K(iωl) = C1(iωl)

− T

N

∑

kl′σ′

C2(iωl, σ; iωl, σ; iωl′ , σ
′; iωl′ , σ

′)

×θ(k, iωl′), (7)

where N is the number of lattice sites and C2 is the
Fourier transform of the second-order cumulant

C2(τ1σ, τ2σ, τ3σ
′, τ4σ

′)

= 〈T ānσ(τ1)anσ(τ2)ānσ′(τ3)anσ′ (τ4)〉
−〈T ānσ(τ1)anσ(τ2)〉〈T ānσ′(τ3)anσ′(τ4)〉
+〈T ānσ(τ1)anσ′(τ4)〉〈T ānσ′(τ3)anσ(τ2)〉.
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The diagrams (c), (d) and other one-site diagrams
contain higher orders of the formally small parameter
tnn′/U . Therefore, they are omitted. The one-site dia-
grams describe the influence of correlations on the elec-
tron spectrum, and in this sense this one-site approx-
imation for K(k, iωl) resembles the dynamic mean field
approximation. The diagram (e) is the first one in the se-
ries of ladder diagrams, which describe the interaction of
electrons with the spin ordering, spin and charge fluctu-
ations. At low temperatures the antiferromagnetic spin
order with a large correlation length leads to the dou-
bling of the crystal elementary cell. This manifests itself
in some similar features in electron spectral functions for
momenta k and k+ (π/a, π/a), a being the lattice spac-
ing. In some approximation the full sequence of ladder
diagrams can be summed analytically.9 These diagrams
will be considered in the future work.
In general case the expression for the second-order cu-

mulant, which enters into Eq. (7), is rather cumbersome.8

However, it is significantly simplified for the case of prin-
cipal interest U ≫ T . If µ satisfies the conditions

T ≪ µ ≪ U − T (8)

the cumulant can be written in the form

∑

σ′

C2(iωl, σ; iωl, σ; iωl′ , σ
′; iωl′ , σ

′) = −3

4
βF 2(iωl)δll′

+
1

2
F (iωl)g

2

01
(iωl′) +

1

2
F (iωl′)g

2

01
(iωl)

−1

2
F (iωl)F (iωl′) [g12(iωl) + g12(iωl′)] , (9)

where F (iωl) = g01(iωl)−g12(iωl). The first-order cumu-
lant (6) is also somewhat simplified for these conditions,

C1(iωl) =
1

2
[g01(iωl) + g12(iωl)] .

Combining this expression with Eqs. (2), (5), (7) and
(9) we obtain a self-consistent equation for calculating
G(k, iωl)

G(k, iωl) =
1

tk

[

− 1 +

(

1− tk

{

1

2
[g01(iωl) + g12(iωl)]

+
3

4
F 2(iωl)ϕ(iωl)−

s1
2
F (iωl)

−s2
2
J(iωl)

}

)−1]

, (10)

where ϕ(iωl) = N−1
∑

k
t2
k
G(k, iωl), J(iωl) = g201(iωl)−

F (iωl)g12(iωl) and

s1 = T
∑

l

J(iωl)ϕ(iωl), s2 = T
∑

l

F (iωl)ϕ(iωl). (11)

This equation can be used for calculating Green’s func-
tion for arbitrary initial dispersion tk, for example, by
iteration.

Let us perform the analytic continuation to real fre-
quencies ω and calculate the imaginary part of G(kω).
Notice that sums (11) are real, and the only source of
imaginary values is ϕ(ω). Thus,

ImG(kω) =
3

4
F 2(ω)Imϕ(ω)

[

(

1 + tk

{

1

2
F (ω)s1

+
1

2
J(ω)s2 −

1

2

[

g01(ω) + g12(ω)
]

−3

4
F 2(ω)Reϕ(ω)

})2

+

(

3

4
tkF

2(ω)Imϕ(ω)

)2
]−1

. (12)

As follows from this equation, ImG(kω) in the left-hand
side will be negative if Imϕ(ω) in the right-hand side
is negative. Thus, using iteration and substituting in
the right-hand side of Eq. (12) some function G0(kω),
which is analytic in the upper frequency half-plane, one
obtains a function with the same analytic property in the
left-hand side, i.e. a retarded Green’s function. Conse-
quently, the above equations retain causality.
The problem is essentially simplified in the case of the

semi-elliptical initial band with the DOS

ρ0(ω) =
4

π∆

√

1−
(

2ω

∆

)2

. (13)

Thanks to the fact that in the considered approxima-
tion the momentum dependence appears in above for-
mulas only through tk, summations over the Brillouin
zone in these formulas can be performed analytically
with this DOS. Let us consider the quantity Ḡ(ω) =
N−1

∑

k
G(k, ω), which is connected with the DOS by

the relation

ρ(ω) = −π−1Im Ḡ(ω). (14)

Passing to dimensionless variables we get from Eq. (10)

Γ5 + 2Γ3 + p1Γ
2 + p2Γ + p1 = 0, (15)

where

Γ(f) =
∆

4
Ḡ(ω), f =

2

∆
ω,

v =
U

∆
, λ =

2

∆
µ, s′

2
=

2

∆
s2,

p1 =
{

2[f + λ+ v(s1 − 1)](f + λ)(f + λ− 2v) (16)

−s′
2

[

(f + λ− 2v)2 + 2v(f + λ)
]

}

(

3v2
)−1

,

p2 = 1− 4(f + λ)2(f + λ− 2v)2

3v2
.

We set N−1
∑

k
tk = tnn = 0 and applied this relation in

the derivation of Eq. (15).
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III. RESULTS AND DISCUSSION

Let us first consider the case of half-filling, µ = U/2,
λ = v. In this case the sums (11) vanish, since F (iωl)
and J(iωl) are even functions of ωl, while ϕ(iωl) is an
odd one. Equation (15) is simplified to

Γ5 + 2Γ3 +
2f(f2 − v2)

3v2
Γ2 +

(

1− 4(f2 − v2)2

3v2

)

Γ

+
2f(f2 − v2)

3v2
= 0. (17)

A similar equation, however with somewhat different co-
efficients, was derived in Ref. 11. The difference is con-
nected with neglecting diagrams with spin propagators
in this latter work.
Let us consider conditions for the appearance of the

Mott gap at the Fermi level f = 0. For this frequency
Eq. (17) is reduced to

Γ5 + 2Γ3 +

(

1− 4

3
v2
)

Γ = 0, (18)

which has the following five solutions:

Γ = 0, Γ = ±
√

−1± 2v√
3
. (19)

The solution Γ = −
√

−1 + 2v/
√
3 is of interest, since

for v < vc =
√
3/2 the quantity Γ(f = 0) is imaginary,

which corresponds to a finite DOS at the Fermi level
[see Eqs. (14) and (16)], while for v > vc it is real, which
means zero DOS. Thus, this solution describes the metal-
insulator transition with the value of the critical repulsion

Uc =

√
3

2
∆. (20)

This value coincides exactly with that obtained in the
Hubbard-III approximation.14

Another analytical solution of Eq. (17) can be obtained
for frequencies

f = ±v → ω = ±U

2
. (21)

For these frequencies Eq. (17) reduces to the equation

Γ5 + 2Γ3 + Γ = 0 (22)

with the solutions

Γ = 0, Γ = ±i, (23)

two latter solutions being doubly degenerate. Of these
two the solution Γ = −i is of interest, since it corresponds
to a finite and positive DOS. Notice that for this solution
K(ω) diverges at ω = ±U/2. Indeed, from Eq. (4) for

-2 -1 0 1 2
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FIG. 2: ImΓ = −π∆ρ/4 as a function of f = 2ω/∆ for
v = U/∆ = 0.866025 ≈ vc and µ = 0.5U (half-filling, x = 1,
the blue solid line), 0.3U (x = 0.88, the red dashed line) and
0.1U (x = 0.67, the purple dash-dotted line). T = 0.001U .

-2 -1 0 1 2 3

-1.0

-0.8

-0.6

-0.4

-0.2

0.0

 

 

Im
 

f

FIG. 3: Same as in Fig. 2 for v = U/∆ = 1.2 > vc and
µ = 0.5U (the blue solid line), 0.14U (x = 0.75, the red dashed
line), 0.11U (x = 0.69, the olive dash-dot-dotted line) and
0.1U (x = 0.65, the purple dash-dotted line). T = 0.001U .
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FIG. 4: Same as in Fig. 2 for v = U/∆ = 0.8 < vc and
µ = 0.5U (the blue solid line), 0.3U (x = 0.84, the red dashed
line) and 0.1U (x = 0.68, the purple dash-dotted line). T =
0.001U .
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the dimensionless irreducible part κ(f) = ∆K(f)/2 we
find the relation

κ =
2Γ

1 + Γ2
, (24)

from which the above statement follows.
The solution of Eq. (17) for arbitrary f is shown in

Figs. 2–4 for the cases v ≈ vc, v > vc and v < vc, re-
spectively. As mentioned above, the quantity ImΓ shown
in these figures is connected with the DOS by the rela-
tion ImΓ = −π∆ρ/4 [see Eqs. (14) and (16)]. To solve
Eq. (17) we used the Newton-Raphson method.16 As seen
from Fig. 3, at half-filling for v > vc near the Fermi level
f = 0 there exists the Mott-Hubbard gap, which magni-
tude shrinks to zero when v decreases to vc (Fig. 2), and
when v becomes less than vc only a dip at f = 0 remains
(Fig. 4). For v → 0 the DOS approaches its initial value
(13) with gradual disappearance of the dip. Indeed, in
this limit Eq. (17) reduces to the equation

Γ2 − 2fΓ + 1 = 0

with the solution

Γ = f −
√

f2 − 1,

the imaginary part of which coincides with Eq. (13).
Thus, as mentioned above, the used approach gives the
correct result in the uncorrelated limit v → 0. No-
tice that at the metal-insulator transition no quasipar-
ticle peak, which is inherent in the dynamic mean field
approximation,1 is observed here.
Equation (17) is of the fifth order, and together with

the solution shown in Figs. 2–4 there are four other so-
lutions. In general these solutions are of no interest –
some of them are real or have positive imaginary parts,
which corresponds to zero or negative DOS, respectively
(see Fig. 5 where these solutions are shown by the red
dashed, magenta dash-dotted and olive dash-dot-dotted
lines). One of these additional solutions have a nega-
tive imaginary part. However, this imaginary part spans
outside the range of the Mott-Hubbard subbands and re-
mains nonzero near f = 0 even for v > vc (the solution
shown by the purple short-dashed line in Fig. 5). As
a consequence this solution does not satisfy the condi-
tion

∫∞

−∞
ρ(ω)dω = 1 even approximately. Notice, that

at frequencies (21) this additional solution has the same
value Γ = −i as the solution of the physical interest [see
Eq. (23) and the following text]. Besides, this latter solu-
tion is degenerate with some additional solutions at the
edge frequencies of the spectrum. Indeed, Eq. (17) has
real coefficients. Therefore, its complex solutions form
mutually conjugate pairs. At frequencies corresponding
to nonzero DOS the solution of interest has a counterpart
with equal in modulus but opposite in sign imaginary
part. On the spectrum edges the imaginary parts of both
solution vanishes and they become degenerate. Analo-
gous results are obtained in the case λ 6= v (µ 6= U/2),
which is described by the more general equation (15).

-2

-1

0

1

2

-2 -1 0 1 2

-2

-1

0

1

2

 

 

R
e

 Im
 

f

FIG. 5: Frequency dependencies of real and imaginary parts
of five solutions of equation (17) for µ = 0.5U and v = 1.2.
Different solutions are shown by lines of different colors and
types.

In this latter case the solution of Eq. (15) is compli-
cated by the fact that the sums (11) contain G(k, iωl).
In principle, the solution can be found with iteration.
However, the problem may be somewhat simplified by
using the Hubbard-I approximation17 for G(k, iωl) in es-
timating s1 and s2. Since Green’s function enters into
summations in Eq. (11), one can expect that a presum-
ably small difference between the function given by the
Hubbard-I approximation and the exact one will change
the values of these sums only slightly. Green’s function
in the Hubbard-I approximation is obtained from Eq. (4)
if K(k, iωl) is approximated by the first cumulant (6).
With this Green’s function, the summation over the Bril-
louin zone in ϕ(iωl) in Eq. (11) can be performed ana-
lytically for the DOS (13).
In this approximation solutions of Eq. (15) were also

obtained with the Newton-Raphson method for different
values of µ and v. These solutions are shown in Figs. 2–4.
The captures of these figures contain values of electron
concentrations x, which was calculated from the obtained
ImΓ(f). Only dependencies for µ ≤ U/2 are shown. Due
to the symmetry of the problem the curve for µ > U/2
coincides with the one obtained by the specular reflection
of ImΓ(f) for µ′ = U/2 − (µ − U/2) < U/2 in the line
f = 0.
If s1 and s2 are negligibly small and can be dropped

in Eq. (15), the equation can be solved analytically for
frequencies

f = −λ, f = 2v − λ → ω = −µ, ω = U − µ. (25)

In this case Eq. (15) reduces to Eq. (22) with the solutions
(23). Apparently Eq. (25) is a generalization of Eq. (21).
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It appears that the sums s1 and s2 are really small in a
wide range of µ due to mutual compensation of contri-
butions from ReJ(iωl)Reϕ(iωl) and −ImJ(iωl)Imϕ(iωl)
into s1 and analogously for s2. In this situation with
changing µ from U/2 the DOS is shifted along the fre-
quency axis without perceptible modification of its shape,
as it is seen in Fig. 3 for µ = 0.14U and in Fig. 4 for
µ = 0.3U . The exception is the case v ≈ vc, when even
a small deviation of µ from U/2 leads to the closure of
a small Mott gap (v > vc) or to the decrease of the dip
depth (v < vc, see Fig. 2, the case µ = 0.3U).
For even smaller µ the absolute values of s1 and s2 grow

and the deformation of the DOS shape becomes evident
even for values of v, which differ significantly from vc. For
v > vc the Mott gap disappears, being substituted by a
dip (see Fig. 3 for µ = 0.11U and 0.1U). For v < vc the
dip becomes shallower (see Fig. 4 for µ = 0.1U). In both
cases the DOS is redistributed in favor of the subband
in which the Fermi level is located. The minimal value
of ImΓ remains equal to −1, as for larger values of µ.
However, the minima take more rounded shape.

IV. CONCLUSION

In this work, the self-consistent equation for calculat-
ing the electron Green’s function of the two-dimensional
repulsive Hubbard model was obtained using the strong
coupling diagram technique. In this derivation, the full
sum of irreducible diagramsK(k, iωl) of the Larkin equa-
tion was approximated by the diagrams of the two lowest
orders of the ratio of the bandwidth ∆ to the Hubbard
repulsion U . In the second-order term the internal hop-
ping line is renormalized by inserting these irreducible
diagrams in it. It was shown that obtained equation re-
tains causality and gives the correct result in the limit
U → 0 thereby providing an interpolation between cases

of the weak and strong coupling. Calculations were per-
formed for the initial semi-elliptical band. It was shown
that the model describes the Mott metal-insulator tran-
sition, which takes place at Uc =

√
3∆/2, the value co-

inciding with that obtained in the Hubbard-III approxi-
mation. At the transition, the quasiparticle peak, which
is inherent in the dynamic mean field approximation, is
not observed in our calculated density of states. The
self-consistent equation has five solutions, of which only
one has physical meaning in the major part of the fre-
quency range. However, at frequencies corresponding to
spectrum edges and to the maximal density of states this
solution appear to be degenerate with other solutions of
the equation. With deviation from half-filling the fre-
quency dependence of the density of states at first shifts
without perceptible change in its shape. Then, for larger
deviations, the density of states is redistributed in favor
of the subband, in which the Fermi level is located, and,
for U > Uc, the Mott gap disappears.

Further development of this theory involves the solu-
tion of the self-consistent equation for a more realistic
initial electron dispersion and the inclusion of interac-
tions of electrons with the magnetic ordering, spin and
charge fluctuations. The former task may be performed
with the use of iteration, the latter needs in the summa-
tion of ladder diagrams describing the spin and charge
susceptibilities. These summation can be performed an-
alytically in some approximation.
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