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Abstract Scheduling projects is a difficult and time con-
suming process, and has far-reaching implications for any
organization’s operations. By generalizing various aspects
of project scheduling, decision makers are enabled to cap-
ture reality and act accordingly. In the context of the MISTA
2013 conference, the first MISTA challenge, organized by
the authors, introduced such a general problem model: the
Multi-Mode Resource-Constrained Multi-Project Schedul-
ing Problem (MRCMPSP). The present paper reports on the
competition and provides a discussion on its results. Further-
more, it provides an analysis of the submitted algorithms,
and a study of their common elements. By making all bench-
mark datasets and results publicly available, further research
on the MRCMPSP is stimulated.

Keywords Project scheduling - Multi-mode - Multi-
project - Heuristics - Competition

1 Introduction

Project scheduling is well known in operations research and
management, and has been the subject of intensive research
since the late fifties. It has seen many practical applications,
ranging from high-level scheduling of software projects and
construction projects, to fine-grained scheduling of machine
operations on a production floor (e.g. scheduling orders in a
food production facility (Wauters et al, 2012)). However, the
classical Resource-Constrained Project Scheduling Problem
(RCPSP) is not general enough to model all aspects of a real
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world problem. Therefore, many extensions to the RCPSP
have been presented in the literature, such as min/max time
lags, multi-mode, multi-skill, etc.

The MISTA 2013 challenge, organized along with the
MISTA2013 conference, tries to encourage research on a
new general project scheduling problem: the Multi-Mode

Resource-Constrained Multi-Project Scheduling Problem (MR-

CMPSP). Multiple projects have to be scheduled simulta-
neously, while taking into account the availability of local
and global resources. The MRCMPSP has a considerable
practical relevance, especially in the construction and pro-
duction sectors. The challenge results in a new benchmark
for the MRCMPSP by releasing public instances, a solution
validator, an instance generator, and state-of-the-art results.
The MRCMPSP is attractive for its simple problem descrip-
tion and the lack of complicated constraints to express and
evaluate. It therefore requires relatively limited modeling ef-
fort, which enables competitors and future researchers to fo-
cus on developing powerful algorithms and on the intrin-
sic scheduling complexity. The MISTA2013 challenge is, as
far as the authors know, the first academic project sched-
uling competition. A large international audience has been
reached (Figure 1): 21 teams from 14 countries and 3 con-
tinents submitted algorithms. Teams were compared on a
benchmark PC with a fixed time-limit.

Challenges/competitions are important for stimulating
research on particular problems or problem domains. Ex-
amples of such challenges are: the international timetabling
competitions (ITC 2002, ITC 2007, ITC 2011) (McCollum
et al, 2007; Post et al, 2013), the nurse rostering competi-
tion (Haspeslagh et al, 2012), the ROADEEF challenge series
(Solnon et al, 2008) and the Cross-domain Heuristic Search
Challenge (CHeSC 2011) (Burke et al, 2011).

The present paper is structured as follows. Section 2 in-
troduces the MRCPSP and gives a formal definition of the
problem, its constraints and objectives. Section 3 describes
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Fig. 1 World map of MISTA challenge website visits by country.
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Fig. 2 RCPSP generalization hierarchy.

the competition format, the different phases, test setup and
final ranking. Section 4 provides a detailed analysis and dis-
cussion of the competition results and submitted algorithms.
A conclusion and future perspectives are given in Section 5.

2 Problem description

The MRCMPSP is a generalization of the (single-mode) RC-
PSP in two ways (Figure 2). First, jobs can be executed in
multiple modes (MRCPSP), and second, multiple projects
have to be scheduled simultaneously while sharing resources
(RCMPSP). These modes allow to include time/cost, time/re-
source and resource/resource trade-offs. The RCPSP was
proven to be NP-hard (Blazewicz et al, 1983), consequently
the MRCMPSP is also NP-hard. Moreover, the problem of

finding a feasible mode assignment subject to more than one
non-renewable resource constraint is NP-complete (Kolisch
and Drexl, 1997).

Projects and activities

A set & of n projects has to be scheduled, under the restric-
tion of several time and resource constraints. The projects
are identified by their index i € &, with &2 ={0,...,n—1}.
Each project i € &2 consists of a set of non-preemptive jobs
or activities J;. For each activity j € {1,...,|J;|} of project i,
a start time s;; > O has to be determined. The first and last ac-
tivities of the projects (j = 0, resp. j = |J;| + 1) are dummy
activities, which have a zero duration and no resource re-
quirements. Each project i € & has a release date 7, i.e.
the earliest time at which the activities of project i can start

(sip > 7).

Local and global resources

AsetL;= Lf ULY of resources is associated with each project
i € 2, where the subset L = {1,...,|L{ |} denotes the local
renewable resources and LY = {|Lf |+ 1,...,|L | +|L}|} the
non-renewable resources. Renewable resources have a fixed
capacity per time unit, while the non-renewable resources
have a fixed capacity over the entire project duration. Each
resource [ € L; has a fixed capacity of c;;.

Finally, a set GP of global renewable resources is shared
among the projects. Similar to the local resources, the avail-
ability of the global resources is limited by cg, g € GP. There
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are no global non-renewable resources.

Execution modes

For each activity j € J;, i € &2, one or more execution modes
are available. The execution mode in which an activity is
performed, determines both the time required to complete
the activity, as well as the specific resource requirements.
Let M;; ={1,...,|M;j|} be the set of possible modes in which
activity j € J;, i € &, can be performed, and d;;, the pro-
cessing time of activity j € J; in mode m € M;;. The con-
stants rl’.}m I rl?’jm, and rfjm " respectively define the consump-
tion of local renewable, non-renewable and global renew-
able resources when activity j € J; is processed in mode
me M; e

Note that a feasible schedule must always adhere to the fol-
lowing resource constraints:

P
Y X i Vijm T < ci
jEJ;mEM,'_,'

vie 2 lell, (1)

t€[0,T]
Vie Zlel! (2

Z Z Yijm omi < Cit

JEJimeM;;

Y X N xijdiim g <

i€ jeJmeM;;

Z Yijm = 1

VgeGPte0,T] (3)

Vie P jeli 4

meM;;

xij € {0,1} Vie Z,jed;, (5)
m e M;j,t € [0,T]

yijm € {0,1} Vie 2,jel;, (6)

mEM,'j

where binary variables x;j, indicate whether a particular ac-

tivity j € J; is performed at time ¢ € [0,T], while binary
variables y;;, denote whether activity j € J; runs in mode
m € M;;. T is an upper bound on the time horizon of the
scheduling problem.

Precedence constraints

Certain activities may require the completion of other tasks
prior to their own start. In such a case, if activity j € J; must
precede activity j’ € J;, a precedence relation j < j is de-
fined. Feasible schedules must obey all precedence relations:

sij+ Y, Yijmdijm < iy if j=<J (7
mEM,']'

pred(j) denotes the predecessor set of activity j,i.e. pred(j) =

{71 = j}-

2.1 Objectives

The objective is to find a feasible schedule while minimiz-
ing the total project delay (TPD) (Section 2.1.1) and the to-
tal makespan (TMS) (Section 2.1.2). The two objectives are

considered in lexicographical order, where TPD is the pri-
mary objective, while TMS is used as a tie breaker.

2.1.1 Total Project Delay (TPD)

The project delay is defined as the difference between the
Critical Path Duration (CPD), a theoretical lower bound on
the earliest finish time of the project, and the actual project
duration (makespan). More formally, the Project Delay (PD;)
for a project i € & is defined as:

PD; =MS; —CPD,;

where MS;, the makespan of project i, is:
MS; = fi—r; with fi = Si(li|+1)-

and CPD;, the Critical Path Duration! of project i, is:

CPD; = EFi(js+1)

where EF;; is the earliest finish time of activity j € J;, which
is recursively defined as:

EFy=0
EF;; =

Vie &
Vie Z,j>0

max

EF; )+ min(d;;
j/Epred(j)( ZJ/) m ( l]m)

Finally, the total project delay is expressed as:

n
TPD =Y PD;
i=1

2.1.2 Total Makespan (TMS)

The Total Makespan TMS is the duration of the whole multi-
project schedule.

TMS = ) — min(r;
fggg/z,c(ﬁ) ygg;(rz)

3 Competition

The initial announcement of the MISTA2013 challenge at-
tracted 21 teams to register for the competition. The major-
ity of participants were affiliated with academic institutions,
whereas only three teams were affiliated with industry. The
competition’s rules did not stipulate any restrictions on how
an algorithm could obtain a solution. The only requirements
for the approach were that the code was executable by the
organizers, and that it was either completely free or free un-
der academic licensing.

! Values for the critical path duration of the projects are provided in
the input file.
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The competition consisted of three phases. The teams
were provided with a first dataset to guide the initial de-
velopment of their algorithms (A instances). Problem size
in the first dataset ranged from 2 projects and 10 activities
per project to 10 projects and 30 activities per project. Three
months after the competition’s announcement, the teams were
asked to submit their approach in order to determine the
qualifying teams for the next phase. The qualification cri-
teria consisted of 1) executable software that was able to
2) produce feasible solutions for the initial dataset within a
time limit of five minutes. 16 out of the 21 registered teams
qualified for the second phase.

After the announcement of the qualification results, a
second set, containing larger instances, was published (B in-
stances). The problem size varied between instances with 10
projects and 10 activities per project, and instances with 20
projects and 30 activities per project. Again, the participants
had three months to fine-tune their approaches, given the
new dataset and the best obtained solutions from the quali-
fications phase. At the end of this second phase, 9 out of 16
teams submitted an algorithm for the final phase.

In the last phase, the performance of the final submis-
sions was evaluated. The final ranking was determined by
running each participant’s algorithm ten times on all instances
from the second dataset and an additional hidden dataset (X
instances), with instances of similar size as the B instances.
These experiments were executed by the organizers on a re-
cent desktop pc?, with a time limit® of five minutes per in-
stance. For each instance, the algorithms were ranked based
on the average of all runs. Finally, the ranks were averaged
over all instances per team. Table 1 shows the final results.

Table 1 Final ranking

Rank Team ID Members Mean rank
1 11 Asta et al (2013) 1.10
2 8 Geiger (2013) 2.55
3 1 Toffolo et al (2013) 3.05
4 20 Artigues and Hebrard (2013) 3.60
5 15 Alonso-Pecina et al (2013) 6.75
5 13 Borba et al (2013) 6.75
5 17 Lépez-Ibafiez et al (2013) 6.75
8 14 Bouly et al (2013) 6.85
9 21 Schnell (2013) 7.60

Additional details on the competition rules, the datasets
and general information regarding the competition can be
found at the competition web page (Wauters et al, 2013).

2 Intel Core i7-2600 at 3.4Ghz and 8GB RAM with hyper-threading,
turbo boost and energy saver disabled. ITC2011 benchmark tool score:
619 seconds.

3 The time limit was checked by measuring the wall clock time of
the algorithms. The algorithm should stop autonomously within the
time limit. Small deviations of less than 0.1 seconds were allowed.

3.1 Instance generation

Instances of this new MRCMPSP have been generated by
combining multiple MRCPSP instances from PSPLIB. Re-
lease dates and global resources had to be added. The release
dates are generated using a poisson process, i.e. the project
inter arrival times are exponentially distributed with A = 0.2.
The release date of the first project is always rg = 0. One of
the two renewable resources is a global resource with a 2/3
probability. The capacity of the global renewable resources
has been set to a value between 50% and 100% of the lo-
cal renewable resource capacity. To guarantee feasibility the
capacity should be at least 10, i.e. in the PSPLib files there
are jobs with a resource consumption of 10. The following
formula is applied:

5+ rand(6)

cg = max(CA Py 0

,10)

where CAP,,,, is the maximum capacity of the correspond-
ing local renewable resources and rand(6) is a uniform ran-
dom number between 0 (inclusive) and 6 (exclusive). The
instance generator is available for download on the compe-
tition web page.

4 Discussion
4.1 Detailed results

Table 2 gives an overview of the detailed results per team
and per instance, averaged over 10 runs. This produced the
final ranking (by mean rank over all instances) shown in Ta-
ble 3. It is clear that the competition’s final winner, team 11,
produced the best average results over all instances, except
for instances B-2 and X-1. The second and third ranking po-
sitions were more contested, with team 1, team 8 and team
20 alternatingly producing second and third best results.

Figure 3 shows box plots of each team’s results per in-
stance, giving an indication of the spread of the results. It is
clear that teams 13,14,15,17 and 21 in general have a larger
spread of results per instance, indicating their methods are
either more susceptible to random events, or possibly not
yet converged after the time limit is reached. Team 1, 8§, 11
and 20 generally have a low spread of the results; in partic-
ular team 20 has a spread of O for all instances because the
submission always produces the same result.

The final ranking method, by mean rank over all instances,
was decided as the scoring system at the onset of the compe-
tition. Any scoring system is biased in one way or another;
e.g. the ranking transformation discards information on the
relative performance among submissions on each instance.
In order to investigate how the scoring system influenced the
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final results, different scoring systems were tested. In addi-
tion to ranking by mean rank, the following systems were
compared:

— Ranking by mean: ranks according to the mean of the
averaged results over all instances. This system is biased
by the difference in magnitude of the objective function
value between instances: larger instances will typically
have a higher magnitude of objective function value, and
thus will contribute more to the mean. Scoring well on
large instances is thus important. However, the relative
performance among submissions per instance is not lost.
Ranking by geometric mean: ranks according to the ge-
ometric mean of the averaged results over all instances.
This system is less biased by the difference in magni-
tude of the instance objective function value, and also
maintains information on relative performance between
submissions per instance.

Ranking by total F1-score: this scoring system is adopted
from Formula 1 racing point system (before 2010), and
was used by the CHeSC 2011 competition (Burke et al,
2011). For each instance, the submissions are attributed
points from 10 to 0. The highest average result is at-
tributed 10 points, the second highest 8, the third 6, and
finally 5, 4, 3, 2 and 1 to the remaining results in that
order. The total number of points over all instances is
then used to rank the submissions. Since the attribution
of points is essentially a ranking transformation, relative
performance between submissions per instance is lost.
Furthermore, the method is biased towards the best re-
sults per instance.

Ranking by mean best rank: this method differs from
the competition ranking method by computing the ranks
per instance based on the best result produced by each
submission, rather than their averaged result. Therefore,
this method considers the ‘best’ results for any submis-
sion, but may be biased by ‘lucky results’, and also loses
information on relative performance between teams per
instance. A summary of the best results found for all in-
stances and teams can be found in Table 5.

Ranking by mean rank over all runs: this method at-
tributes a rank per instance to each run of all teams (i.e.
arank between 1-90 as there were 9 fully feasible teams
and 10 runs with different random seed per team). Next,
a mean rank is computed per team by computing the av-
erage rank over all instances and all runs of this team.

These six different scoring systems produce the final ranks*
shown in Table 4. It is clear that the order of the best four

4 Details on how all these ranks were calculated can be re-
viewed in the detailed Google Docs Sheet, containing all re-
sults, at https://docs.google.com/spreadsheet/ccc?key=
OAr3CEQ-QxKb6dHZqbG9xNCOtUINS5UVI5aGRsZFYyZHc&usp=
sharing

submissions (Teams 1, 8, 11, and 20) is stable to the consid-
ered scoring mechanisms. However, there are some changes
between positions 5 through 8, differentiating the teams rank-
ing 5th according to the mean rank. It becomes apparent that
team 17 produced better results than the other two teams at
rank 5.

Table 4 Ranking results of final submissions by different ranking
methods. Considered methods: ranking by mean over all instances,
ranking by geometric mean over all instances, ranking by mean rank
over all instances, ranking by Fl-score. Bold highlights indicate best
ranked.” Competition ranking method.

Team

Ranking method. 1 8 11 13 14 15 17 20 21
Mean 3 2 1 8 7 6 5 4 9
Geom. Mean 3 2 1 8 6 7 5 4 9
*Mean rank 3 2 1 6 8 6 6 4 9
F1 score 3 2 1 6 8 6 6 4 9
Best rank 3 2 1 7 55 55 8 4 9
Mean over all 3 2 1 8 6 7 5 4 9
runs rank

4.2 Properties of submitted algorithms

A variety of methods have been submitted to the MISTA
2013 challenge.

Toffolo et al (2013) (Team 1) use a decomposition based
matheuristic. The approach considers resolution of several
integer programming (IP) models, in three different stages.
A feasible set of execution modes for the jobs is obtained,
in the first stage. The second stage decomposes the prob-
lem into time windows. Each time window is solved with an
IP model, considering the execution modes obtained from
the first stage. The result of the second stage is a feasible
solution, which is improved in the final stage by a hybrid lo-
cal search based on forward backward improvement (Lova
et al, 2009; Valls et al, 2005) and an IP model to perform
controlled changes to the solution.

Geiger (2013) (Team 8) proposes an iterated variable
neighbourhood search with four different neighbourhoods:
exchange, inversion, single mode change, double mode change.
Random initial solutions are generated with an additional
mode repair procedure. A serial schedule generation scheme
(SSGS) constructs schedules with a given activity list and
mode assignment.

Astaetal (2013) (Team 11) apply a combination of Monte-
Carlo Tree Search (MCTS) and hyper-heuristics. MCTS first
partitions the projects from which their ordering is then de-
termined. An initial solution is constructed by randomly sched-
uling the activities in each project, while only taking into
account the precedence constraints. A multi-threaded hyper-
heuristic with threshold acceptance is used to control 13



Tony Wauters et al.

Table 2 Average results per instance for submissions to the MISTA competition. Results are averaged over 10 runs with different seeds for each instance. Bold highlighting indicates the best
average result per instance. Dashes indicate infeasible results generated for at least one run.

Instance Best found (Team) Team 1 Team 2 Team 8 Team 11 Team 13 Team 14 Team 15 Team 17 Team 18 Team 20 Team 21
B-1 34900127 (11)  36650131.6  46260136.0 35950130.2 35180128.0 383901322 45250138.4 39780131.1 45450134.2 36850127.3 43200128.0 44550144.9
B-2 43400160 (1) 44480161.5 59610160.9 52600176.7 45430168.1 77520169.2 56860172.8 80820172.9 60440167.5 - 52600153.0 53420171.0
B-3 54500210 (11)  66520208.1 72860213 61880216.5 55400211.0 71200220.5 73530226.1 76420222.8 73530221.3 64740209.5 63800205 74720228.5
B-4 127400289 (8) 157360300.5 - 131650286.8 130540284.4 182260293.7 167040304.0 177100293.1 169560310.8 160970285.3 146900297.0 177770327.3
B-5 82000254 (11)  93090254.7 123160257.3 88900262.7 83260254.3 1138602669 110460282 111100261.2 116500268.7 103860256.6 107500249.0 128060305.2
B-6 91200227 (11) 115080233.6 113690235.1 110370246.9 95270231.7 129010257.8 145570288.7 136300267.9 132000247.0 115480233.8 108300217.0 128680266.6
B-7 79200228 (11) 93140244.1 - 85130236.0 80110232.1 102790242.5 113410262.2 99820237.6 112880268.6 92580232.3 90500231.0 140970289.7
B-8 317600533 (11) 335130533.7 634320579.2 373480573.6 331440547.7 479160566.1 430380588.4 518640593.1 392940583.4 489190549.3 366200528.0 390210610.2
B-9 419200746 (11) 543180771.0 - 479350807.2 426350755.4 809010849.1 912471167.6 727550817.3 603760854.2 620010783.2 546500746 750791055.6
B-10 324900456 (11) 340420439.5 408050473.9 368230476.8 333780459.6 459970482.2 382340507.2 483260491.5 436690486.2 421020452.8 403430427.0 362130469.4
X-1 39200142 (1)  40290143.9 70990149.9 41710143.7 404901424 61810148.5 49850154.8 54170151.1 50270148.9 43920148.1 47800144.0 50950160.9
X-2 34900163 (11) 43740169.8 451801649 38280168.4 35700164.1 43330169.3 45150175.1 45150167.5 52000179.0 41530164.3 42300159.0 66740203.3
X-3 32400192 (11) 33940189.5 41560187.4 39240195.5 33040193.2 43910192.6 48310205.5 45520187.9 46030196.0 41130183.1 39100186.0 51910205.9
X-4 95500213 (11) 101310208.0 134630211.2 101080212.7 97060212.3 116900219.6 120890220.3 123080218.9 108620210.5 102820207.5 105400198.0 121490229.5
X-5 176800374 (11) 208560378.8 272290390.6 196940389.7 178450373.0 232370397.4 240170430.6 230450380.8 245070401.9 221130378.4 207650367.0 268910482.6
X-6 71900232 (11)  93560246.8 1048402449 89310255.1 73840240.9 137740266.4 107710284.3 111760248.8 123840278.3 95380231.0 87250214.0 178060328.1
X-7 86100237 (11) 97010236.7 140710242.2 89690236.6 86750235.5 118030243.2 123960253.3 115720241.1 126470268.6 98130231.3 99300229.0 135930286.3
X-8 123300283 (11) 150420291.7 205300295.6 146040305.8 125720289.3 184310313.8 185130356.3 183070302.3 173170312.6 148130286.7 166050270.0 264200376.3
X-9 326800643 (11) 422520660.0 672350739.4 378050691.9 330320647.1 592750739.6 670700995.6 516180699.4 528240754.0 492920681.7 513000635.0 620020908.0
X-10 160000381 (11) 187040385.5 - 174720399.5 161440382.3 260000414.0 207090441.0 241140400.2 259690429.1 219410395.4 197400376.0 378300597.7
Mean 136060304.5 160172309.5 - 154130320.6 138978807.6 212716329.2 211813872.7 205851824.3 192857836.0 - 171709298.0 219390882.4
Geom. 98920555.1 114261313.6 - 111077244.1 101043319.3 144307583.4 140801578.2 142032106.4 139086621.6 - 121054656.9 155392199.6
mean

Fl-score 126 - 142 196 45 43 45 45 - 110 28
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Fig. 3 Summarizing boxplots of participants’ results per instance.
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Table 3 Ranking per instance based on the averaged result per submission of the final phase. Ties are resolved by the average rank. Bold high-
lighting indicates best rank. Note that Team 2 and Team 18 are not ranked due to infeasible results.
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neighbourhood moves, which change mode assignments, ac-
tivity ordering, and project ordering. Furthermore, hill climb-
ing heuristics are used within the hyper-heuristic to intensify
the search, similar to the local search part of memetic algo-
rithms.

Borba et al (2013) (Team 13) propose a stochastic lo-
cal search procedure with two neighbourhoods (single mode
change, swap). Dynamic programming determines the ini-
tial mode selection.

Bouly et al (2013) (Team 14) make use of an evolution-
ary algorithm and local search. A triplet encoding including
the sequence of jobs and the chosen modes combined with a
SSGS and a repair procedure to produce feasible schedules.
The local search applies three different neighbourhoods and
is used as a post-processing procedure for the evolutionary
algorithm.

Alonso-Pecina et al (2013) (Team 15) propose a three-
phase approach. First, feasible solutions are constructed for
each project separately, which are afterwards combined into
an initial feasible solution for the complete problem. The
second phase improves the solution with a simulated an-
nealing metaheuristic. It applies two neighbourhoods that
change mode assignments and activity ordering. The solu-
tion is further improved in the third phase with a tabu search
algorithm exploring the two previous neighbourhoods, and
one additional neighbourhood that changes two mode as-
signments simultaneously.

Loépez-Ibafiez et al (2013) (Team 17) used an automatic
design method to develop an algorithm for the MRCMPSP.

The design method uses ‘irace’ to find the best combination
of algorithm parameters out of a set. The proposed algorithm
is an iterated local search with two neighbourhoods (single
mode change, swap). Several initial solutions are generated
using different construction heuristics.

Artigues and Hebrard (2013) (Team 20) introduce a hy-
brid approach, which focuses mainly on mode selection. It
includes a MIP relaxation model for producing an initial
mode assignment. The improvement method alternates be-
tween mode selection, conducted with large neighbourhood
search, and fixed-mode optimization based on a standard
Constraint Programming model.

Schnell extends SCIP (Schnell, 2013) (Team 21) with
a multi-mode cumulative constraint, enabling generation of
optimal solutions for 2-project instances in less than 35 sec-
onds. For the larger instances, a steepest descent local search
heuristic with four neighbourhoods is applied. An initial so-
lution is constructed by solving all projects separately for
minimal makespan, and sequencing the projects for a mini-
mal total project delay. Sorting all activities in this sequence
by increasing starting times results in the initial activity list
to which a SSGS is applied. Two neighbourhoods relax up
to two projects, enabling generation of a different solution.
One randomly selects the projects, while the other selects
projects based on the lower bound of the relaxed solution.
A third neighbourhood relaxes some of the activities that
are scheduled at the end of the current solution. A fourth
relaxes the mode assignments in an effort to minimize the
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complete renewable resource energy (Baptiste et al, 2001).
The resulting partially relaxed problem is solved with SCIP.

Table 6 shows the presence of different components in
the nine feasible submissions. The following components
and properties are shown:

— Search strategy: The reported search strategy: ILS (iter-
ated local search), VNS (variable neighbourhood search),
HH (hyper-heuristic), FILS (first improving local search),
EA (evolutionary algorithm), SA (simulated annealing),
TS (tabu search), LNS (large neighbourhood search) and
SD (steepest descent).

— NN: number of neighbourhoods.

— Population: whether or not the approach is population

based.

SGS: if and which schedule generation scheme is used.

FB: whether or not the forward backward or double jus-

tification procedure is used (Lova et al, 2009; Valls et al,

2005) .

Solver: if and which (general purpose) solver is used.

Parallel: parallel execution.

All teams submitted a heuristic procedure in which some
included exact components. Some model elements are com-
mon to most approaches, namely an activity list and a mode
assignment representation combined with a SSGS. The sin-
gle mode change neighbourhood, where the mode assign-
ment of a single job is changed, is part of most teams’ ap-
proaches. It is noteworthy that every team has a different
approach to generating feasible initial solution(s), and es-
pecially to find a feasible mode assignment, e.g. random,
monte-carlo tree search, multi-dimensional knapsack, ... The
teams do not all explicitly apply parallel execution. Some
teams use a CP or MIP for solving subproblems to optimal-
ity or for conducting a large neighbourhood search.

5 Conclusion

This paper introduced the multi-mode resource-constrained
multi-project scheduling problem (MRCMPSP), subject of
the MISTA 2013 challenge. The submitted approaches and
the results have been thoroughly analyzed and discussed.
The problem shows to be very challenging, and a large vari-
ety of algorithms and results can be observed. The challenge
serves as a new benchmark platform for the MRCMPSP and
stimulates research for this and related problems. Many in-
stances and results are available for comparison and facili-
tate future research on the problem.

Future research can take advantage of the collected knowl-
edge, for example by 1) exploring synergy by combining the
key components of the feasible algorithms, 2) applying the
collected set of algorithms in a portfolio approach.
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all participating teams. This research is partially supported by a Ph. D.
grant of the agency for Innovation by Science and Technology (IWT).

A File formats

A.1 Instance input file format

All problem inputs are integer valued, and comply with the following
file format. Each problem instance is defined by n+ 1 files, one global
file and n project files.

Global file

The global file contains the number of projects, the release dates, the
path to the project files, and the global resource capacities. Values are
space separated and should respect the following order:

Number of projects

Release date project O

Critical path duration project O

Path to project file of project O
Release date project 1

Critical path duration project 1

Path to project file of project 1

Release date project n-1
Critical path duration project n-1
Path to project file of project n-1
Number of resource types

Global resource capacities

)

(-1 is not global

Project files

Each project is defined in a separate file. The relative path to this file is
given in the global file (e.g. j20.mm/j2010_1.mm). A project file con-
tains the number of activities (including the dummy activities), the
precedence relations between the activities, the execution modes, and
the local resource capacities. The individual projects are represented in
the PSPLIB> MRCPSP file format.

Important note: in order to preserve compatibility with PSPLIB, the
global resources always overwrite the local resources and their capac-
ities. For example, consider the following global resource capacities
(16,-1,-1,-1) and local resource capacities (RR1=14, RR2=18, NR1=60,
NR2=68), then there exists one global renewable resource with capac-
ity 16, one local renewable resource with capacity 18 and two non-
renewable resources with capacities 60 and 68. The local renewable
resource with capacity 14 can be ignored.

A.2 Solution output format
A solution for the MRCMPSP is defined as follows.
For each activity j of project i,

— the selected mode m;;,
— and the start time s;;,

must be given.
An example is given in Table 7.

> PSPLIB benchmark website: http://www.om—db.wi.tum.de/
psplib/main.html
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Table 6 Properties of the nine algorithms in the competition final.

Team  Search strategy NN  Population  SGS FB Solver  Parallel
1 ILS/LNS 1 no serial yes Gurobi 5.5 yes
8 VNS/ILS 4 no  serial no - yes
11 HH 13 yes serial  no - yes
13 FILS 2 no serial no - -
14 EA +ILS 3 yes serial  yes - -
15 SA+TS 23 no ? no - -
17 ILS 2 no serial yes - yes
20 LNS 1 no  none no ILOG Cplex/CPOptimizer -
21 SD 4 no serial no SCIP -

Projecti  Activity j Mode m;;  Start time s;; Artigues C, Hebrard E (2013) MIP relaxation and large neighborhood
0 0 2 0 search for a multi-mode resource-constrained multi-project sched-
0 1 1 5 uling problem. In: Kendall G, Vanden Berghe G, McCollum B (eds)

Proceedings of the 6th Multidisciplinary International Scheduling
| 1 8 g Conference, MISTA, pp 815-819

Table 7 Solution output format example

A.3 Solution validator

The validator checks feasibility of a solution, and computes the total
objective cost. It is available for download at the MISTA challenge
website (Wauters et al, 2013). The validator requires Java. It can be
run as follows:

java -jar MRCMPSP-validator. jar
J J J
global_problem_file schedule_file

The validator was used for evaluating the quality of solutions pro-
duced by the algorithms submitted to the MISTA2013 challenge. Note
that the validator does not report validity of the instances.

A.4 Example

An example MRCMPSP instance and a corresponding feasible solu-
tion can be found on the challenge website. The instance has 2 projects,
10 jobs per project and 1 global renewable resource with capacity 12.
The global file corresponding to this example is:

2

0

17
j10.mm/j1010_1.mm
6

22
j10.mm/j1010_2.mm
4

12 -1 -1 -1
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