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ABSTRACT

We present simultaneous SDO AIA and Hinode EIS observations of the hot cores of active regions (ARs) and assess the dominant
contributions to the AIA EUV bands, extending our previous work. We find good agreement between SDO AIA, EVE and EIS
observations, using our new EIS calibration and the latest EVE v.3 data. We find that all the AIA bands are multi-thermal, with the
exception of the 171 and 335 Å, and provide ways to roughly estimate the main contributions directly from the AIA data. We present
and discuss new atomic data for the AIA bands, showing that they are now sufficiently complete to obtain temperature information
in the cores of ARs, with the exception of the 211 Å band. We found that the newly identified Fe xiv 93.61Å line is the dominant
contribution to the 94 Å band, whenever Fe xviii is not present. Three methods to estimate the Fe xviii emission in this band are
presented, two using EIS and one directly from the AIA data. Fe xviii emission is often present in the cores, but we found cases
where it is formed at 3 MK and not 7 MK, the temperature of peak ion abundance in equilibrium. The best EIS lines for elemental
abundance and DEM analysis are discussed. A new set of abundances for many elements are obtained from EIS observations of hot
3 MK loops. The abundances of the elements with low First Ionisation Potential (FIP), relative to those of the high-FIP elements,
are found enhanced by about a factor of three, compared to the photospheric values. A measurement of the path length implies that
the absolute abundances of the low-FIP elements are higher than the photospheric values by at least a factor of three. We present
a new differential emission measure (DEM) method customised for the AIA bands, to study the thermal structure of ARs at 1′′

resolution. It was tested on a few ARs, including one observed during the Hi-C rocket flight. We found excellent agreement between
predicted and observed AIA count rates and EIS radiances. We found overall little differences in the AIA and Hi-C 193 Å images of
coronal structures, despite the higher Hi-C resolution (0.25′′). The Hi-C images and the AIA DEM modelling suggest that some of
the cooler loops (below 1 MK) are already resolved by AIA, while the hotter (1.5–2.5 MK) ‘background’ emission is in most places
still unresolved even at the Hi-C resolution. This unresolved emission is significantly lower than previously observed with TRACE
and the SOHO CDS and Hinode EIS spectrometers. Its enhancement appears to be mostly due to increased iron abundance. We find
an ubiquitous presence of emission at different temperatures that is not co-spatial, and suggest that future high-resolution imaging is
done with isothermal bands.
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1. Introduction

Understanding the thermal structure of the coronal emission in
solar active regions (ARs) is a key element for our understand-
ing of the physical mechanisms responsible for their heating.
Observational and theoretical aspects have been debated for a
very long time. For recent reviews, see e.g. Klimchuk (2010)
and Reale (2010). This paper focuses on a few observational as-
pects, combining the latest imaging and spectroscopic observa-
tions with atomic data and modelling.

Most of the observational facts about active regions have
been known from the 1970s thanks to the Skylab observa-
tions. Key observations were made even before though, from
the ground. Many important aspects have been found from later
missions such as SMM, Yohkoh, SOHO, TRACE, Hinode. The
SOHO Coronal Diagnostic Spectrometer (CDS) provided since
1996, for the first time routinely, spatially resolved monochro-
matic images of active regions over a wide temperature range.
The instrument was carefully calibrated in-flight (see Del Zanna
et al. 2010a). The Hinode EUV Imaging Spectrometer (EIS)
with its two channels (SW: 166–212 Å; LW: 245–291 Å) has
provided since 2006 AR observations in a wide range of tem-
peratures (from e.g. all the iron ionisation stages from Fe vii to
Fe xvi) and above 10 MK (from Fe xxiii and Fe xxiv, as presented
in detail in Del Zanna 2009a, 2012b, 2008; Del Zanna et al.

2011b). We have also recently provided an in-flight calibration
for EIS (Del Zanna 2013). These spectrometers have great tem-
perature resolution but poor spatial (CDS: 4–5′′; EIS: 3–4′′) and
temporal resolution.

Imaging from TRACE had excellent spatial resolution (about
1′′) but limited temperature resolution, and significant stray
light. The Atmospheric Imaging Assembly (AIA, see Lemen
et al. 2012) on-board the Solar Dynamic Observatory (SDO),
launched in 2010, has been observing, for the first time rou-
tinely, the solar corona at high resolution (about 1′′) and 12s
cadence with six EUV bands. These observations allow in prin-
ciple the study of the thermal structure of active regions at high
spatial resolution. Another significant advance compared to pre-
vious instruments is the low stray light, which has been recently
assessed by Poduval et al. (2013).

The highest-resolution images (about 0.25′′) of the solar
corona have recently been taken with an excellent rocket flight
carrying a telescope with a broad band similar to the AIA 193 Å
one (Cirtain et al. 2013). These images provide important infor-
mation on the small-scale structures in ARs.

Active regions are notoriously bright in the X-rays in their
cores. The Skylab X-ray imaging suggested that the long-lasting
‘hot’ core loops in quiescent ARs are approximately isothermal
around 3 MK (Rosner et al. 1978), a puzzling feature. Later
spectroscopic measurements in the X-rays from SMM/FCS con-
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firmed that most active region cores were nearly isothermal, at
least in the sense that very little material at temperatures above
3 MK is present (see, e.g. Schmelz et al. 1996). EUV spec-
troscopy with SOHO CDS also confirmed this (Del Zanna &
Mason 2003). For simplicity, we will call these hot core loops
‘3 MK’ loops, bearing in mind that the isothermality of these
3 MK loops is not universally accepted. Various recent stud-
ies based on Hinode EIS observations discussed AR cores (e.g.
Tripathi et al. 2011; Warren et al. 2012) but did not analyse in
detail the thermal structure of the 3 MK loops. Winebarger et al.
(2011) calculated the differential emission measure (DEM) of
the apex region of the hot core loops, and found the DEM to be
broad and peaked around 3 MK.

We note that previous studies used the Hinode EIS ground
calibration, hence need to be revised in light of our new cali-
bration (Del Zanna 2013), which mainly increases the lines of
the LW channel. This affects by about a factor of two the emis-
sion measures at 3 MK, since they are constrained by the strong
Fe xiv–Fe xvi observed in this channel. We also note that, in gen-
eral, it is not simple to determine how much isothermal a plasma
is, with significant uncertainties originating from how accurate
observations and atomic data are (see, e.g. Judge 2010; Landi &
Klimchuk 2010).

One of the aims of this paper is to study the thermal struc-
ture of these 3 MK loops taking into account the new calibration,
a different selection of lines, a discussion of elemental abun-
dances, and background/foreground subtraction, all aspects that
were often neglected in the literature but that turn out to be quite
important. These loops appear ‘fuzzy’, i.e. unresolved at 1 ′′

resolution. This was known from Skylab X-ray imaging, EUV
imaging from TRACE (see, e.g. Brickhouse & Schmelz 2006,
and actually for a long time from ground-based observations
(e.g. in Ca xv), although detailed measurements of densities and
abundance have been lacking.

In the EUV, the brightest emission in ARs comes from low-
lying emission (commonly known as ‘moss’) that was clearly
visible with high-resolution imagers observing 1 MK emission
such as NIXT (Peres et al. 1994) and TRACE 173 Å passband
(see, e.g. Schrijver et al. 1999). Martens et al. (2000) proposed
that moss is the transition-region emission of the 3 MK loops,
a view commonly accepted. We note however that moss emis-
sion is co-spatial with all plage regions, and plage regions are
the magnetic footpoint of all coronal structures, i.e. not only the
3 MK loops. Various studies on moss emission have been per-
formed, to try and gain insight into the physics of the 3 MK loops
(see, e.g. Tripathi et al. 2010; Winebarger et al. 2011; Tripathi
et al. 2012). We will discuss moss characteristics in a separate
paper, but note that any measurement of coronal structures needs
to avoid regions where moss is present.

Active regions, especially during later stages of their lives,
produce long-lasting ‘warm’ loops, formed between 1 and
2 MK, spectacularly observed with the TRACE 173 Å (Fe ix)
band. The thermal characteristics of these loops have been de-
bated for a very long time. Clearly, EUV imaging from TRACE
had limited temperature information. Until 2003, it was com-
monly thought that the majority of AR loop structures were
multi-thermal, and that most cooler loops were actually hot loops
observed during the cooling process.

Our SOHO CDS observations, combined with TRACE high-
resolution imaging of many ARs actually showed a very dif-
ferent picture. Most warm loops were found nearly isothermal
in their cross-section and with filling factors close to one at
their base (Del Zanna 2003a; Del Zanna & Mason 2003; Cirtain

et al. 2007). Our results have so far been largely confirmed by
Hinode EIS and SDO AIA observations. For a few examples,
see e.g. Warren et al. (2008); Tripathi et al. (2009); Aschwanden
& Boerner (2011); Schmelz et al. (2013), although some loops
show some departures (Schmelz et al. 2009, 2010), and the issue
is still debated.

In summary, our view is that a significant fraction of the
coronal emission in active regions is composed of loop struc-
tures that are nearly isothermal in their cross-section, hence are
better observed with spectrometers with high spatial resolution
and/or with monochromatic imagers. Clearly, given the poor spa-
tial resolution of current spectrometers, most loop structures ap-
pear as multi-thermal, due to line of sight effects. It is thought
that individual magnetic flux tubes are isothermal, and that re-
solved loops are composed of a superposition of such elemen-
tary structures (Klimchuk 2006). Measuring how isothermal ob-
served loops are, is therefore an useful observational constraint
for loop modelling.

The effective spatial resolution of EIS is only marginally bet-
ter than CDS. The AIA resolution is excellent, but one obvious
question we want to address here is whether the nature, the cali-
bration and the atomic data for the AIA EUV bands are accurate
enough to measure the thermal structure of active regions.

As we showed in O’Dwyer et al. (2010) and Del Zanna et al.
(2011c), the AIA EUV bands are significantly multi-thermal,
which naturally ‘blurs’ their view of active region loops and
limits their use. The O’Dwyer et al. (2010) study was purely
theoretical, while the Del Zanna et al. (2011c) study combined
Hinode EIS and AIA observations to show that significant ‘cool’
(T <1 MK) emission is present in all the AIA EUV bands. EIS
has a significant temperature overlap with the AIA bands, and
further observes directly some of the AIA bands, so it is an ex-
cellent instrument for this purpose. We highlighted several prob-
lems in the AIA and EIS data, but also in the atomic data, espe-
cially for the 211 Å band, where up to a half of the emission can
come from unidentified spectral lines. In this paper we aim to
extend the previous work to discuss the various contributions to
the EUV AIA bands in the case of hot emission (cores of active
regions), and to see how the AIA data can be used to study the
AR multi-thermal structure with differential emission measure
(DEM) modelling.

Our SOHO CDS observations also suggested the presence
of a pervasive and dominant unresolved emission in the 1.5–2.5
MK temperature range (Del Zanna & Mason 2003), which con-
stituted about 80% of the EUV AR emission observed by CDS
and TRACE, and was neglected in previous analyses. Similar
levels of emission are also observed with EIS, but not with AIA
as we shall discuss here. Another natural question we want to
address here is whether this unresolved emission is real or is
an artifact of the low spatial resolution of the spectrometers and
stray light in the imagers.

2. AIA and EIS Observations

We have analysed several SDO/AIA and Hinode/EIS observa-
tions, both of on-disk and off-limb active regions. We used an
EIS study (Atlas 60) that we designed for the purpose of the
cross-calibration between AIA and EIS. Here, we present a sam-
ple of results from two on-disk active regions, observed on 2010
Nov 23 and 2010 Oct 26. The first one was discussed in Del
Zanna et al. (2011c) as a clear example of a case when signifi-
cant cool emission is present in all the AIA EUV bands. It is also
a clear case where hotter emission from Fe xviii is not present in
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the 94 Å band. The second one is instead a clear case where
Fe xviii is present in the 94 Å band. We also analysed with the
same level of detail an AR observation of 2010 Dec 11 at the
limb, where some Fe xviii emission is present in the core.

The EIS observations consists of single rastering of the 2′′

slit (from west to east) 60 times by ≃2′′ steps, for a field-
of-view (FOV) of 120′′ × 140′′. With 60 s exposure time, the
observation lasted ≃60 minutes. Details on the complex pro-
cessing of the EIS and AIA data can be found in Del Zanna
et al. (2011c). Various geometrical corrections were applied
to both AIA and EIS. The AIA plate scale was adjusted for
each observation by examining the solar limb, and then cross-
checked by cross-correlating low-lying features such as the
moss. The co-alignment is good to one AIA pixel. The AIA im-
ages were then reduced to the lower spatial and temporal reso-
lution of the EIS data for a direct comparison. The AIA images
were convolved with a Gaussian of 2′′ full-width-half-maximum
(FWHM). Various comparisons on different ARs were per-
formed, and the results consistently indicate an effective reso-
lution of EIS of about 3–4′′. This is due to a superposition of
various effects which include the intrinsic EIS point spread func-
tion, its stray light, and the instrument and satellite jittering dur-
ing each exposure. The long exposures required for a spectrom-
eter, combined with the intrinsic AR variability, also contribute
to ‘blurring’ the view.

3. Atomic data and instrument calibrations

In the past few years, we (the APAP team1) have produced a
significant amount of new large-scale atomic calculations for
a large number of ions, including Fe vii (Witthoeft & Badnell
2008), Fe viii and Fe ix (O’Dwyer et al. 2012), Fe x (Del Zanna
et al. 2012b), Fe xi (Del Zanna & Storey 2013a), Fe xii (Del
Zanna et al. 2012a), Fe xiii (Del Zanna & Storey 2013b), Fe xiv
(Liang et al. 2010), and Fe xvi (Liang et al. 2009). The R-matrix
calculations for Fe x–Fe xiii were not trivial, and a lot of surpris-
ing issues were found. The main being that cascading and res-
onance excitations are extremely important for some of the soft
X-ray and EUV lines. These atomic data have been benchmarked
against the best solar and laboratory observations in a series of
papers, where several new identifications have been provided.
The review of the soft X-rays is given in Del Zanna (2012a).
For the present analysis we adopt the above atomic data and
line identifications, and CHIANTI v.7 for the other ions. Note
that some of the new data and identifications have already been
made available to CHIANTI v.7.1 (the Fe viii, Fe ix and Fe xiv
atomic data, and some of the Del Zanna 2012a identifications).
The latest v.7.1 CHIANTI ionization equilibrium tables (Landi
et al. 2013) are adopted here. A notable feature is a change in
the ionization equilibrium for Fe viii and Fe ix, compared to the
previous one (Dere et al. 2009).

During the present analysis, significant discrepancies in the
radiances of the EIS lines were found, with most lines in the
long-wavelength (LW) channel being a factor of two too weak,
compared to those in the short-wavelength (SW) band, if the
ground calibration is adopted. A detailed analysis has led to
a new time- and wavelength-dependent radiometric calibration
(Del Zanna 2013) which is adopted here. The new calibration in-
creases all the LW lines by about a factor of 2 for the observation
discussed here, but leaves those of the SW band substantially un-
changed (in agreement with the in-flight calibration discussed in
Wang et al. 2011).

1 www.apap-network.org

Fig. 1. The SDO AIA response functions calculated with the present
atomic data, the present ‘coronal’ abundances and a constant electron
density of 2×109 cm−3 (full lines). The dashed lines are the responses
calculated with ‘photospheric’ abundances, multiplied by 3.16. The
dash dot lines are calculated with CHIANTI v.7.1, and ‘photospheric’
abundances multiplied by 3.16.

An assessment of the AIA calibration for data in 2010 Dec
10 has been done by comparing the SDO Extreme ultraviolet
Variability Experiment (EVE) (Woods et al. 2012) and AIA ob-
servations. We compared the full-disk AIA data numbers (DN)
during the first hour of 2010 Dec 10 with the values estimated di-
rectly from EVE, using the AIA pre-flight calibration of Boerner
et al. (2011). We measured the radial distribution of the off-limb
AIA count rates and estimated the missing AIA off-limb contri-
bution to be negligible (of the order of 1%). With the EVE v.2
data, we obtained the following correction factors to the AIA ef-
fective areas: 0.79, 0.84, 1.28, 1.13, 1.12 for the 131, 171, 193,
211, and 335 Å bands. The correction factors suggested within
the AIA software (keywords evenorm and timedepend date) are
very similar (0.78, 0.83, 1.24, 1.09, 1.08). However, with the
recent EVE v.3 calibration, we obtained different values: 0.83,
1.11, 1.12, 0.97, 1.0. These corrections have not been applied,
since they are well within the uncertainties of the EVE calibra-
tion (25%). We also note that a proper in-flight AIA calibration
is non-trivial. For example, any correction to the 94 and 171 Å
bands has an additional uncertainty due to the low EVE resolu-
tion.

We used the present atomic data and the pre-flight effec-
tive areas (Boerner et al. 2011) to calculate the AIA response
functions, following the simple methods described in Del Zanna
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et al. (2011c). These responses are basically the sum of the emis-
sivities of the lines and continua folded with the effective areas
and summed over wavelength. We calculated the responses at a
constant electron density of 2 × 109 cm−3, typical for the upper
transition-region emission in warm loops (Del Zanna & Mason
2003), but note that some variations would be present if different
densities are used. Note that the AIA response functions avail-
able within Solarsoft assume a constant pressure of 1015 cm−3 K
and a set of ‘coronal’ elemental abundances.

We adopted a set of ‘coronal’ abundances discussed below,
where most low first ionization potential (FIP) elements such
as iron have been increased by a factor of 3.16. The curves are
shown in Fig. 1. We also calculated the responses with the pho-
tospheric abundances of Asplund et al. (2009). These values, in-
creased by 3.16, are also shown in the figure. The peaks agree
very well because the dominating lines in all the AIA EUV bands
are from iron, so the abundances are mainly a scaling factor,
although some differences are present in the continuum. This
means that emission measure modelling with AIA is largely in-
dependent of elemental abundances. Finally, the dot-dash lines
in Fig. 1 show the responses calculated with CHIANTI v.7.1.

3.1. AIA 131 Å

The AIA 131 Å band is dominated by two Fe viii lines at 130.94
and 131.24 Å although significant contribution in ARs comes
from a large number of lines, plus the free-bound continuum.
The atomic data for Fe viii are uncertain. As described in Del
Zanna (2009b), adjustments to the Griffin et al. (2000) atomic
data were necessary to improve the EUV lines observed by
Hinode EIS. These adjustments, implemented in CHIANTI v.7,
were based on a large atomic structure calculation that focused
on the lower levels and was not accurate for the 4f levels that
are producing the lines in the AIA 131 Å band. A recent large-
scale atomic calculation from Tayal & Zatsarinny (2011) did not
resolve the problems with the EUV lines (cf. their Table 4),
but should in principle provide better atomic data for the 4f
lines. We therefore built a new ion model where we used the
Tayal & Zatsarinny (2011) data but also applied some correc-
tions, based on the Del Zanna (2009b) calculations for the levels
numbered 41, 43, 45, and 46. Tayal & Zatsarinny (2011) only
provided some A values for the dipole-allowed transitions, how-
ever a significant number of forbidden transitions are necessary
to redistribute the level population, especially to de-populate
the metastable levels for this ion. The values calculated by Del
Zanna (2009b) have been added to those provided by Tayal &
Zatsarinny (2011). The new ion model produces a significant
(about 40%) decrease in the 131 Å band response, as shown in
Fig. 1.

When flare-like emission is present, significant continuum
and Fe xxi (formed around 10 MK) emission is present in the
131 Å band, with some contribution also from Fe xx and Fe xxiii
(see Petkaki et al. 2012; Del Zanna & Woods 2013). This hot
contribution significantly complicates the use of this band for
DEM analysis, because it is typically superimposed on the
cooler (mostly Fe viii) emission, for which we have no other
means to establish its amount. Looking at many ARs, we found
that only occasionally the Fe xxi is produced in the same regions
as Fe xviii, observed in the 94 Å band (see below). This means
that the estimated Fe xviii cannot be used as a proxy to estimate
the Fe xxi emission. Also, the DEM that can be estimated from
Fe xviii is not necessarily the same as that for Fe xxi. So, as a
first approximation, we did not use the 131 Å band for the DEM

analysis for all the regions where the estimated Fe xviii emission
is above a threshold value. In case of obvious flaring and Fe xxi
contribution, the 131 Å band is used for the DEM analysis.

3.2. AIA 171 Å

The 171 Å band turns out to be always dominated by the reso-
nance transition from Fe ix, for which the atomic data of Storey
et al. (2002) are expected to be reliable. This line is predicted to
be sensitive to both the temperature and density structure of the
emitting plasma. As shown in Del Zanna et al. (2011c), this line
is formed over a very broad temperature range (log T [K] = 5.5–
6.2). In the cores of active regions, some blending (about 10%
of the Fe ix) is due to Ca xv 171.6 Å.

The 171 Å line is barely visible in the EIS spectra, being
in a region where the EIS sensitivity is about three orders of
magnitude lower than at the peak around 195 Å. A direct AIA
vs. EIS comparison is therefore difficult.

3.3. AIA and Hi-C 193 Å

This band is relatively well understood, because all the lines are
observed with EIS, and since 2004 we have made a significant
effort to identify the lines and provide accurate atomic data espe-
cially for Fe x, Fe xi, and Fe xii. We note that the strongest lines
in this band are from Fe xii. When flare-like emission is present
in the cores of ARs, the Ca xvii 192.8 Å and Fe xxiv 192.0 Å
lines provide a significant contribution to this band. Near the
footpoints of warm loops, Fe vii, Fe viii, and Fe ix produce a sig-
nificant contribution (Del Zanna et al. 2011c). We note that Fe vii
is not included in CHIANTI yet because of uncertainties in the
identifications of the strongest lines. Here, we adopt the identi-
fications of Del Zanna (2009a). Some unidentified lines are also
present in this band (Del Zanna et al. 2011c), although they con-
tribute little in most AR areas.

Despite common knowledge, only about half of the counts
recorded in the AIA 193 Å band in the cores of active regions is
due to the Fe xii lines. The rest of the counts are due to several
transitions formed over a broad range of temperatures. There is
significant contribution from Fe xi, then from Fe x and Fe xiii.
We have found this by comparing the simultaneous AIA and EIS
observations of a few ARs. Fig. 2 shows as an example the AR
observed on-disk on 2010 Nov 23. Its top right image shows
the total AIA count rates due to the Fe xii 186.8, 192.4, 193.5,
and 195.1 Å lines, all observed by EIS. These count rates were
obtained by converting the EIS calibrated radiances into AIA
DN/s. They are to be compared to the total AIA count rates,
shown in the top left image.

By comparing the AIA count rates due to Fe xii (as estimated
by EIS) with the AIA images, we found that the DN/s due to all
the Fe xii lines in the 193 Å band can be roughly estimated in
this way:

I(Fexii) = 0.7 × (I(193 Å) − I(171 Å)/2)

Fig. 2 shows (middle top) an image of the AIA DN/s due to
the Fe xii lines as obtained from this expression. A comparison
with the measured Fe xii intensity shows that this linear relation
overestimates the Fe xii contribution in the areas with strong cool
emission and little Fe xii emission, as for example pixel position
25 in the lower panel of Fig. 2.

We note that for the present DEM analysis the total observed
and predicted emission in this band has been used, since the
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cooler contribution to this band can be estimated quite accurately
with the 131 and 171 Å bands, and the atomic data for the 193 Å
band are relatively complete.

3.4. AIA 211 Å

This AIA band is the least understood, with a significant num-
ber of lines not yet identified, as discussed in Del Zanna et al.
(2011c). Some of them are ‘cool’ lines (Del Zanna 2009a), while
others are coronal (Del Zanna 2012b). The main coronal line is
the Fe xiv 211.3 Å transition. This Fe xiv line is observed directly
by Hinode/EIS, so we can estimate precisely its contribution to
the AIA band (assuming that the EIS and AIA calibrations are
correct). Fig. 2 (right middle image) shows the AIA DN/s due to
the Fe xiv 211.3 Å line. In the cores of ARs, only about 60% of
the counts in the 211 Å band comes from the Fe xiv transition at
211.3 Å.

The missing atomic data for this band means that it cannot
be used as it is for DEM analysis. In the absence of EIS observa-
tions, the AIA 211 Å DN/s due to the Fe xiv line can be roughly
estimated by subtracting a linear combination of the 171 and
193 Å bands

I(Fexiv) = I(211 Å) − I(171 Å)/17 − I(193 Å)/5

The result obtained from this relation is shown in Fig. 2
(middle image). We have used this linear combination as input
for all the DEM analyses presented in this paper. The corre-
sponding response for this band was calculated by adding the
Fe xiv emissivity to the continuum. The atomic data for Fe xiv
are reliable (Liang et al. 2010; Del Zanna 2012b) and the 211.3 Å
line does not have significant temperature or density effects.

3.5. AIA 335 Å

The 335 Å band is also highly multi-thermal, although the dom-
inant contribution in the cores of active regions is from a single
Fe xvi 335.4 Å transition, for which the atomic data (Liang et al.
2009) are reliable. We have checked this by estimating the Fe xvi
335.4 Å line using the intensity of the Fe xvi 263 Å line observed
by EIS, and adopting a theoretical ratio of 17.5 (photons) for the
two lines. Fig. 2 (bottom right image) shows the estimated AIA
335 Å DN/s due to the Fe xvi 335.4 Å line. The residual emission
in AR cores comes from a host of transitions and ions (Fe xiv,
Mg viii, Fe xii, etc.). We found that the empirical relation

I(Fexvi) = I(335 Å) − I(171 Å)/70 ,

provides a rough estimate for the AIA DN/s due to the Fe xvi
335.4 Å line in the AR cores. Fig. 2 (middle lower image) shows
the result of this linear relation. This empirical adjustment some-
times leaves a small residual due to the cooler lines in regions
where the Fe xvi 335.4 Å line is very weak.

We have used this estimate as input in some DEM analyses,
using for the response function just the Fe xvi 335.4 Å contribu-
tion function, added to the continuum. This procedure effectively
removes the double peak for this band. The lower temperature
peak in this band is due to significant TR emission, as discussed
in Del Zanna et al. (2011c) (see the cool loops in the bottom left
of the images in Fig. 2).

Fig. 2. Top three left images: AIA count rates (DN/s) of the on-disk
AR observation of 2010 Nov 23, rebinned to the EIS resolution. Top
three middle images: estimated AIA count rates due to Fe xii, Fe xiv,
and Fe xvi (see text). Top three right images: measured Fe xii, Fe xiv
and estimated Fe xvi (in AIA DN/s) directly from EIS. The axes in the
images indicate arc seconds from Sun centre. The bottom panels show
the corresponding profiles (AIA DN/s) along the segment indicated in
the images. The AR core spans the 60–130 arc seconds region in the
profiles.

3.6. AIA 94 Å

This band is particularly important for the presence of the
Fe xviii 93.932 Å line. Significant problems in the 94 Å band

5



G. Del Zanna: The multi-thermal emission in solar active regions

Fig. 3. AIA 94 Å responses

were reported by several authors (see, e.g. Aschwanden &
Boerner 2011; Del Zanna et al. 2011c; Schmelz et al. 2011;
Foster & Testa 2011; Testa et al. 2012b), but it was not clear
if they were due to calibration or atomic data issues, so a few
authors produced empirical estimates for the Fe xviii emission
(Reale et al. 2011; Testa & Reale 2012; Warren et al. 2012).

When the Fe xviii emission becomes dominant, we found
good agreement between observations and theory (Petkaki et al.
2012), suggesting that the AIA 94 Å calibration is correct, given
that the atomic data we provided for Fe xviii should be reliable
(Witthoeft et al. 2006; Del Zanna 2006).

Outside of obvious flaring emission, the 94 Å band was
thought to be dominated by Fe x 94.012 Å, identified by Edlén
(1937). Del Zanna et al. (2011c) however pointed out that at
least two other unidentified components were present in ARs,
one ‘cooler’ below 1 MK, and one ‘hotter’ around 2–3 MK.

The main problem for this band was the lack of atomic data
and line identifications in the soft X-rays. As already mentioned,
we have performed new large-scale R-matrix calculations for
several iron ions, to provide the data for the soft X-ray lines. The
soft X-rays (which include this band) were particularly problem-
atic because the majority of lines were unidentified. These new
atomic data have now been benchmarked against soft X-ray solar
and laboratory observations in Del Zanna (2012a), where several
new identifications (for all the strongest lines) were provided. Of
all these new identifications, the Fe xiv 93.61 Å transition is of
particular importance for AR observations in the AIA 94 Å band,
because it becomes very strong. Indeed, it has been known for a
very long time (see, e.g. Widing & Sandlin 1968; Manson 1972)
that when the Sun is active (because of the presence of non-
flaring ARs) the irradiance of the 93.61Å line becomes almost
as strong (66%) as that of the Fe x 94.012 Å transition. Clearly,
this line must become stronger than Fe x in AR radiance observa-
tions. Note that the atomic data for Fe xiv (Liang et al. 2010) are
reliable, and that the new identifications has been made available
to version 7.1 of the CHIANTI database (Landi et al. 2013).

The Fe x 3s2 3p5 2P3/2–3s2 3p4 4s 2D5/2 94.012 Å transition,
identified by Edlén (1937), is the dominant emission in quiet
Sun conditions. The atomic calculations for the Fe x 3s2 3p4 4s
levels were extremely complex, as discussed in Del Zanna et al.
(2012b). Our R-matrix large-scale calculations should be accu-
rate to within 30%. Distorted wave (DW) calculations underes-
timate significantly the Fe x lines. CHIANTI version 7.1 (Landi
et al. 2013) included DW data (Landi & Dere 2013). These lat-

ter calculations predict the presence of a 3s2 3p5 2P3/2–3p6 3d
2D5/2 transition, at an estimated wavelength of 94.27 Å. There
are two problems with this line. First, its intensity is predicted
to be more than half the 94.012 Å line, while there are no lines
in astrophysical or laboratory spectra around that wavelength.
Second, the position of the 3p6 3d 2D5/2 level affects the 3s2

3p4 4s 2D5/2 one, drastically reducing the weighted oscillator
strength of the 94.012 Å transition to a value of 0.13, compared
to a value of 0.31 obtained from the large-scale RM4 calcula-
tion presented in Del Zanna et al. (2012b). The benchmark of
the Fe x soft X-ray lines presented in Del Zanna (2012a) shows
very good agreement between the RM4 model and observations,
suggesting problems in the target used in Landi & Dere (2013).

Significant contribution from the continuum (mostly due to
free-bound emission at 3 MK) is present in the AIA 94 Å band
(as discussed below), although its amount depends on the abso-
lute abundances.

Weak Fe viii and Fe ix transitions are also present in this
band. The Fe viii lines were observed in the laboratory and
DW data were calculated (O’Dwyer et al. 2012) and included
in CHIANTI version 7.1. DW calculations for the Fe ix lines
(O’Dwyer et al. 2012) were also included in CHIANTI version
7.1, however the wavelengths of these lines are very uncertain.
The benchmark work of Del Zanna (2012a) found problems
in the suggestions given in O’Dwyer et al. (2012) (included in
CHIANTI version 7.1.), providing new recommended values.

CHIANTI version 7.1 also predicts a few Fe xii lines that
could contribute to the 94 Å AIA band, in particular a 3s 3p4

2D5/2–3s2 3p2 4p 2D5/2 transition. In this case, both the DW cal-
culations of Landi & Dere (2013) and the large-scale R-matrix
one (Del Zanna et al. 2012a) agree. The estimated wavelength
in CHIANTI version 7.1 is 93.68 Å, while that one estimated by
Del Zanna (2012a) is 93.49 Å. Note, however, that this wave-
length has a significant uncertainty, considering that large dis-
crepancies in the energies of the 3s2 3p2 4p levels have been
found (Del Zanna 2012a).

Fig. 3 shows the AIA 94 Å responses calculated with the
present data, together with previous CHIANTI versions. The in-
crease around log T [K]=6.3 is mainly due to the Fe xiv 93.61Å
line. The main difference with CHIANTI v.7.1 is due to differ-
ent atomic data for Fe x. We note that various comparisons with
observations suggest that the new atomic data (which will be
available in version 8 of CHIANTI) are relatively accurate and
complete. The use of semi-empirical fudge factors such as the
/chiantifix keyword within the AIA software is discouraged.

In conclusion, the AIA 94 Å band is so multi-thermal that it
is not very useful for DEM analysis as it is. However, we have
used it to constrain the DEM at higher temperatures, when sig-
nificant Fe xviii is present. We searched for a linear combination
of the 171 and 211 Å bands that would produce similar count
rates as those we estimated to be due to Fe xviii (as described
below). We found that a rough estimate of the AIA 94 Å DN/s
due to Fe xviii is

I(Fexviii) = I(94 Å) − I(211 Å)/120. − I(171 Å)/450.

The 211 Å emission is used as a proxy for the Fe xiv (re-
call that the Fe xiv 211.3 Å transition produces about half of the
count rates) and the cooler (1 MK) emission. The 171 Å emis-
sion is instead used to roughly estimate the weaker contributions
from Fe viii, Fe ix, and Fe x lines.

The estimated AIA Fe xviii count rates are similar to those
obtained using the Warren et al. (2012) 171, 193 Å combination
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(note that the sum in the paper should be from 0 to 3), as shown
below. Note that the Warren et al. (2012) empirical combination
produced a good agreement with the observed Fe xviii emission
(Teriaca et al. 2012) for one sample AR. The agreement between
the present and the Warren et al. (2012) method is not surprising,
considering that the morphology of the 193 and 211 Å bands is
very similar in all active region cores.

4. DEM inversion methods

We recall that the intensity of an optically thin line can be ex-
pressed as an integral along the line of sight

I(λ ji) =
∫

h
Ne NH Ab G(Ne,T, λ j,i) dh (1)

where Ab is the elemental abundance, G(Ne,T, λ j,i) is the con-
tribution function of the spectral line. G(N,T ) has a very strong
dependence on temperature, through the ionization balance cal-
culations, and normally a negligible dependence on the electron
number density, Ne, for a certain range of densities, if the appro-
priate line is chosen. In the case of a broad-band instrument such
as AIA, the contribution function is replaced by the instrument
response, which is calculated by summing all the G(N,T ) of the
lines in the passband and adding the emissivity of the continuum.

If a unique relationship exists between Ne and T , neglecting
density effects we define

DEM(T ) = NeNH
dh
dT

[cm−5K−1] (2)

as the column differential emission measure (DEM) of the
plasma, which gives an indication of the amount of plasma along
the line of sight that is emitting the radiation observed at a tem-
perature between T and T + dT . The DEM by definition is a
continuous distribution in a range of temperatures. We normally
write

I(λi j) = Ab
∫

T

G(T ) DEM(T ) dT , (3)

assuming that the abundance of the element Ab is constant along
the line of sight. There is an extended literature on the subject
of inversion techniques and the non-uniqueness of the solution
(see e.g. Craig & Brown 1976, 1986; Judge et al. 1997 and refer-
ences therein). A few specific issues are discussed in Del Zanna
(1999); Del Zanna et al. (2002).

The column emission measure EMh(T,∆T ) can be calcu-
lated by integrating the DEM over the temperature bins ∆T =
T2 − T1

EMh(T,∆T ) ≡
∫ h2

h1
NeNH dh =

∫ T2

T1
DEM (T ) dT [cm−5] (4)

The total emission measure EMh(T ) is obtained by integrating
over the entire temperature range.

Note that the absolute values of the DEM or EMh depend on
the radiometric calibration of the instrument providing the inten-
sities and the ‘absolute’ (i.e. relative to hydrogen) values of the
elemental abundances. Also note that there is a vast literature on
the subject of photospheric and coronal abundances. Only a few
key issues are mentioned here. The standard photospheric abun-
dances of many elements have recently changed significantly.
The low-FIP (≤ 10 eV) elements are more abundant than high-
FIP in the slow solar wind (SSW) and in coronal loop plasma.

Their relative values compared to hydrogen is still debated, as
well as the amplitude of the difference. For recent reviews see,
e.g. Asplund et al. (2009); Lodders et al. (2009); Schmelz et al.
(2012). A common set of ‘coronal’ abundances used by many
authors is that one of Feldman et al. (1992), where the low-FIP
elements are increased by a factor of about 4. This set of abun-
dances is in need of a significant revision, mainly because many
values were measured relative to the photospheric abundances of
high-FIP elements (such as oxygen), which have changed. Also,
we note that it is now quite clear that a single set of elemental
abundances cannot be representative of all the features of the so-
lar corona. For example, the quiet Sun corona shows pretty much
photospheric abundances. A strong FIP effect was thought to be
present in warm loops, however a revision of the older measure-
ments, together with SOHO CDS measurements has showed that
in many cases warm loops have abundances close to the photo-
spheric ones, i.e. the FIP enhancement was often overestimated
in the literature (see Del Zanna 2003b). We discuss the abun-
dances in hot core loops below.

An interesting measurement is obtained once the column
emission measure and the average electron density < Ne > are
known. This is the path length

∆h =
EMh

0.83 < Ne >2
[cm] (5)

i.e. the length along the line of sight of the emitting plasma,
assuming that it is uniformly distributed. 0.83 is the value of
NH/Ne (which depends slightly on the elemental abundances).
The average electron density < Ne > is obtained from density-
sensitive line ratios, is independent of the elemental abundances,
and largely independent of the ionisation state of the plasma.
Another parameter often used is the spectroscopic filling factor,
which is obtained from the path length once the size (along the
line of sight) of the plasma is known. This size can be estimated
quite accurately only in some cases, such as clearly defined coro-
nal loops.

One useful parameter related to the DEM is the effective
temperature

Teff =

∫
G(T ) DEM(T ) T dT/(

∫
G(T ) DEM(T ) dT (6)

that is an average temperature more indicative of where a line is
formed. This is often quite different than T max, the temperature
where G(T ) has a maximum.

4.1. DEM spline method using Hinode EIS lines

For a few sample cases based on EIS lines we have used the
method described in Del Zanna (1999), where the DEM is as-
sumed to be a spline function. The DEM is well constrained up
to log T [K]=6.5 (3 MK) with strong iron lines, up to Fe xvi.
EIS observes several weak Fe xvii lines that can be used to con-
strain the higher temperatures. Note that all the Fe xvii lines are
blended to some degree (see Del Zanna 2008 and Del Zanna
& Ishikawa 2009 for details on line identifications and atomic
data). For example, the strongest Fe xvii line at 204.66 Å with a
cool line, identified as partly due to Fe viii at 204.704 Å in Del
Zanna (2009b). It turns out that the Fe xvii lines, despite having a
log T max = 6.75, have log Teff=6.5 in the cores of active regions,
given the large DEM at 3 MK. So, effectively, the Fe xvii lines
provide an upper limit to DEM values above 3 MK.

A further upper limit around 10 MK is obtained from the
Fe xxiii 263.8 Å line (see Del Zanna 2008; Del Zanna et al.
2011b for a discussion on blending for this line).
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Fig. 4. Top two rows: observed and estimated (from the AIA DEM modelling) AIA images (negative, DN/s) of the on-disk AR observation of
2010 Oct 26, rebinned to the EIS resolution. Lower two rows: monochromatic images (negative, photons cm−2 s−1 arcsec−2) in EIS lines, observed
and estimated from the AIA DEM modelling.

A number of calcium lines are often used for emission mea-
sure purposes (Warren et al. 2012), however, a number of prob-
lems have been found here. Most of the Ca xiv and Ca xvi lines
were found blended. The strongest Ca xv 200.97 Å line (Del
Zanna 2012b), formed around 4.5 MK, has intensities always
at odds with those of the other lines. The Ca xvii 192.82 Å is
the strongest line formed around 5–6 MK observed by EIS (Del
Zanna 2008), but unfortunately is severely blended. The main
blending is due to the strong Fe xi 192.813 Å line. Its intensity
is estimated here via a branching ratio (0.21 photons) with the
188.216 Å line (Del Zanna et al. 2010b). Several strong O v
lines are also blending Ca xvii (Young et al. 2007). Following
our benchmark work (Del Zanna 2009a), the O v 192.9 Å emis-
sion was used to estimate the contribution to the 192.8 Å blend.
We often found no measurable Ca xvii emission, in which case
an estimate of the Ca xvii minimum intensity was considered in
the DEM modelling as an upper limit.

EIS also observes several lines from Ni, Ar, S, Si that can be
used to measure quite accurately their coronal abundances (rel-
ative to iron), as described in Del Zanna (2012b) and discussed
below. This is an important feature of the EIS spectra. A few
weak lines from K, P, Cr, Mn can also provide a rough estimate
for these elements, as shown below.

4.2. Automatic DEM inversion

The DEM spline method requires significant user interaction
and is not suitable to calculate DEMs on a pixel-by-pixel basis.
We have tested various inversion methods on several AIA obser-
vations adopting a range of parameters. In particular, we have
tested two among the most refined methods: the MCMC method
of Kashyap & Drake (1998) and the regularised inversion of
Hannah & Kontar (2012). Once the DEM was obtained, the pre-
dicted AIA count rates were then compared to the observed ones.
We also predicted EIS radiances and compared them to simulta-
neous observations, whenever available. We found the overall
results very unsatisfactory. The MCMC method failed in most
places, although we notice that it works relatively well when
emission lines are considered (Del Zanna et al. 2011c). A sim-
ilar conclusion was obtained by Testa et al. (2012a), where the
MCMC method was applied to recover the results of a 3-D sim-
ulation. The Hannah & Kontar (2012) code performed relatively
well but in places failed completely to provide an acceptable rep-
resentation of the observations.

Therefore, we had to develop a new method to obtain DEMs
from the AIA EUV bands. As pointed out in Del Zanna et al.
(2011c), part of the problem in using the AIA EUV data lies
in their broad temperature response. Another reason why some-
times inversion methods fail is related to the multiple peaks that
are present in the 94, 131, 211, and 335 Å bands. This problem
of the multiple peaks has been partially solved with the above as-
sumptions, i.e. by isolating the Fe xiv and Fe xvi in the 211, and
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Fig. 5. Top two rows: observed and estimated (from the AIA DEM modelling) AIA images (negative, DN/s) of the on-disk AR observation of
2010 Nov 23, rebinned to the EIS resolution. Lower two rows: monochromatic images (negative, photons cm−2 s−1 arcsec−2) in EIS lines, observed
and estimated from the AIA DEM modelling.

335 Å bands, remove the hot component in the 131 Å band, and
only use the 94 Å band in the hot regions where Fe xviii emission
can be isolated.

We chose a functional form for the DEM which allowed for
the presence of near-isothermal structures, but was also multi-
thermal and continuous. After various tests, we obtained the best
results by representing the DEM in each AIA pixel as a super-
position of nearly isothermal distributions, modeled as Gaussian
functions of narrow width, and spaced across the entire temper-
ature range. A similar approach was adopted by Aschwanden
& Boerner (2011) to study single loops in one AR. Typically,
we used about 10 Gaussians to cover the log T [K]=5.6–6.6
range, plus a few extra ones in the regions where hot emission
is present. The widths of these Gaussians should be small to al-
low for the presence of near-isothermal plasma, but cannot be
arbitrarily low, because of the limited accuracy by which the
line emissivities are known (see also Judge 2010). These in turn
mainly depend on the ionisation and recombination rates. After
various tests, we found that a width of about 0.07 in log T [K] is
a good compromise, resulting in a smooth DEM distribution.

For each pixel, a simple iterative procedure was applied
by minimizing the χ2 by varying the heights of the Gaussians.
Values with very low intensities are typically not considered for
the minimization. A variant of this method has been coded to be
used for the Hinode EIS spectral lines.

Any inversion code is time consuming. For a small sample
of 9600 points, MCMC required 5100s, the Hannah & Kontar

(2012) 2400s, and the present code a similar amount, although it
can be reduced with a careful selection of parameters.

If the DEM is effectively a smooth distribution, a very good
approximation for it is given by

DEML =
Iob

Ab
∫
T

G(N,T ) dT
(7)

where the integral is performed over the entire temperature range
where a line is formed. We use this approximation as a start-
ing solution for the inversion, assuming for the AIA 131, 171,
193, 211, 335, 94 Å channels the temperatures (log values): 5.65,
5.85, 6.2, 6.3, 6.4, 6.8, and then interpolating them over a 0.01
temperature grid (in log T ). Note that such approximation, used
in Widing & Feldman (1989) and following papers to estimate
relative elemental abundances, fails completely when the plasma
is nearly isothermal (Del Zanna et al. 2001; Del Zanna 2003b;
Del Zanna et al. 2003).

An upper limit to the DEM distribution is easily obtained by
considering the emission measure loci. The loci of the curves
Iob/(Ab × G(N,T )) represent, at each temperature, the upper
limit to the value of EMh(T,∆T ). The limit is obtained only if
the plasma is strictly isothermal at that temperature. The EM
Loci method was applied for the first time by Strong (1978) and
Veck et al. (1984) to the analysis of solar X-ray flare spectra, and
later by Del Zanna & Mason (2003) to SOHO CDS observations
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of solar active regions. The method has since become very com-
mon in the literature.

The upper boundary for the EM has been converted to an up-
per boundary for the DEM distribution by assuming a constant
DEM in each temperature bin. As a lower boundary, the DEML
values reduced by two orders of magnitude were chosen.

We have calculated the instrument responses G(N,T ) in the
T [K]=5–7.5 range, but have limited the inversion to a more re-
stricted temperature range, depending on the type of observa-
tions considered. The results of the inversion are quite sensitive
to this choice. The DEM values in the log T [K]=5–5.5 range are
unconstrained by AIA, so we have adopted typical values in the
range 1020.7−−20.0 cm−5 K−1 for on-disk observations.

5. Validating the DEM method with AIA and EIS
simultaneous observations

We have tested the DEM method on a few AIA and EIS simul-
taneous observations of active regions. We provide here two ex-
amples. Fig. 4 shows the result of the DEM modelling for the
on-disk AR observation of 2010 Oct 26 obtained from the AIA
data. The agreement between observed and estimated AIA count
rates is truly remarkable. The DEM was also used to predict the
Hinode EIS radiances (in photons cm−2 s−1 arcsec−2), which are
compared to the observed ones in the same figure. The agree-
ment is surprisingly good, both in terms of absolute and relative
values. The upper part was difficult to model, because hot emis-
sion from Fe xviii is present. The results for the on-disk AR ob-
servation of 2010 Nov 23 are shown in Fig. 5. The lower part
was particularly difficult to fit because the hotter lines are very
weak, while the cooler ones are very strong. This is a region
where other methods we have tested typically failed.

In both cases, we adopted the coronal abundances that
are discussed below. The emissivities were calculated with the
present atomic data (listed in the beginning of Sect. 3) and a
constant electron density of 2×109 cm−3, a typical average AR
value. The excellent agreement confirms the validity of the AIA
and EIS calibrations, as well as the accuracy of the atomic data.
The comparisons also indicate a good reliability of the proce-
dure, which provides confidence in the results that are obtained
with the full-resolution AIA data, described below.

Obviously, the fact that in most pixels the method is able to
reproduce AIA count rates and EIS radiances within about 30%
does not necessarily mean that the obtained DEM is an exact
solution. Indeed, as mentioned, the inversion method is ill-posed
and there is no unique solution. Also, broad-band imaging can
never replace the accuracy and amount of information that can
be obtained with spectroscopic measurements.

6. The main contributions to the AIA EUV bands in
the cores of ARs

To assess the various contributions to the AIA bands, a large re-
gion within the core of the AR observed on the 2010 Oct 26
was selected (see Fig. 4), to avoid possible small misalignments
between EIS and AIA, and increase the S/N in the EIS spec-
tra. Table 1 shows the observed AIA count rates, together with
the predicted ones for the 193 and 211 Å bands, obtained by
convolving the calibrated EIS spectra with the AIA (ground cal-
ibration) effective areas. Good agreement is found. A large un-
certainty in the AIA DN estimated directly from EIS is related
to the measurement of the EIS bias, done here by taking average
values around 205.5, and 210.5 Å in regions free of strong lines,

for the 193 and the 211 Å bands. Good agreement is found. The
EIS 171 Å line is very uncertain (50%) because it is at the limit
of the detector and has very low counts.

Table 1. Observed and predicted (from the EIS data and the DEM mod-
elling) SDO/AIA count rates (averaged DN/s per EIS pixel) for the 2010
Oct 26 (on-disk) region.

Band Obs. Pred. Pred.
(Å) (AIA) (EIS) (DEM)

94 45 - 45(0%)
131 169 - 127(-25%)
171 2385 - 2790(17%)
193 4913 5570(13%) 4694(-4%)
211 2610 2382(-9%) 3385(30%)
335 339 - 368(10%)

Fig. 6 (top) shows the DEM obtained with the spline method
and the elemental abundances discussed below. We used this
DEM to calculate line and continuum emission for all the AIA
bands and calculate the total AIA simulated count rates, dis-
played in Table 1. Very good agreement is found.

In the 171 Å band, the main Fe ix line contributes 1930 DN/s,
while about 10% (310 DN/s) comes from Ni xiv 171.37 Å. In
the 193 Å band, about half comes from the Fe xii lines. In the
211 Å band, the Fe xiv 211.3 Å line contributes about 50% of
the predicted counts. In the 335 Å band, the Fe xvi 335.4 Å line
contributes about 80%.

A significant fraction of the counts in the 94 and 131 Å bands
comes from the free-bound continuum, formed around 3 MK.
With the present abundances, the continuum contributes about
10% and 36%, respectively. With photospheric abundances, the
contributions increase to about 20% and 50% for the 94 and
131 Å bands.

6.1. The AIA 94 Å band and Fe xviii

The AIA simulated count rates as a function of temperature and
wavelength are shown in Fig. 6. A significant contribution comes
from Fe xviii. After Fe xviii, the newly-identified Fe xiv 93.61Å
line produces the main contribution to the band, while minor
contributions come from Fe x, and the set of lines from Fe ix and
Fe xii discussed previously.

It is interesting to note that the Fe xviii intensity is due to the
3 MK plasma, as Fig. 6 (middle) shows. This is caused by the
large DEM peak at 3 MK, a temperature where the Fe xviii con-
tribution function is only about 8% its peak value at 7 MK. This
is a surprising result, although it somewhat uncertain because
it relies on the accuracy in the ion abundance toward the wings.
Note that the Ca xvii 192.8 Å line has instead at 3 MK a predicted
emissivity of only 1% its peak value at 6 MK. This is consistent
with the fact that we found several cases where this line is not
observed when instead Fe xviii is expected to be present. This
is another somewhat surprising result, considering that Ca xvii
has a lower peak formation temperature (6 MK) than Fe xviii
(7 MK).

Obtaining the Fe xviii emission with DEM modelling based
on EIS lines is clearly difficult, especially when Fe xvii lines are
not measurable. A better way to estimate the Fe xviii contribution
to the AIA 94 Å band is to subtract all the known contributions
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Fig. 6. Above: The DEM of the 2010 Oct 26 active region core. The
numbers in parentheses are the ratios between predicted and observed
intensities. The points are plotted at the temperature T max, and at the the-
oretical vs. the observed intensity ratio multiplied by the DEM value.
Below: corresponding AIA 94 Å count rates as a function of tempera-
ture and wavelength (the dashed curve is the normalised AIA effective
area)

from the observed count rates. The Fe viii–Fe xiv contributions
can in fact be estimated quite accurately using the EIS observa-
tions. We applied our automatic DEM inversion for each EIS
pixel using 12 iron lines. We then calculated the contributions of
the various ions and the continuum for each EIS pixel, in AIA
94 Å DN/s. The results for the two selected ARs are plotted in
Fig. 7. Panels 7 in the same figure show the observed count rates
with all the various known contributions subtracted. The resid-
ual emission is expected to be due mostly to Fe xviii, although at
least one relatively strong emission line is still unidentified. The
lower panel (Nov 23 observation) indicates that the unidentified
line has a low formation temperature, close to Fe viii.

Fig. 7. AIA images (negative, DN/s/pixel) of the on-disk AR observa-
tions of 2010 Oct 26 (above) and Nov 23 (below), rebinned onto the EIS
resolution. Panels 4,5,6 show the 94 Å predicted count rates in Fe xiv,
Fe x, and the continuum. Panels 7 and 8 show the residual count rates
in the AIA 94 Å (due to Fe xviii), estimated from EIS and AIA. Panels
9 show the Fe xviii estimate of Warren et al. (2012).
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It is clear that the newly-identified Fe xiv 93.61 Å always
provides an important contribution to the band, the dominant one
whenever Fe xviii emission is not present. A significant contri-
bution also comes from the continuum, while a minor one from
Fe x 94.012 Å. The Fe viii, Fe ix, Fe xii lines produce a negli-
gible contribution. This is a new and important result. There is
good agreement between the present and the Warren et al. (2012)
method to estimate the Fe xviii emission, as shown in Fig. 7.

7. The multi-thermal emission at the AIA resolution

Fig. 8. Above: a zoom up of a full-resolution AIA 193 Å image (left,
negative, at 11:40 UT) of the 2010 Oct 26 active region within the EIS
FOV, and the corresponding rebinned image obtained by converting the
AIA observations into the EIS spatial and temporal resolution (right,
negative). Below: profiles of the count rates along the N-S segment
shown in the images. The locations of a few loop structures that appear
as nearly resolved in the full-resolution AIA 193 Å image are indicated
with dashed lines.

One of the aims of this paper was to discuss the multi-
thermal emission in the AR cores at the higher AIA resolution.
To illustrate how significant the increase is, we consider the 2010
Oct 26 AR observations. Hinode EIS observed the AR during
10:50–11:50 UT. We compare in Fig. 8 a full-resolution AIA
193 Å image taken at 11:40 UT with the rebinned image, ob-
tained by converting the AIA observations into the EIS spatial
and temporal resolution (the same already shown previously).
We corrected for the AIA stray light using the results of Poduval
et al. (2013). We note that the correction for the stray light is
significant (up to 50% changes) for some active regions and en-
hances the contrast between the loop structures and the back-
ground.

Fig. 8 also shows profiles of the count rates along a segment
shown in the images. Several loop structures appear nearly re-

solved by AIA (they are indicated with dashed lines), but many
of them become hardly visible at the EIS resolution. We note
that there is a region free of loop structures, near the AR core
(at pixel position 80), where the AIA count rates are similar to
those far away from the AR (at pixel position 0, the bottom of
the image). In the rebinned image, the count rates in this core
region are instead almost twice the values at the bottom of the
image. This clearly illustrates that a factor of two increase in the
‘unresolved’ background observed by Hinode EIS (and SOHO
CDS) in AR cores can simply be caused by its lower resolution.

We then performed the automatic AIA DEM modelling on
the full-resolution AIA data of the active region using the set of
abundances discussed below. To increase the S/N, we averaged
the AIA images during a minute, between 11:40 and 11:41 UT.
We corrected for the AIA stray light using the results of Poduval
et al. (2013) and applied our corrections for the AIA plate scale.
We then calculated the predicted radiances in a sample of EIS
lines. Sample results are shown in Fig. 9, centered on a bundle
of 3 MK loops, clearly seen in AIA 335 Å (Fe xvi). These im-
ages, together with the intensity profiles across the loops, clearly
show the presence of a multitude of loops that are mostly not co-
spatial at the various temperatures, and become more unresolved
at higher temperatures. The locations of a few cool loops which
appear as nearly resolved in Fe viii and Fe ix are shown in the
profiles of Fig. 9 as dashed lines. Higher-temperatures loops in
e.g. Fe xii are normally not co-spatial. In each single AIA pixel,
there is clearly some superposition of different structures along
the line of sight.

The ‘contrast’ of the structures as seen in single emission
lines is clearly enhanced, compared to the original AIA images,
which confirms that the multi-thermal nature of the AIA bands
is somewhat ‘blurring’ our view of the AR structures. For ex-
ample, we notice the significant differences between the AIA
131 Å image and the reconstructed Fe viii towards the AR core
(upper images, 100–150′′ in the profiles). The DEM modelling
predicts very little unresolved background emission in the AR
core in lines formed up to 1 MK (as Fe x). The unresolved back-
ground emission is instead about a factor of 3–4 higher in Fe xii–
Fe xiii, and much higher in Fe xiv–Fe xvi, compared to the val-
ues outside the core (in the bottom of the image). This confirms
the TRACE and SOHO CDS results of Del Zanna & Mason
(2003), although the higher AIA resolution now shows much
lower levels of unresolved emission, relative to the total emis-
sion (less than 50% instead of 80%). The increased spatial reso-
lution clearly allows us to resolve more and more structures and
enables us to better ‘see through’. One question naturally arises:
what is this unresolved emission? It is likely composed of a mul-
titude of loops of sizes well below the resolution of current in-
strumentation. We believe that a factor of 2–3 increase is just due
to an increase in the iron abundance, rather than a density effect,
as discussed below.

There is an unresolved 3 MK bundle of loops seen in Fe xvi,
with footpoints approximately aligned along the E-W direction.
The bundle of 3 MK loops is also clearly visible with EIS (cf.
Fig. 4). We note that these loops are also clearly visible in Fe xiv,
although most of the emission in this ion is formed at 3 MK
and not at its peak formation temperature of 2 MK, as discussed
below.

12



G. Del Zanna: The multi-thermal emission in solar active regions

Fig. 9. Top left: The full-resolution AIA images of the 2010 Oct 26 active region. The two selected regions are shown (the larger on the 3 MK
loops, the smaller for the background), as well as a cut across the 3 MK loops. Top right: the corresponding radiances in a few EIS lines, predicted
from the AIA DEM modelling. Below: profiles of the count rates and radiances across the 3 MK loops.

8. Elemental abundances and path lengths for the
3 MK loops

A region within the centre of this 3 MK bundle of loops (at
coordinates 110, 210, see Fig. 9) with no underlying obvious
emission from e.g. moss regions was chosen for detail analy-
sis using the Hinode EIS spectral lines. We obtained averaged
EIS calibrated spectra, and measured the average electron den-
sity from the Fe xiv lines and found 109.2 cm−3. We note that the
Fe xiv lines are not formed at peak ion abundance, so the den-
sities need to be obtained by calculating the theoretical ratios at
3 MK, something that is not normally considered in the litera-
ture. We obtained consistent results from other ions.

We performed a DEM modelling using the EIS iron lines,
adopting at first the photospheric abundances of Asplund et al.
(2009). We then calculated the path length as described in
Section 4, by integrating the DEM in the log T [K]=6.3–6.6
range and considering a density of 109.2 cm−3. We obtained
350′′, an unreasonable number, considering that the size of the
bundle of loops as seen in the plane of the sky is only of the or-
der of 20′′ (see e.g. Fig. 9). Considering that the EIS calibration

is now quite well established (Del Zanna 2013), and the atomic
data for the iron lines are quite accurate now, there are only two
improvements that can be applied to reduce the path length. The
first one regards ‘background/foreground’ subtraction. Clearly,
the 3 MK bundle of loops is embedded in an environment rich of
loops at lower temperatures, plus some line-of-sight emission at
3 MK. Subtracting this emission lowers the observed emission
measure. Given the EIS resolution and FOV, there is a limited
choice, so a small nearby region (where Fe xvi emission is low)
was chosen (at coordinates 110, 180, see Fig. 9). Subtracting the
emission from this region not only reduces the emission mea-
sure, but also increases the averaged density (which also reduces
the path length), to a value of about 109.5 cm−3, providing a path
length of 54′′.

The electron density was obtained using the ‘emissivity ra-
tio’ technique (see Del Zanna et al. 2004 for details), which di-
vides the observed intensity of a line (Iob) by its emissivity:

F ji =
Iob Ne C

N j(Ne,Te) A ji
(8)

13



G. Del Zanna: The multi-thermal emission in solar active regions

Table 2. The present hot core loops abundances

El. Phot. Coronal Present FIP (eV)

H 12 12 12 13.56
C 8.43 8.59 - 11.26
N 7.83 8.0 - 14.53
O 8.69 8.89 - 13.61

Ne 7.93∗ 8.08 - 21.56
Mg 7.6 8.15 8.10 7.64
Al 6.45 7.04 6.95 5.98
Si 7.51 8.10 8.00 8.15
P 5.41 - 5.41 10.49
S 7.12 7.27 7.17 10.36

Ar 6.40∗ 6.58 6.30 15.76
K 5.03 - 5.53 4.34

Ca 6.34 6.93 6.87 6.11
Cr 5.64 - 6.14 6.78

Mn 5.43 - 5.93 7.43
Fe 7.50 8.10 8.00 7.87
Ni 6.22 6.84 6.53 7.63

Notes. Photospheric (Phot) abundances are from Asplund et al. (2009),
the coronal ones from Feldman et al. (1992). Ar and Ne do not have
photospheric measurements.

calculated at a fixed electron temperature Te (at 3 MK) and plot-
ted as a function of the density Ne (C is a scaling constant). N j
is the population of the upper level, while A ji is the transition
probability of spontaneous emission. Only Fe xiv and S xi pro-
vide useful diagnostics because the lines are strong in a 3 MK
plasma. The two ions provide similar densities, as shown in
Fig. 10. There are other density-sensitive Ni xv and Ca xv lines
but they are weak, confirming that the density is not higher than
109.5 cm−3.

The reduction in the path length is significant but not enough,
so reasonable path lengths are obtained only by increasing the
iron abundance. We adopted a reasonable increase of 0.5 dex
(a factor of 3.16 increase), providing a path length of 17′′. This
is a reasonable value, close to the overall size of the bundle of
loops, and that implies a spectroscopic filling factor close to one.
We note that the factor of 3.16 increase is consistent with typi-
cal X-ray measurements of the relative O/Fe and Ne/Fe ratios
(which will be discussed in a separate paper), assuming that the
high-FIP elements have the photospheric (Asplund et al. 2009)
abundances.

Having fixed the iron abundance to 8.0 dex (on the usual
logarithmic scale where hydrogen is 12), we then used the
DEM modelling to find the abundances shown in Table 2.
Fig. 11 shows the DEM obtained with the spline method from
the background-subtracted intensities. For comparisons, it also
shows the DEM obtained from the same set of abundances but
without subtracting the background. The DEM is very well con-
strained by strong lines from all the iron ionisation stages from
Fe viii to Fe xvi. The Fe xvii lines provide a constrain at higher
temperatures. The DEM is nearly isothermal, centred at 3 MK,
and with a peak value two orders of magnitude higher than the
emission measures at lower or higher temperatures.

Table 3 summarises the results for the strongest lines.
Excellent agreement between theory and observations is found,
although we remind that discrepancies of factors of two are
present if the EIS ground calibration is adopted. The abundances
of K, Ar, Ca, P, S, and Ni (relative to iron) are well constrained,
since the K xiii, Ar xiii, Ar xiv, Ca xiv, P xii, S xii S xiii, Ni xv,

Fig. 10. Emissivity ratio curves relative to the main Fe xiv and S xi tran-
sitions observed by Hinode EIS on the bundle of 3 MK loops of Fig. 9.

Ni xvi, and Ni xvii lines are all formed around 3 MK (see the
effective temperatures in Table 3). We recommend that the fol-
lowing lines are used for future studies: K xiii 208.109 Å, Ar xiv
194.396 Å, Ca xiv 193.866 Å, P xii 278.286 Å, S xii 288.421 Å,
S xiii 256.685 Å, Ni xv 176.710 Å, Ni xvi 195.271 Å, Ni xvii
249.185 Å. The P xii 278.286 Å is weak but is the resonance
line for this ion, so effectively the EIS measurement provides an
upper limit to the P abundance. A similar argument applies to
the K xiii 208.109 Å resonance line and the Cr ix 210.611 Å line.
The strong Ca xv 200.971 Å is at odds with all the other ones,
indicating possible problems in the calcium ion abundances or
with the atomic data for this ion, or the presence of an unknown
blend.

The lower-temperature Ar xi is at odds with the other ions.
This could partly be due to different abundances in the lower-
temperature plasma, as the S x abundance seem to suggest as
well. The present abundances differ significantly from previous
‘canonical’ coronal and photospheric abundances, as shown in
Table 2. We note that we obtained a sulfur abundance close
to the photospheric value suggested by Asplund et al. (2009),
which means that the 3 MK loops had a FIP enhancement of
3.16. Sulphur has in fact a relatively high FIP and its abundance
variations follow those of the higher-FIP elements. The abun-
dances of Ar and P (two high-FIP elements) are also close to the
values suggested by Asplund et al. (2009), although we note that
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Table 3. Observed and predicted radiances for the 3 MK loops.

λobs Iobs Tmax Teff R Ion λexp r

176.69 18.9 6.40 6.47 1.06 Ni xv 176.710 0.99
177.23 40.8 6.05 6.11 0.97 Fe x 177.240 1.00
180.39 62.9 6.13 6.17 1.06 Fe xi 180.401 0.99
183.45 9.1 6.56 6.50 0.94 Ar xiv 183.450 0.13

Ca xiv 183.460 0.87
184.53 19.9 6.05 6.13 0.88 Fe x 184.537 0.94
185.22 40.7 5.73 6.39 0.89 Ni xvi 185.230 0.74

Fe viii 185.213 0.25
185.66 2.1 6.40 6.46 1.10 Ni xv 185.696 0.88

Ni xv 185.690 0.06
186.61 27.4 5.72 6.39 0.76 Ca xiv 186.610 0.70

Fe viii 186.598 0.29
188.21 40.9 6.13 6.17 0.86 Fe xi 188.216 1.00
188.49 8.4 5.95 6.06 0.88 Fe xii 188.450 0.08

Mn ix 188.480 0.06
Fe ix 188.497 0.83

188.80 6.0 6.27 6.44 0.43 Ar xi 188.806 0.97
189.93 3.7 5.94 6.06 1.07 Fe xii 189.925 0.09

Fe ix 189.941 0.89
191.40 4.5 6.51 6.48 0.79 Ar xiv 191.404 0.62

Fe xv 191.412 0.34
192.39 21.4 6.19 6.25 0.96 Fe xii 192.394 1.00
192.81 9.1 6.13 6.16 0.88 Fe xi 192.813 0.95
193.87 23.2 6.57 6.50 0.96 Ca xiv 193.866 1.00
194.05 3.2 6.19 6.46 1.18 Ni xvi 194.046 0.88

Fe xii 194.078 0.08
194.41 5.5 6.54 6.49 0.99 Ar xiv 194.396 0.99
195.11 65.4 6.19 6.25 1.00 Fe xii 195.119 0.99
195.26 7.8 6.02 6.45 0.95 Ni xvi 195.271 0.88
195.54 1.6 6.08 6.46 0.83 Ni xv 195.521 0.93
200.99 14.7 6.64 6.50 0.56 Ca xv 200.971 0.98
202.04 37.9 6.25 6.36 1.09 Fe xiii 202.044 1.00
204.65 5.2 6.74 6.50 1.05 Fe xvii 204.668 0.99
205.92 0.936 5.46 6.45 0.87 Ar xiii 205.950 0.81

Fe xiii 205.914 0.07
208.12 4.0 5.50 6.48 0.51 K xiii 208.109 0.90

Ni xv 208.154 0.07
208.31 4.6 6.19 6.43 0.82 Ca xv 208.321 0.65

Fe xii 208.316 0.33
208.63 4.9 6.24 6.43 0.82 Ca xvi 208.604 0.51

Fe xiii 208.667 0.39
Cr viii 208.633 0.05

211.31 213.0 6.30 6.44 1.05 Fe xiv 211.317 1.00

Notes. λobs (Å) are the observed wavelengths, Iobs the background-
subtracted Hinode EIS radiances (photons cm−2 s−1 arcsec−2) obtained
with our new EIS calibration (Del Zanna 2013), Tmax and Teff the max-
imum and effective temperature (log values, in K; see text), R the ratio
between the predicted and observed radiances, Ion and λexp (Å) the main
contributing ion, and r the fractional contribution to the blend.

photospheric measurements of argon do not exist, and remind
that the P xii line is weak, so the P abundance is uncertain.

If we return now to the issue of the iron absolute abundance,
we note that it could be higher than 8.0 dex (and the filling fac-
tor smaller than one), but then the abundances of the high-FIP
elements would also have to be higher than photospheric. We
also note that direct line-to-continuum measurements obtained
from ground-based eclipse observations by Mason (1975) also
suggest an increased calcium and iron abundance by a factor of
about three, close to active regions. Mason (1975) measured the
calcium abundance as 6.8 dex (i.e. only 15% lower than the value

Table 3. Contd.

λobs Iobs Tmax Teff R Ion λexp r

246.20 19.1 6.25 6.35 1.02 Fe xiii 246.209 0.99
246.90 7.6 6.27 6.42 0.72 S xi 246.895 1.00
249.17 199.0 6.48 6.49 0.76 Ni xvii 249.185 1.00
251.06 137.0 6.43 6.49 0.86 Fe xvi 251.063 1.00
251.94 51.3 6.25 6.35 0.73 Fe xiii 251.952 0.99
252.19 35.4 6.29 6.44 1.02 Fe xiv 252.199 1.00
254.87 5.7 6.74 6.49 1.09 Fe xvii 254.885 0.94

Fe xiii 254.905 0.06
256.67 200.0 6.42 6.48 1.04 S xiii 256.685 1.00
257.38 50.4 6.29 6.44 1.11 Fe xiv 257.394 0.99
261.05 9.2 6.15 6.25 1.20 Si x 261.056 1.00
262.98 225.0 6.43 6.49 0.93 Fe xvi 262.976 1.00
264.23 8.7 6.18 6.31 0.78 S x 264.230 0.98
264.78 167.0 6.29 6.43 0.96 Fe xiv 264.788 0.98
265.00 21.9 6.43 6.49 0.93 Fe xvi 265.000 1.00
270.51 79.5 6.29 6.44 1.01 Fe xiv 270.520 1.00
271.98 12.0 6.15 6.25 0.83 Si x 271.992 0.99
274.20 168.0 6.29 6.44 0.92 Fe xiv 274.203 0.99
275.36 8.4 5.79 5.92 0.63 Si vii 275.361 1.00
277.25 7.2 6.15 6.25 1.15 Si x 277.264 1.00
278.26 2.4 6.32 6.46 0.71 P xii 278.286 0.99
281.40 4.7 6.28 6.42 0.88 S xi 281.402 0.99
284.15 2510.0 6.34 6.47 1.05 Fe xv 284.163 1.00
285.82 6.9 6.27 6.41 0.94 S xi 285.822 0.98
288.15 14.4 6.44 6.48 1.02 Ni xvi 288.165 0.98
288.40 31.9 6.35 6.46 0.92 S xii 288.421 1.00

suggested here), and the iron abundance as 7.85 dex (only 30%
lower than the present value).

Fig. 11. The DEM of the 2010 Oct 26 active region 3 MK loops,
obtained from the background-subtracted intensities, with the present
coronal abundances. The points are plotted at the temperature T max, and
at the theoretical vs. the observed intensity ratio multiplied by the DEM
value. The grey thick line shows the DEM obtained directly from the
EIS intensities without background subtraction.

9. Hi-C

The most direct way to address the issue of the existence (or not)
of sub-resolution structures in active regions is to actually take
images and spectra at higher resolution. Hi-C, during its suc-
cessful flight (Cirtain et al. 2013), obtained coronal images of
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Fig. 12. The AR as observed in the AIA 193 Å band during the Hi-C
rocket flight, with a few selected regions at the legs of several coronal
loops.

an active region at the highest resolution to date (0.25′′, about
five times better than AIA) in a broad-band very similar to the
AIA 193 Å one. This band does not show the hot core loops, but
is useful to discuss the 1.5–2.5 MK background emission, still
unresolved at the AIA resolution. Hi-C could in principle also
provide information on coronal loops that emit at these temper-
atures, but unfortunately the FOV only included the footpoints
and legs of a few warm loops, and not their full extent. The AR
observed by Hi-C was very dispersed, had a large number of
filaments, some very hot (10 MK) loops, and a large number
of moss regions. The features discussed in Cirtain et al. (2013)
were probably low-lying ones associated with a large filament,
and not clearly with coronal loops.

A direct comparison of the Hi-C and AIA 193 Å images im-
mediately shows the much higher resolution of Hi-C, but only in
the low-lying (e.g. not properly ‘coronal’) moss regions, and in
the low-temperature filament structures, since the prominence-
corona transition region emits strongly in cool (T <1 MK ) lines
observed by the 193 Å band. That filaments have a very fine
structure has been known from ground-based observations. The
fine structure of the moss emission confirms the fine-structure of
the loops that are connected to it.

In all the other regions, very little differences between the
Hi-C and AIA 193 Å images are present, indicating that any un-
resolved emission in the AIA images is still unresolved at the
Hi-C resolution. Some examples are given below.

First, we have processed the AIA full-Sun images, adjust-
ing their plate scale and correcting for the stray light, as de-
scribed previously. We then averaged the AIA images during a
minute, at 18:55 UT. We took the simultaneous Hi-C level 1.5
data (as available form the Virtual Solar Observatory), and aver-
aged the exposures obtained at 18:55:02, 18:55:08, and 18:55:13
UT. We applied the suggested rotation (-1.81969 degrees, key-
word roll angle), and then checked the co-alignment of the Hi-C
data with the AIA 193 Å image by plotting one image over the
other one in a few sample moss areas. The moss areas are the
best because are clear low-lying bright features. We found the
need to apply a small shift of 1′′ towards the W direction and 1.5
′′ towards the N direction.

Considering the multi-thermal nature of the 193 Å band dis-
cussed previously, a proper physical interpretation of the Hi-C
193 Å images requires at least some DEM modelling. We there-
fore performed the DEM inversion on the full Hi-C FOV using
the AIA data, adopting the present coronal abundances and a
constant electron density of 2×109 cm−3, a typical average AR
value.

We then selected three regions (R1, R2, and R3 shown in
Fig. 12) where some coronal loop legs are present. Fig. 13 shows
region R1, which contains several loop legs that appear resolved
in the 131 Å (Fe viii) and 171 Å (Fe ix) images. The positions of
seven cool loops are indicated with dashed lines in the profiles in
Fig. 13. According to the DEM modelling, these cool loops are
emitting in Fe viii and Fe ix, and are still visible around 1 MK
(see the Fe x image), but at higher temperatures (see the Fe xii
image) they disappear. Instead, other structures appear in the line
of sight at temperatures at and above 1 MK. The strongest cool
emission is concentrated between 10 and 25′′, where the DEM
modelling predicts a depletion of the hotter Fe xii and especially
Fe xiv. Such thermal structuring in active regions is common (al-
though not ubiquitous). It was already seen in Skylab EUV ob-
servations (see, e.g. Foukal 1975) and SOHO CDS (Del Zanna
& Mason 2003), although with a much lower resolution (5′′).

The Fe xii and Fe xiv predicted images show a more diffuse,
unresolved emission. The AIA and Hi-C 193 Å images show
both the resolved cool emission (mainly due to Fe viii and Fe ix)
and the unresolved 1–2 MK emission. It is interesting to note
that there are very little differences in the AIA and Hi-C images,
despite the factor of five higher resolution of Hi-C. This indi-
cates that the hotter emission is not resolved even at the Hi-C
resolution, while the cooler emission is already resolved at the
AIA resolution. This is not an instrumental effect, because the
low-lying moss emission is clearly much better resolved by Hi-
C (cf. the lower right corner of the images in Fig. 13).

All the other coronal loops in the Hi-C FOV show similar
features. As in the other ARs we have analysed, there are often
locations where cooler and hotter loops are intermingled.

Fig. 14 shows region R2, where six cool loops appear as
nearly resolved by AIA. Again, there is little difference between
the Hi-C and AIA 193 Å images. But in this case there is no
clear anti-correlation between the locations of the cooler loops
and the unresolved higher-temperature emission.

Fig. 15 shows region R3, on a very bright leg of a coronal
loop. It is quite clear that the strong cool emission is comprised
of at least three loops, visible in Fe viii and Fe ix (AIA 171 Å).
It is also quite clear that some fainter, different loops are present
in the 1–2 MK range, as seen in Fe xii. These loops are not co-
spatial with the cooler ones and are visible in both the AIA and
Hi-C 193 Å images. In this case, these hotter loops appear as
slightly better resolved in the Hi-C 193 Å images.

10. Summary and conclusions

It is clear that significant advances in our understanding of the
thermal structure in active regions can be achieved by combining
high-resolution imaging with spectroscopy and atomic data. We
have analysed several active regions, but showed here only a few
selected examples. Clearly, not all active regions are the same,
however several new important results have emerged from our
small sample:
1) we have verified that our new Hinode EIS radiometric cali-
bration is in very good agreement with the SDO AIA pre-flight
and EVE in-flight calibrations. This gives us confidence in the
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Fig. 13. Above: the region R1, as observed by Hi-C, by AIA, and as predicted from the AIA DEM modelling. Below: profiles (averages over 1.8′′

in DN/s) along the segment indicated in the images. The position of a few cool loops is noted.

present and future results. Some discrepancies are present, but
they are within the combined uncertainties of the absolute cali-
brations of the AIA, EVE and EIS instruments (about 25% each).
2) We have verified that the atomic data we have provided for
the EIS and AIA instruments are now accurate and sufficiently
complete, with the exception of the AIA 211 Å band.
3) We have confirmed the multi-thermal nature of the AIA EUV
bands, also in quiescent AR observations. In the cores of ARs,
only the 171 and 335 Å bands are relatively isothermal. In the
193 and 211 Å bands, only about half of the counts are due to
Fe xii and Fe xiv. We have provided ways to use the AIA data
to roughly estimate the various contributions. Significant con-
tinuum emission is present in the 94 and, especially, the 131 Å
band, confirming our previous suggestion (O’Dwyer et al. 2010).
There is evidence that coronal abundances are more appropriate
than the photospheric ones for the cores of active regions, but if
the latter were the correct ones, the continuum contribution to
the 131 Å band could be as high as 50%. The discussion of the
various contributions to the AIA bands, based on the EIS spectra
and the atomic data, was key to the proper use of the AIA data
for DEM modelling.
4) After two years of atomic data calculations and benchmark,
we have finally obtained a good agreement between observations
and predictions for the AIA 94 Å band. We confirm our (Del
Zanna 2012a) suggestion that the newly identified Fe xiv 93.61Å
line is the dominant contribution to the 94 Å band in any AR
observation, whenever Fe xviii is not present. Studies of hot AR
emission should take this into account.

5) We have shown the difficulty in estimating the Fe xviii contri-
bution directly with the DEM modelling (first method). A bet-
ter way is to subtract the various contributions to the observed
count rates in the 94 Å band (second method). We used EIS spec-
troscopy and atomic data to provide a way to obtain rough esti-
mates of the Fe xviii emission in the 94 Å band using only AIA
data (third method). We showed that Fe xviii emission is some-
times present in the cores of ARs, although this is often caused
by 3 MK and not by 7 MK plasma. The same applies to Fe xvii
emission. These new results should be taken into account when
using the 94 Å band to diagnose the presence of hot plasma. We
showed the various complexities related to the calcium lines, and
the surprising fact that Ca xvii is often not observed when Fe xviii
is present.

6) We provided what are to our knowledge the first consistent
measurements of electron densities and elemental abundances in
a sample of 3 MK loops. They are significantly different than
previous measurements. Low-FIP elements such as iron are en-
hanced by about a factor of 3, compared to the high-FIP ele-
ments. We performed several DEM analyses on a few ARs cores
and obtained similar results. The path lengths obtained from the
densities and emission measures indicate that the abundances
of the low-FIP elements are enhanced, compared to the photo-
spheric values, by at least a factor of 3, which implies spectro-
scopic filling factors close to 1. If we assume that this is a real
measure of how the plasma is distributed along the line of sight
(see Judge 2000 for caveats), this suggests that we are still far
from resolving the substructures in the 3 MK loops.
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Fig. 14. Above: the region R2, as observed Hi-C, by AIA, and as predicted from the AIA DEM modelling. Below: profiles (averages over 1.8′′ in
DN/s) along the segment indicated in the images. The position of a few cool loops is noted.

7) We have presented a new DEM method customised for
analysing AIA observations. The comparison with direct spec-
troscopic observations from Hinode EIS is truly remarkable, pro-
viding confidence in using AIA for studying the thermal struc-
ture of ARs using the present method, atomic data, and caveats.

8) We often found, from the DEM modelling at the AIA reso-
lution (1′′), that loops emitting at different temperatures are not
co-spatial, as we also saw at much lower resolution with SOHO
CDS (Del Zanna et al. 2006). To undoubtedly identify the spatial
location of all the loop structures visible along the line of sight
would probably require stereoscopic isothermal measurements
though.

9) The AIA DEM modelling at 1′′ resolution indicates that warm
loops (up to 1 MK) are nearly resolved, and have very little back-
ground/foreground emission. It also indicates that the emission
at 1.5–2.5 MK is progressively more unresolved, and that it in-
creases towards the core of ARs. This unresolved emission was
found to comprise about 80% of the emission in TRACE and
SOHO/CDS observations (Del Zanna & Mason 2003). The AIA
DEM modelling suggests much lower values. We recall that this
reduction is mainly due to the lower stray light of the AIA tele-
scopes (compared to TRACE) and to their higher spatial resolu-
tion (compared to CDS and EIS).

The observations of the 2 MK unresolved emission in an ac-
tive region (Del Zanna 2012b) showed increases by about a fac-
tor of 2–2.5 of the iron abundance, compared to say argon. The
absolute values (i.e. relative to hydrogen) are not known, but if
we assume, as in the case of the 3 MK loops, that it is the abso-

lute iron abundance to increase, it follows that a factor of 2–3 en-
hancement in the observed emission is just due to this abundance
variation and is not due to increased densities or temperatures.

In summary, the picture that is emerging is that of variable
abundances within the different features in active regions. This
is an important issue which complicates the interpretation of the
observations, and that deserves further analysis.

10) We found very little differences in the AIA and Hi-C 193 Å
images of coronal structures, despite the factor of five higher res-
olution of Hi-C. The AIA DEM modelling indicates that there
is cool emission (mainly due to Fe viii and Fe ix) in the Hi-C
images which appears to be already nearly resolved at the AIA
resolution. The Hi-C images also contain hotter (1.5–2.5 MK)
emission which in most of the places appears as unresolved as in
the AIA images. This suggests that fundamental sub-structuring
is well below the 0.25′′ resolution at these temperatures.

Understanding the multi-thermal structure of active regions
is clearly a complex issue. One key issue that is currently de-
bated in the literature regards the temporal evolution of the var-
ious structures. For example, are some of the warm loops hot
3 MK loops observed while they are cooling? This is an even
more complex issue that will be partly addressed in a separate
publication, although it is really at the limits of current instru-
mentation.

Our SOHO CDS observations showed that the majority of
the observed warm loops are long-lasting, i.e. do not appear
to cool down or heat up significantly over timescales of hours
(Del Zanna et al. 2006; Cirtain et al. 2007). Our results are in
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Fig. 15. Above: the region R3, as observed Hi-C, by AIA, and as predicted from the AIA DEM modelling. Below: profiles (averages over 1.8′′ in
DN/s) along the segment indicated in the images. The position of a few cool loops is noted.

contrast to those obtained by Warren et al. (2003); Ugarte-Urra
et al. (2006, 2009); Viall & Klimchuk (2011), although they do
not necessarily imply steady heating for the single structures.
Indeed the higher SDO AIA resolution shows clear variations
on timescales of minutes. The quasi-steady temperature struc-
ture of loops reflects the topology of the photospheric magnetic
field which appears relatively steady over timescales of hours.
This does not mean that the coronal magnetic field is steady. For
example, according to our model of AR evolution (Del Zanna
et al. 2011a), interchange reconnection should occur between the
3 MK loops and the surrounding magnetic field, producing as a
byproduct the formation of warm loops. This probably occurs on
very short timescales and small spatial scales, well below the res-
olution of current instrumentation. It is however a long-lasting
(hours to days) quasi-steady process.

The other key issue that is currently debated regards the sub-
resolution structures. We believe that significant advances in the
future can only be obtained with high-resolution spectroscopy
(e.g. the proposed Solar-C spectrometer, see Teriaca et al. 2012)
and isothermal imaging. The current imaging at 1 (AIA) and
0.25′′ (Hi-C) resolution indicates, however, that loops at tem-
peratures above 1.5 MK are still far from being resolved. We
suggest that future high-resolution imaging with Hi-C is done
with isothermal bands, possibly covering the 0.7–1.5 MK tem-
perature range.
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