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Abstract—The multi-user communication channel, in which K > 2 distinct users each, i.ely = K L. In the special case
multiple users exchange information with the help of a singg of [, = 1 and K = 2, this model reduces to the TRC.
relay terminal, called the multi-way relay channel, is considered. We note that the symmetric rate performance is a relevant

In this model, multiple interfering clusters of users communicate L . . . . .
simultaneously, where the users within the same cluster wlis metric in this setting, and derive the achievable symmetie

to exchange messages among themselves. It is assumed that thwith the corresponding multi-way extensions of decode-and
users cannot receive each other’s signals directly, and hea the forward (DF), amplify-and-forward (AF) and compress-and-
relay terminal is the enabler of communication. A relevant netric  forward (CF). We provide a comparison of these rates for a
to study in this scenario is the symmetric rate achievable ball gy metric Gaussian network scenario. It is shown in [5] that
users, which we identify for amplify-and-forward (AF), decode- . oy . .
and-forward (DF) and compress-and-forward (CF) protocols We the CF scheme achleve_s within a_ half bit of the f:apacny for
also present an upper bound for comparison. The two extreme the symmetric TRC, while DF achieves the capacity when the
cases, namely full data exchange, in which every user wants t additional sum-rate constraint is not the bottleneck. Hem
receive messages of all other users, and pairwise data excli®, explore the behavior of these protocols for a large network.
consisting of multiple two-way relay channels, are invesgated \yis show that CF achieves a symmetric rate within a constant
and presented in detail. . . . L
bit offset from the capacity, where this gap diminishes &s th

number of users in the system increases.

We also investigate the special case of two users per cluster

Relaying in wireless networks can provide robustness, exe., K = 2, L > 1, and provide a generalization of the lattice
tended coverage, and energy efficiency. The relay channetling scheme proposed in [3] and [4]. While for TRC lattice
was studied in [1] in detail as a building block for wirelessoding also achieves within a half bit of the capacity [4] and
networks that employ relaying strategies. Recently, itheen performs close to the upper bound for a large range of power
recognized that effective relaying protocols can be delvise constraints, we show here that CF outperforms lattice @pdin
facilitate cooperation between two users when they want as the number of clusters increases.
exchange information simultaneously over a single relay te
minal. This channel model, called tt&o-way relay channel
(TRC) has been studied in detail; see [2], [3], [4], [5] and We consider a Gaussian mRC in which multiple users
the references therein. In the TRC, unlike the classicalyrelexchange messages with the help of a single relay terminal.
channel, we can exploit the structure of the network to desigh this model users do not receive each other’s transmission
more efficient protocols and harvest the benefits of netwohience the relay is essential for communication. We consider
coding in the physical layer. full-duplex communication, that is, all terminals incladithe

Here, we extend the TRC model studied in previous worklay can receive and transmit simultaneously. Therd.arel
in two directions: First, we consider clusters of multiptdes clusters of nodes in the network, where each clusteihas 2
that want to exchange information among themselves. Secounsers. Users in cluster, j € Z, 2 {1,...,L} are denoted
we consider multiple such clusters communicating simultéy 7)1, ..., T;x while the relay terminal is denoted by (see
neously over a single relay terminal. This would model, fdfig. 1). W;; € W;; is the message of us@i;. UserT};; wants
example, multiple sensor networks in the same environmeatdecode messagé¥/;1, ..., Wk).
served by a single access point, where nodes in each networkhe Gaussian mRC channel is modeled as
want to exchange some control information among themselves

I. INTRODUCTION

Il. SYSTEM MODEL

L K
We term this model thenulti-way relay channel (mRCand Y, = Z Zxﬁ + 7, 1)
consider a total ofV users grouped intd. > 1 clusters of =iz
}/j' = Xr—l-Zji,jEZL and: € Ip, (2)
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978-1-4244-4313-0/09/$25.00 ©2009 IEEE 339



ISIT 2009, Seoul, Korea, June 28 - July 3, 2009

----------------- . . e Cluster L
Wi —> Xll N ”'XLI *—=Wr1
; : T Tra ; ;
(Wi1,...,WikK) < Yip | Multi-way Yi1 = (Wr1,....Wrk)
Wik = T XK ,""Relay Channél X1 — W i
(Wll WlK)‘_ 1K TLK N .
[ARAS YlK YLK —>(WL1,...,WLK)”'.,
Cluster"l"*-.._‘____ x.t v . e
Relay

Fig. 1: The mRC withL clusters, each of which hak™ distinct terminals. All terminals in a cluster want to reeeithe
messages of all the other terminals in the same cluster. dilg terminal facilitates the data exchange between timeinteis.

each other and the channel inputs. Average power congtraint applications in which the messages correspond to some
apply on the transmitted signals at the relay and at usgrs control information that needs to be shared by the nodes in

forall j € Zr, andi € Zp.: the network, and the system performance is dominated by the
1 " 1 " minimum rate. To simplify the notation and to focus on the
2 d 2 3 > -
sl E Xrg| S Prand—FE E Xjie| < Pji. (3) fundamental behavior of the analyzed schemes, we consider
t=1 t=1

a symmetric network, that is?;; = P and N;; = 1 for all
Note that, although we have a full-duplex operation, theaff j € 7, i € Z,. We use the notatiot’(z) £ 1 log(1 + ).
of the transmitted signal of each user on its received signal I1l. BOUNDS ON THESYMMETRIC CAPACITY

will be ignored since it is known at the transmitter, and keenc

In this section, we provide upper and lower bounds on
can be subtracted. p pp

the symmetric capacity of the symmetric Gaussian mRC. The

A @M. ’.2nR]K’ o "2nRL]""’2nRL.K’n) code for following proposition presents an upper bound.
the mRC consists OV = LK sets of integersVi; = " pohosition 1: For a symmetric Gaussian mRC with
{1,2,...,2 “.} for j € Ip andi € Iy as the MESSAYE qiysters of K users each, the symmetric capacity is upper
sets, N encoding functionsf;; at the users such that’, = bounded by
[3:(Wj;), a set of encoding function§f, ;};, at the relay L . (C(L(K —1)P) C(P,)
such thatz,; = fr;(Yp1,..., Y 1), 1<t <mn,andN Ryp = mln{ LK=1) Lk 1)}- 4)
decoding functiong;; : VJ. x Wji — (Wj1,..., WjKk). . . .

Note that we consider “restricted encoders”, thatfis Proof: To prove this upper bound, consider an equivalent

depend only on messag#s;; and not on the received signalshetwork in which one user from each cluster does not have

The average probability of error for this system is defined a8 Message to transmit. Moreover, assume that only the users
pr — Ppr U {g5(W3i, Y1) # (Wi Wik)) without messages want to decode the messages of the other
e - J J1r < ji VAS R A .

_ _ users, that is, users with messages are the source terminals
J€IL i€l . . . K

N o o while the users without messages are the sink terminals. The
Observe that the Conqltloﬁ’e" — 0 ImplIeS that individual Symmetric Capacity for this network W”I](K — 1) messages
average error probabilities also go to zero. We assume t@ghstitutes an upper bound for the original mRC. Observe tha
the message®;;, j € 7, i € Iy, are chosen independentlythis remaining network is a multiple access relay netwark, i

and uniformly over the message s&t§;. which L multiple access relay channels operate simultaneously
Deflnltlon 1: A rate tuple (R11, v ;R1K7 ceey RLl, over a Sing]e re|ay terminal.

.-, Rrr) is said to beachievablefor an mRC with L |n this network, consider the cuts around the source ter-

clusters of users withiC users each if there exists a sequengginals and the sink terminals. The cut around the source

of (2nfiu . onfluc o onfien Q"RL_KW) codes such terminals forms a symmetric multiple access channel (MAC)

that P — 0 asn — oc. The correspondingapacity region with 1.(K — 1) users, and the achievable symmetric rates are

is the convex closure of all achievable rate tuples. bounded byC(L(Kfl)P)_ The cut around the sink terminals

. . . L(K—1)
We focus on the equal rate points of the capacity regiog, a symmetric Gaussian broadcast channel itmessages

le., Ry = R, j € I;, andi € I;,. We define the symmetric of rate (K — 1)R each, where each message is destined for
capacity with L clusters andi” users in each cluster as a single receiver. Since this is a degraded broadcast channe
Oé/ﬂlg 2 sup{R: (R,...,R) is achievablg. the total rate can be bounde_d BY P, ). _ _ u
Next we identify symmetric rates achievable with various
Our goal is to find lower and upper bounds on the symmetrielaying schemes. We consider AF, DF and CF schemes,
capacity of the network. The symmetric capacity is relevaahd find the corresponding symmetric rates. A symmetric
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rate achievable with AF relaying is characterized in thetneiterfering with each other’s signals, which would decesthe

proposition. quality of the quantized signal broadcast by the relay. With
Proposition 2: For a symmetric Gaussian mRC with the timeslot for each cluster, the transmission from thayrel

clusters of K users each, the following symmetric rate i€an be considered as broadcasting the relay’s receivedlsign

achievable with AF relaying: to the users with minimum distortion [7].
RLE _ 1 o PP, ) Proposition 4: For a symmetric Gaussian mRC with
AP T LK —1) 1+P.+KP)" clusters of K users each, the following symmetric rate is

Proof: In the case of the AF protocol, we consider timé@whie\"'Jlble with CF relaying:

division among the clusters. Due to the symmetry of the REK = 1 C( (K — PP ) 7)
network and the equal number of users within each cluster, L(K —1) 1+ (K-1)P+ P,

equal time allocation maximizes the achievable symmetric Proof: We use Gaussian codebooks for quantization with-
rate. Within the timeslot of each cluster, all the users it thout claiming optimality. Consider transmission over titoées
cluster transmit, and the relay scales its received signdl &, j € Z.. We have

broadcasts to the users. Within the timeslot for clugtethe Y, = Xji+ 4+ Xex +2-+Q, (8)

7 H H H B _ PT . - . . " .
relay’s transmit signal is given by, = KP+1 (Xji+-+  where Q is a zero mean Gaussian random variable with

XK + Zy). Each user subtracts its own transmit signal fromarianceN,,. For Y, to be decoded at all receivers, we need
the received signal of the relay, and decodes the messages of I(Yo; Yol X5.0) < I(X,5 Yia), (9)
the other users in its own cluster. For each receiver, this is ' '
equivalent to a MAC withK — 1 users, and the maximum©r equivalently, in the symmetric cas¥,, >
achievable symmetric rate for this MAC is given by (5)m achievable rate hence satisfies

K—1)P+1
(T. The

Next we consider DF relaying, in which the relay decodes (K —1)REK =C _71)P) _ (10)
messages from all the users, and broadcasts each message 1+ Ng
to its recipients. DF consists of two transmission phases:Using the minimum allowabléV, we obtain (7). u

the first phase is the MAC from the users to the relay, andRemark 2:Comparing (5) and (7), we observe that, for an
the second phase is the broadcast channel from the relayatbitrary number of clusters and terminals within eachtelus
the users. In the broadcast phase, we consider time divisidh> 1, K > 2), CF achieves digher symmetric ratehan
transmission among the clusters, that is, the relay divides AF. Yet, in some implementations, the lowre complexity of
channel block intd. timeslots, and foyj € Z,, broadcasts the AF might be more compelling than the better performance of
messageV; 1,..., W, to usersTjy,...,T; x within the CF.

j-th timeslot. For broadcasting within thgth timeslot, the  In the next theorem, we prove that the CF protocol achieves
relay uses the transmission scheme introduced in [6], whégées within a constant number of bits of the symmetric
we considerV; 1, ..., W, as the source message aig, capacity for an arbitrary number of clusters and users.

as the correlated side information at uger,. The symmetric ~ Theorem 1:For a symmetric Gaussian mRC withclusters

rate achievable with DF is then found as given in the follcyvin?lc ({{+1§lsers each, the CF protocol achieves rates within
og

proposition. st Pits of the symmetric capacity.
Proposition 3: For the symmetric Gaussian mRC with Proof: First, assume thaP. > L(K — 1)P. Then we
clusters of K users each, the following symmetric rate idave the following chain of inequalities:
achievable with DF relaying: LK 1 < (K — 1)PP, >
. (C(LKP) C(P, Rop = C (11)
Rgl{f:mm{ (LK ),L(Ig _)1)}. ® L(Kl—l) 1+ (K-1)P+P,
Remark 1:Comparing (6) and (4), we can show that DF TOL(K—1) log(L + L(K —1)P)
achieves the symmetric capacity®. < (1 +LKP)1‘% —1. 14+ P,
This corresponds to the case in which the relay power is the +log { IO+ (K-DP+B) H (12)
bottleneck, i.e., the symmetric capacity is limited by thager 1 1:-P
that the relay can broadcast to the users. The range. déér > Ré’é{ + log{ . } (13)
which DF is optimal increases as the number of clusters, the 2L(K —1) L1+ P)+ P
number of users within each cluster or the power constraint > RLE _ log(L +1) (14)
P of the users increases. -OUB2L(K-1)

Next, we consider CF relaying, in which the relay terminalhere (13) follow from the assumption thBt > L(K —1)P.
quantizes its received signal and broadcasts this quantize Next, assuming?, < L(K — 1)P, we have

channel output to the users, again using the coding scheme

. . S ; 1
that we employed with DF to exploit the side information at Ré;{ =———Jlog(1+P)
) DO e STEE 2L(K — 1)
the users. Similar to AF, we consider time division among the
user clusters in the multiple access phase as well as in the +10g{ 1+ (K -1)P }] (15)
broadcast phase. This will prevent multiple user clustemf 1+(K-1)P+ P
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Fig. 2: Achievable symmetric rate versus the user power, Fig. 3: Achievable symmetric rate versus the number of users
The re|ay power is equa| to the total user power, .= with P = 0 dB. In the figure, the Straight line is the upper
K P. We illustrate rates foik = 2,4 and8 users. bound, while the dotted and dashed lines correspond to the
DF and CF rates, respectively. We illustrate béth= P and
P.=KP.
235§+ 1Og{ 1+(K-1)P }
2L(K - 1) 1+ (L+ (K -1)P included here due to space limitations, similar obserwatare
> RLE _ log(L + 1)_ (16) made when the relay power does not scale with the number
UB 2L(K —1) of users, i.e.P. = P.
m In Fig. 3 we plot the upper bound and the achievable

Remark 3:1t is noteworthy that the constant gap to theates versus the number of users for the mRC with full data
capacity is a function only of and K, and is independent of exchange. As expected, the rate per user diminishes as the
the power constraints of the users and the relay. Moredver, humber of users increases in the system. With the number
gap goes to zero as eith&t or L goes to infinity, independent of users increasing, both DF and CF get very close to the
of how the power constraints scale with the number of usetfper bound. The DF scheme achieves the upper bound with
Hence, we conclude that for a large system of many clustersmaller number of users when the relay power does not scale
and/or many users within each cluster, the CF protocol ygth the number of users in the system.
nearly optimal in terms of the symmetric capacity.

IV. SPECIAL CASES B. Multi-way Relay Channel with Pairwise Data Exchange

In the previous subsection we focused on full-data ex-
change, in which case each user wants to learn the messages
In this section, we consider a special mMRC with a singlef a|l other users. This constitutes one extreme in the mRC
cluster L = 1, that is, each user wants to decode all thgodel. Another extreme would be to assume that users are
messages in the system. We term this modelrttRC with pajred, and each user is interested only in the data of its

full data exchange partner, i.e..L > 1 and K = 2. This model is equivalent to
Assume that the relay’s power scales with the number Bfyving multiple two-way relay channels served simultarsiou

users, i.e.P, = K P. In this case we havi;jy = <(E-1F) by a single relay terminal [8]. We term this model theRC

and Rj;% = CEP) \We can see that, with increasing powenith pairwise data exchange

the gap between the two increases and can be arbitrarilg largIn the case of the pairwise data exchange model, another

when P is very high. In Fig. 2, we plot the upper bound anachievability scheme is obtained by structured codes. tn pa

achievable symmetric rates for this setup. Achievablesratel ticular, nested lattice codes are used for the Gaussian TRC

the upper bound converge as the number of users increa$gls.[4], which allows the relay to decode only the modulo

We have a finite gap between the symmetric rate achievablem of the messages rather than decoding the individual

with the CF scheme and the upper bound at all power valuesessages. Then the relay can broadcast the modulo sum to

and especially for a small number of users, the rate of @th users, each of which can decode the other user’s message

dominates the rate of DF for a wide range of power valuesy subtracting its own message. Unfortunately this stmectu

We can also see that the symmetric rate achievable by A&&ding scheme does not scale with an increasing number of

follows that of CF with a constant gap as well. Although natsers within each cluster, that is, by knowing the modulo sum

A. Multi-way Relay Channel with Full Data Exchange
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P =2LP Remark 4:1tis easy to see that lattice coding achieves rates
ST— Upper bound | ' ' ' within 1/2 bit of the symmetric capacity. This constant bit gap
450 DF decays to% in the high SNR limit. ForL > 2, the gap for
---CF L=1.2.7 lattice coding is larger than the gap for CF even in the irdinit

—©— Lattice coding g, SNR limit; however, this does not directly lead to a claim of
2 : higher symmetric rates with CF.

In Fig. 4 we illustrate the upper bound and the achievable
rates for the pairwise data exchange model as functions of
P, while P, = 2L P. Similar observations as in Section IV-A
apply for DF and CF schemes. The lattice coding performs
within a constant bit offset from the symmetric capacity
as well. As seen in the figure, fat = 1, lattice coding
outperforms CF and its gap with the upper bound decays
to zero. However, this is not the case when the number of
clusters increases. Fdr = 4, we see that CF outperforms
lattice coding for all power values. It is also noteworthgtth
DF achieves the highest rate in the low power regime.

. . . . V. CONCLUSION
Fig. 4: Symmetric capacity upper bound and achievable rates , , . )
versus powetP for the pairwise data exchange model. We have considered the multi-way relay channel in which
multiple clusters of users communicate simultaneously ave

le relay terminal (no cross-reception between thesliser
the users in each cluster want to exchange information
among themselves. We have shown that the CF scheme
achieves a symmetric rate within a constant bit offset frben t
acity, while this constant gap decays to zero with irginga

ber of users in the system independent of the scaling
avior of the power constraints. We have also investijate
mmetric rate achievable by nested lattice codes for the ca

Rate

of more than two messages and only one of the messages,:ltlﬁg
users cannot decode the remaining messages.

In pairwise data exchange with > 1 clusters, we will
have the relay first decode the modulo sums of all the mess
pairs, and then broadcast each pair's sum only to the user
that pair by time-division among the pairs. For the muItipIBeh
access phase, the relay employs successive decoding td:edeg

the modulo sums of the pairs. We consider time division f f multiple clusters with two users each. We have shown

the multiple access phase as well; however, this is not am 3t lattice coding outperforms other schemes for a single

the users but among the decoding orders. In each time Smster, but falls short of the CF performance as the number

the decoding order of the pairs at the relay is shifted. Thbsf clusters increases. Our results provide insights intioua

way, each pair experiences each decoding order once. USH%%ign tradeoffs associated with relaying between clsisiér

nested lattices as in [3], when no other transmission Occuﬁgmmunicating nodes.
the modulo sum of two messages can be decoded at the relay
at a rates log (3 + P). Hence, by time division and shifted REFERENCES
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