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ABSTRACT

The three-dimensional Coupled Ocean/Atmosphere Mesoscale Prediction System (COAMPS) has been de-
veloped by the Naval Research Laboratory. COAMPS consists of an atmospheric data assimilation system
comprising data quality control, analysis, initialization, and nonhydrostatic forecast model components, as well
as a hydrostatic ocean model. The models can be integrated simultaneously so that the surface fluxes of heat,
momentum, and moisture are exchanged across the air–water interface every time step. Optionally, either the
atmospheric or ocean model can be used as a stand-alone system.

The atmospheric component of COAMPS was used for operational support for the America3 team in the 1995
America’s Cup races. Results of these forecasts indicated the necessity of data assimilation to reduce model
spinup in the first 6 h of the forecast. Accurate forecasts of the low-level wind in the coastal race area was
accomplished by utilizing triply nested grids to attain the necessary high resolution to resolve the local wind
patterns and the underlying surface terrain field. Two idealized simulations of a tropical cyclone were performed
with COAMPS. In the first simulation, only the atmospheric model was used, assuming a fixed sea surface
temperature (SST). A realistic structure developed with spiral bands of convection present outside the inner
eyewall. These spiral bands occasionally contracted inward resulting in rapid fluctuations in the intensity of the
tropical cyclone. In the second simulation, the ocean model was run simultaneously with the atmospheric model.
The SST cooled over 88C over a small area within the radius of maximum winds, resulting in a much weaker
system. However, there appeared to be little effect on the overall strength of the system, as measured by the
tangential velocities outside the radius of maximum winds.

1. Introduction

Improved understanding of physical processes, dra-
matic improvements in computer technology, increased
observational networks, and the availability of detailed
surface parameters such as terrain height and soil type
have made possible the numerical prediction of some
meso-b-scale atmospheric phenomena. Predictions on
these scales imply that the hydrostatic approximation may
be invalid at times, particularly for convection and small-
er-scale topographic features where the vertical wave-
length is a significant fraction of the horizontal wave-
length and therefore the vertical acceleration term cannot
be ignored. The concept of using the nonhydrostatic form
of the equations as a prediction tool started with the work
of Ogura and Charney (1962) and Ogura and Phillips
(1962). However, it was not until the 1970s that numerical
models based on the nonhydrostatic equations were de-
veloped. Several of these models were used to study
convective processes (Miller and Pearce 1974; Schle-
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singer 1975; Klemp and Wilhelmson 1978; Clark 1979;
Tripoli and Cotton 1982), while others studied mountain
flows (Clark 1977; Durran and Klemp 1983; Schumann
1987; Xue and Thorpe 1991). U.K. Meteorological Office
has developed a nonhydrostatic model for operational use
(Tapp and White 1976; Carpenter 1979), and more re-
cently Dudhia (1993) and Tripoli (1992a) have developed
nonhydrostatic models.

One of the problems in dealing with the nonhydrostatic
equations is that they allow for rapidly propagating sound
waves, thereby limiting the time step of the model. The
anelastic approximation (Ogura and Phillips 1962) elim-
inates the sound waves but necessitates the solution of a
three-dimensional elliptic equation every time step for
pressure or geopotential, which can be computationally
expensive (Miller and Pierce 1974; Clark 1977; Xue and
Thorpe 1991). This can also be true for systems that do
not use the anelastic approximation (Tapp and White
1976). Klemp and Wilhelmson (1978) used the fully com-
pressible equations with a time-splitting method, which
allowed for large time steps to be taken for the slow
modes and shorter time steps for the faster sound modes.
This time-splitting technique, coupled with semi-implicit
differencing in the vertical, made the computational ex-
pense of the integration of the compressible form of the
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nonhydrostatic equations competitive with the anelastic
form. The quasi-compressible approximation (Chorin
1967), which artificially slows down the sound waves,
is an alternative method to allow for larger time steps in
the fully compressible equations (Droegemeier and Wil-
helmson 1987).

Use of nonhydrostatic models such as those described
above are necessary for the prediction of atmospheric
scales of motion at and below meso-b. These phenom-
ena can be created in two ways, either through external
or internal forcing. The externally forced modes can
result from the interaction of the flow with sharp terrain,
irregularly shaped coastlines, and/or sharp gradients in
parameters such as the surface roughness, surface al-
bedo, ground temperature, soil moisture, and sea surface
temperature. Internally forced modes can result from
instabilities characteristic of some flows or through scale
interactions within the flow. The prediction of the ex-
ternally forced modes depends critically on the correct
specification of the lower boundary. Over land, this im-
plies the use of high-resolution fields for parameters
such as the terrain height, surface roughness, albedo,
and soil and vegetation type and the utilization of a soil
model for the prediction of the ground temperature and
wetness. Over water, this implies the use of a detailed
description of the sea surface temperature, and in cases
where there exists strong interactions between the at-
mosphere and ocean, such as the tropical cyclone, an
ocean model should be coupled to the atmospheric mod-
el to incorporate the changes to the ocean temperature
and currents as they occur. The prediction of the inter-
nally forced modes depends critically on the initial
three-dimensional representation of the atmosphere,
possibly at or below the resolution of the feature one
is trying to simulate. This may require observational
networks that have a much higher spatial and temporal
resolution than are routinely used today.

The Naval Research Laboratory (NRL) has developed
a system that is capable of predicting mesoscale at-
mospheric phenomena down to the meso-b scale that
are externally forced through interactions with the lower
boundary. Future versions of this system will address
the prediction of internally forced mesoscale phenom-
ena. This system is referred to as the Coupled Ocean/
Atmosphere Mesoscale Prediction System (COAMPS)
and includes an atmospheric data assimilation system
comprised of data quality control, analysis, initializa-
tion, and nonhydrostatic atmospheric model compo-
nents, as well as a hydrostatic ocean model. The two
models can be used separately or in a fully coupled
mode. The purpose of this paper is to describe the cur-
rent structure of COAMPS and to show results from
experiments to demonstrate the utility of this prediction
system for operational forecasting of forced mesoscale
phenomena and to illustrate COAMPS ability to real-
istically simulate internally forced mesoscale phenom-
ena in idealized experiments. The atmospheric data as-
similation system and the ocean model are described in

section 2. One operational application for the 1995
America’s Cup races and two simulations of an idealized
tropical cyclone are described in section 3. A summary
and conclusions are given in section 4.

2. COAMPS description

The COAMPS atmospheric model is designed to be
used for idealized and real-data simulations. Idealized
initial conditions are typically set up through a user-
supplied subroutine that specifies all initial fields
through analytic functions and/or empirical data. For
real-data simulations, COAMPS uses a complete me-
soscale atmospheric data assimilation system, com-
prised of data quality control, analysis, initialization,
and forecast model components. Currently the
COAMPS ocean model can only perform idealized ex-
periments and contains no provisions for data assimi-
lation. The following sections describe the major com-
ponents that make up COAMPS.

a. Grid configuration

The Arakawa C grid is used by both the atmospheric
and ocean models. For real data, the polar stereographic,
Lambert conformal, Mercator, or spherical grid projec-
tions are allowed. The model grid projection is specified
along with the latitude and longitude of any one point
in the grid, making COAMPS globally relocatable and
applicable for forecasting in the polar, midlatitude, and
equatorial regions. For idealized experiments, a Carte-
sian grid is used. Currently only the COAMPS atmo-
spheric model can utilize nested grids. Any number of
meshes are allowed with a ratio of 3:1 reduction in grid
spacing between the grids. The inner grids can be spec-
ified arbitrarily within the confines of the next coarser
grid, but at present, the grids are not allowed to move
during the forecast. Typically, the grids utilize one-way
interaction, although an option exists for two-way in-
teraction. The atmospheric model utilizes the sigma-z
vertical coordinate (Gal-Chen and Somerville 1975).
The ocean model uses the z-coordinate system and cur-
rently does not incorporate terrain.

b. Initial fields

Several fields describing the surface conditions must
be set. The surface terrain height is obtained from either
the U.S. Navy 209 resolution terrain field or the Defense
Mapping Agency (DMA) Digital Terrain Elevation Data
(DTED) level 1 data (100-m resolution). Either database
can be bilinearly interpolated to the model grid. In ad-
dition to the terrain height, the surface albedo, surface
roughness, ground wetness, and ground temperature
must be specified initially. Monthly climatological glob-
al fields of albedo and surface roughness are bilinearly
interpolated to the COAMPS grid(s). Over water, the
albedo is set to 0.09. If available, the ground wetness

Unauthenticated | Downloaded 08/24/22 07:05 PM UTC



1416 VOLUME 125M O N T H L Y W E A T H E R R E V I E W

and ground temperature from the previous COAMPS
forecast is used. In the event that these fields are not
available, monthly climatological global fields of
ground wetness are bilinearly interpolated to the
COAMPS grid(s) over land points, the ground wetness
is set to 1.0 over water points, and the initial ground
temperature is set to the lowest model temperature over
land points. The sea surface temperature (SST) is set
by bilinearly interpolating the Fleet Numerical Mete-
orology and Oceanography Center (FNMOC) global
SST analysis to the COAMPS grid(s).

The quality control (QC) algorithms for atmospheric
observational data used in COAMPS are described by
Baker (1992). These algorithms are used to screen the
data for their integrity and representativeness. Some of
the tasks that the QC program performs are eliminate
redundant observations, check the observations against
climatological limits, check vertical soundings for hy-
drostatic consistency, check the vertical wind shear in
terms of both the speed and direction, check radiosondes
against the first guess and neighboring observations, and
check the position of ships relative to their position
given in previous reports.

A multivariate optimum interpolation (MVOI) anal-
ysis technique (Lorenc 1986) is used to map the ob-
servations to the model grid(s). The MVOI uses the
volume method to construct separate analyses for each
nested grid, with the volume size on each grid prede-
fined based on the density of observations. The analysis
is performed on 16 pressure levels from 1000 to 10 mb.
The wind observations are obtained from radiosondes,
pibals, AIREPS, ACARS, SSM/I, surface, and cloud
track winds. Heights and thicknesses are obtained from
radiosondes, DMSP, and NOAA satellites. The analysis
can be used to perform either a full or incremental up-
date. In the full update cycle, the analyzed fields are
interpolated from the analysis levels to the model ver-
tical levels. In the incremental update cycle, the analysis
increments to the first guess are interpolated in the ver-
tical to the model vertical levels and added to the most
recent model forecast on the model vertical levels.

Once the initial fields are interpolated to the model
levels, they must be initialized to reduce the generation
of spurious high-frequency oscillations. Currently the
only balance that is imposed is that the vertical pertur-
bation pressure gradient must be in hydrostatic balance
with the buoyancy term in the vertical equation of mo-
tion. This is accomplished through a variational method
similar to that described in Barker (1980) and assures
that no vertically propagating sound waves will be gen-
erated at the start of the forecast.

c. Atmospheric model

The COAMPS atmospheric model is comprised of
the nonhydrostatic, compressible form of the dynamics
(Klemp and Wilhelmson 1978) and parameterizations
for subgrid-scale mixing (Deardorff 1980), surface flux-

es (Louis et al. 1982), explicit moist physics (Rutledge
and Hobbs 1983), cumulus convective processes (Kain
and Fritsch 1990, 1993), and radiation (Harshvardan et
al. 1987). The vertical coordinate s is chosen to allow
for flow over an irregular surface (Gal-Chen and Som-
erville 1975), where

z 2 zsfcs 5 z , (1)top1 2z 2 ztop sfc

where ztop is the depth of the model domain and zsfc is
the terrain height. The complete set of the prognostic
equations is as follows:

]u ]p9 ]p9 ]D ]D3 31 C u 1 G 1 K 1 Gp v x D x1 2 1 2]t ]x ]s ]x ]s

]u ]u ]u
45 2u 2 v 2 ṡ 1 fv 1 D 1 K ¹ u (2)u H]x ]y ]s

]v ]p9 ]p9 ]D ]D3 31 C u 1 G 1 K 1 Gp v y D y1 2 1 2]t ]y ]s ]y ]s

]v ]v ]v
45 2u 2 v 2 ṡ 2 fu 1 D 1 K ¹ v (3)v H]x ]y ]s

]w ]p9 ]D31 C u G 1 K Gp v z D z]t ]s ]s

u9
5 g 1 0.608q9 2 q 2 q 2 q 2 qv c r i s1 ¯ 2u

]w ]w ]w
42 u 2 v 2 ṡ 1 D 1 K ¹ w (4)w H]x ]y ]s

2]p9 c̄ ]p9 ]p9 ]p9
1 (D ) 5 2u 2 v 2 ṡ32¯]t C r̄u ]x ]y ]sp v

2R p̄ c dud v2 = ·V 1 (5)3 2c C u dtv p v

]u ]u ]u ]u Qu5 2u 2 v 2 ṡ 1 1 Du]t ]x ]y ]s r̄

41 K ¹ (u 2 u ) (6)H std

]e ]e ]e ]e
5 2u 2 v 2 ṡ 1 BP 1 SP

]t ]x ]y ]s

41 D 1 K ¹ e 2 e (7)e B

]q ]q ]q ]qv v v v5 2u 2 v 2 ṡ 1 Dqv]t ]x ]y ]s

Sv41 K ¹ (q 2 q*) 1 (8)H v v r

]q ]q ]q ]qc c c c5 2u 2 v 2 ṡ 1 Dqc]t ]x ]y ]s

Sc41 K ¹ q 1 (9)H c r
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]q ]q ]q ]q G ]r r r r z5 2u 2 v 2 ṡ 1 (r̄V q )r r]t ]x ]y ]s r̄ ]s

Sr41 D 1 K ¹ q 1 (10)q H rr r

]q ]q ]q ]qi i i i5 2u 2 v 2 ṡ 1 Dqi]t ]x ]y ]s

Si41 K ¹ q 1 (11)H i r

]q ]q ]q ]q G ]s s s s z5 2u 2 v 2 ṡ 1 (r̄V q )s s]t ]x ]y ]s r̄ ]s

Ss41 D 1 K ¹ q 1 . (12)q H ss r

Equations (2)–(12) are developed using the equation of
state

p 5 rRdTv, (13)

the definition of the virtual temperature

Tv 5 T(1.0 1 0.608qv), (14)

the Exner function

R /Cd pp
p 5 , (15)1 2p00

where

ṡ 5 G u 1 G v 1 G w (16)x y z

]s s 2 z ]ztop sfcG 5 5 (17)x 1 2]x z 2 z ]xtop sfc

]s s 2 z ]ztop sfcG 5 5 (18)y 1 2]y z 2 z ]ytop sfc

]s ztopG 5 5 . (19)z ]z z 2 ztop sfc

In Eqs. (2)–(15), p is the pressure; r the density; Rd

the gas constant for dry air; T the temperature; qv, qc,
qr, qi, and qs the mixing ratios of water vapor, cloud
droplets, raindrops, ice crystals, and snowflakes, re-
spectively; p00 a constant reference pressure; Cp the spe-
cific heat at constant pressure for the atmosphere; u, v,
and w the wind components in the x, y, and z directions,
respectively; f the Coriolis force; g the acceleration due
to gravity; Sv, Sc, Sr, Si, and Ss sources and sinks of qv,
qc, qr, qi, and qs, respectively; Qu sources and sinks of
heat; Vr and Vs the terminal velocities of raindrops and
snowflakes, respectively; ustd the standard atmospheric
temperature; the saturation mixing ratio correspond-q*v
ing to the standard atmospheric temperature; and D3 the
density and potential temperature–weighted three-di-
mensional divergence,

] ] ] ]¯ ¯D 5 1 G (r̄u u) 1 1 G (r̄u v)3 x v y v1 2 1 2]x ]s ]y ]s

¯](r̄u w)v1 G .z ]s (20)

The speed of sound for the mean state, c, is defined as
1/2¯C R p̄up d vc̄ 5 , (21)1 2Cv

where Cv is the specific heat at constant volume for the
atmosphere. In Eqs. (2)–(12) and (21), the variables p
and u have been decomposed as

( ) 5 ( ) 1 ( )9, (22)

where the overbar denotes the initial mean state, which
is a function of z only, and the prime denotes deviations
from this mean. The mean state follows the hydrostatic
relationship

]p̄ g
G 5 2 . (23)z ¯]s C up v

The terms Du, Dv, Dw, and Du represent subgrid-scale
mixing and can be treated following Mellor and Yamada
(1974) or, optionally, by Therry and Lacarrère (1983).
In Eq. (7), BP is the buoyancy production term, SP is
the shear production term, e is the dissipation rate, and
all the other variables are as described previously. The
buoyancy production is defined as

G gK ]uz h vBP 5 2 , (24)
u ]s

and the shear production is defined as

2 2
]u ]v

SP 5 K G 1 G . (25)m z z1 2 1 2[ ]]s ]s

Separate vertical eddy mixing coefficients are used for
momentum, KmV,

KmV 5 SmlVe 21/2, (26)

and for the scalar variables, KhV,

KhV 5 ShlVe21/2, (27)

where lV represents the vertical mixing length (Mellor
and Yamada 1974; Therry and Lacarrère 1983).

The treatment of clouds and precipitation is handled
as follows. For grid spacings greater than some specified
value (currently 10 km is used), COAMPS uses the
Rutledge and Hobbs (1983) explicit treatment of the
moist physics for the nonconvective clouds and precip-
itation and the cumulus parameterization (Kain and
Fritsch 1990, 1993) for the convective clouds and pre-
cipitation. For grid spacings at or below the specified
value, the explicit moist physics parameterization is
used for both the nonconvective and convective clouds
and precipitation. Therefore, at these resolutions,
COAMPS performs as a cloud model.
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Over land, the ground temperature Tg and ground
moisture qvg are computed as

]T 1g 45 (S↓ 1 L↓ 2 s T 2 C F 2 L F )SB g p SH v LH]t Cg

2 K (T 2 T ) (28)g g gc

and

qvg 5 Wgqvs 1 (1 2 Wg)qvb, (29)

where Cg is the heat capacity of the ground, defined as
4 1/2C 5 4.24 3 10 {27.5 [0.387 1 0.15W (1 1 W )]} ,g g g

(30)

and S↓ is the incoming solar radiation; L↓ is the down-
ward longwave radiation; sSB is the Stefan–Boltzmann
constant; Cp is the specific heat at constant pressure; Lv

is the latent heat of vaporization; FSH and FLH are the
surface sensible and latent heat fluxes, respectively; Kg

is the relaxation constant (1.818 3 1025 s21); Tgc is a
climatological deep soil temperature; qvs is the saturation
vapor pressure associated with Tg; qvb is the vapor pres-
sure at the lowest model level; and Wg is the ground
wetness, obtained using the Louis (1979) formulation

]W (P 1 F ) (W 2 W )g LH gc g5 1 , (31)
]t C tw Wg

where P is the precipitation, FLH is the latent heat flux
(positive downward), Cw is the moisture capacity of the
ground (taken to be 0.02 m), Wgc is the deep soil mois-
ture obtained from climatological tables, and is thetWg

restoring timescale (24 h) of the deep soil moisture.
The solution of continuous equations on a discrete

grid inevitably leads to the generation of spurious waves
due to truncation errors, boundary reflections, etc. To
prevent these small sources of energy from growing and
contaminating the forecasts, we have included a back-
ground fourth-order diffusion to all prognostic variables
except for p9. The form of this operator, for any variable
a, is KB¹2(¹2a), which allows us to compute ¹2a first,
use this on the grid rows/columns immediately adjacent
to the boundaries, and then compute ¹2(¹2a) for the
remaining interior points. The diffusion is carried out
on the s surfaces. To prevent erroneous diffusion of the
mean potential temperature and the mean mixing ratio
along the sigma-surfaces, only deviations from the stan-
dard atmospheric potential temperature and from the
saturated mixing ratio corresponding to the standard at-
mospheric temperature are diffused in Eqs. (6) and (8),
respectively. The coefficient is chosen such that the ratio
(KBDxDy)/Dta 5 0.025 for the second-order points and
(KBDx2Dy2)/Dta 5 20.0025 for the fourth-order points.
The terms involving KD represent divergence damping
(Skamarock and Klemp 1992), where KD is the diffusion
coefficient. The KB is a coefficient for fourth-order dif-
fusion used to control high-frequency oscillations gen-
erated by solving the continuous equations on a discrete
grid.

Several options are available for the lateral boundary
conditions. For idealized simulations, either fixed, pe-
riodic, or radiation boundary conditions can be used.
For the radiation conditions, all boundary values are set
to their initial values at inflow points. At outflow points,
the normal velocity, vn, is computed using upstream dif-
ferencing,

]v ]vn n
5 2(v 1 c ) , (32)n *]t ]n

where vn represents the velocity normal to the boundary
and c* is an estimate of the fastest-moving gravity wave
directed out of the domain. The value of c* can be
specified as a constant or computed following the meth-
od described by Miller and Thorpe (1981). All other
variables, other than vn, are linearly extrapolated to the
boundary on outflow. For real data simulations, either
Davies (1976) or Perkey–Kreitzberg (1976) boundary
conditions can be used. The data for either of these are
obtained from the most recent forecast from the Navy
Operational Global Atmospheric Prediction System
(NOGAPS; Hogan and Rosmond 1991). The NOGAPS
fields are horizontally interpolated using a bicubic spline
to the COAMPS coarse grid, then interpolated in the
vertical to the model vertical coordinate. The time in-
terval between fields can be set to any hourly value but
depends on what time interval the NOGAPS fields are
available.

d. Ocean model

The COAMPS ocean model is capable of representing
the deep (barotropic) response in the ocean, as well as
resolving the mixing processes within the mixed layer.
The incompressible, hydrostatic equations similar to
those described by Chang (1985) are used with two
modifications. First, the axisymmetric form of the equa-
tions is extended to three dimensions. Second, the pre-
dictive equation for the density r is replaced with pre-
dictive equations for temperature T and salinity S, and
the equation of state (Gill 1982) is used to diagnose the
density from the temperature, salinity and pressure p.
The equations become

]ū ]u ]u ]u
45 2u 2 v 2 w 1 fv 1 D 1 K ¹ uu B1 2]t ]x ]y ]z

1 ]p̄r
2 (33)

r ]x0

]u9 ]u ]u ]u
45 2u 2 v 2 w 1 fv 1 D 1 K ¹ u 9u B1 2]t ]x ]y ]z

1 ]p9r
2 (34)

r ]x0
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]v̄ ]v ]v ]v
45 2u 2 v 2 w 2 fu 1 D 1 K ¹ vv B1 2]t ]x ]y ]z

1 ]p̄r2 (35)
r ]y0

]v9 ]v ]v ]v
45 2u 2 v 2 w 2 fu 1 D 1 K ¹ v 9v B1 2]t ]x ]y ]z

1 ]p9r2 (36)
r ]y0

]T ]T ]T ]T
45 2u 2 v 2 w 1 D 1 K ¹ T (37)T B]t ]x ]y ]z

]S ]S ]S ]S
45 2u 2 v 2 w 1 D 1 K ¹ S (38)S B]t ]x ]y ]z

]h ](hu ) ](hv ) ]u ]vs s5 2 2 2 H 1 (39)1 2]t ]x ]y ]x ]y

r 5 f (T, S, p), (40)r

where all the variables are defined as above for the
atmospheric model, except that here u, v, and w are
ocean current speeds in the x, y, and z directions; the
subscript s refers to the surface; DT and DS represent
subgrid-scale mixing of the temperature and salinity,
respectively; H is the undisturbed mean height of the
ocean; h is the deviation height from this mean, referred
to as the free surface height; fr symbolically represents
the equation of state; and pr is the reference pressure,
expressed as

pr(z) 5 p(z) 2 gr0(H 2 z), (41)

where r0 is the mean ocean density. The momentum
equations have been decomposed into a vertical mean
(barotropic mode) and the perturbation from this mean
(baroclinic modes), expressed as

( ) 5 ( ) 1 ( )9. (42)

Therefore, the mean and perturbation reference pres-
sures become

r̄gh
p̄ 5 1 gr9z 1 r gh (43)r s2

and

5 pr 2 pr,9pr (44)

respectively, where rs is the surface density.
The complete set of equations for the ocean model

is comprised of (33)–(40), (43), and (44). As in the
atmospheric model, the equations are solved on the stag-
gered, scheme C grid. A similar staggering is used in
the vertical, with w defined at the interface between the
layers and all other variables defined at the middle of
each layer. All derivatives are computed to second-order
accuracy except the horizontal diffusion, which uses

fourth-order accurate approximations to damp only the
shortest wavelengths. High-frequency time oscillations
are controlled using the Robert (1966) time filter.

The subgrid-scale mixing in the COAMPS ocean
model is similar to that used in the FNMOC Thermo-
dynamical Ocean Prediction System (TOPS; Clancy and
Martin 1981; Clancy and Pollack 1983) and is based on
the level-2 turbulence closure of Mellor and Yamada
(1974). The vertical mixing terms are expressed as

]u ]u
D 5 w9u9 5 2lS q 5 2K (45)u m om]z ]z

]v ]v
D 5 w9v9 5 2lS q 5 2K (46)v m om]z ]z

]T ]T
D 5 w9T9 5 2lS q 5 2K (47)T m om]z ]z

]S ]S
D 5 w9S9 5 2lS q 5 2K , (48)S m om]z ]z

where l is the mixing length, Sh and Sm are constants
computed as functions of the Richardson number, Koh

and Kom are the ocean eddy mixing coefficients, and

q 5 (2e)1/2, (49)

where e is the turbulent kinetic energy. The details for
the calculations of Sh and Sm are presented in Mellor
and Yamada (1974). The turbulent kinetic energy is
computed assuming a balance between the shear pro-
duction, the buoyancy production, and the viscous dis-
sipation,

2 2 3]u ]v g ]r q
lqS 1 2 lqS 2 5 0. (50)m h1 2 1 2 1 2[ ]]z ]z r ]z 15l

The mixing length l is expressed as

kz
l 5 , (51)

1 1 (kz/l )0

where k is the von Kármán constant (0.4) and l0 is com-
puted as

0

0.1 zzzq dzE
2H

l 5 , (52)0 0

q dzE
2H

where H is the depth of the ocean.
The l0 from the previous time step is used when solv-

ing (51). Optionally, an iteration could be performed
each time step in the calculations of q and l, but ex-
periments have shown that the solutions are not sensitive
to this. Also, the mixing terms (45)–(48) are computed
as adjustments at the end of each time step in an implicit
formulation so that we are not constrained by the sta-
bility restrictions on Koh and Kom necessary when using
an explicit formulation of these terms. The horizontal
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mixing in the ocean model consists only of a background
fourth-order diffusion, similar to that used in the at-
mospheric model described above.

The lateral boundary conditions in the ocean model
are similar to those used in the atmospheric model.
Fixed-, periodic-, or radiation-type boundary conditions
can be used. When using the radiative boundary con-
ditions, all boundary values are set to their initial values
for inflow points. At outflow points, (32) is used to
predict the normal velocity component, while all other
variables are linearly extrapolated to the boundary. The
value of c* is fixed at 10 m s21.

The upper boundary conditions on the vertical mixing
terms are

r ua 22(u9w9) 5 u (53)*1 2r zVzo

r va 22(v9w9) 5 u (54)*1 2r zVzo

r L u qa v * *2(w9T9) 5 2 u T 1 (55)* *1 2 1 2r Co p

ra2(w9S9) 5 (u q S 2 P), (56)* *1 2ro

where u*, T*, and qv* are the scale values of velocity,
temperature, and water vapor computed following Louis
et al. (1982); ra and ro are the densities at the air–ocean
interface of the atmosphere and ocean, respectively; and
P is the precipitation. At the lower boundary, the normal
gradient of the vertical mixing terms is assumed to van-
ish to prevent unrealistic tendencies from developing
there.

e. Model coupling

COAMPS can be used as a stand-alone atmosphere
or ocean forecast model or in an integrated fashion
where both models exchange information across the air–
ocean boundary. This exchange occurs at each ocean
time step since typically the ocean time step is much
larger than the atmospheric time step. The fluxes of heat,
moisture, and momentum are averaged over all atmo-
spheric time steps during one ocean time step. These
average fluxes are then used as the upper boundary con-
dition in the ocean model. Also, the total precipitation
is summed over all atmospheric time steps during one
ocean time step. This total precipitation is then incor-
porated into the ocean model as a source of freshwater.
The temperature of the upper level of the ocean model
is fixed as the SST during all atmospheric time steps
within any one ocean time step.

3. Model results
Two examples of COAMPS prediction ability are pre-

sented. The first example is the application of the system

to real-time support for the 1995 America’s Cup sailboat
races. In this example, it is demonstrated that COAMPS
is a viable system for predicting mesoscale weather
events that are forced primarily through interactions of
large-scale flow with detailed surface features. In the
second example, idealized simulations of a tropical cy-
clone are shown to illustrate COAMPS ability to predict
mesoscale features found within these systems. Al-
though this type of idealized simulation cannot be ver-
ified with real data, it can be used to show the extent
to which COAMPS can simulate mesoscale features ob-
served in the atmosphere with the hope that given the
proper observations and assimilation techniques, real-
time forecasts of features such as these could be possible
in the future. The tropical cyclone simulations also con-
tain an example of a forecast using both the atmosphere
and ocean models in COAMPS. This simulation estab-
lishes the validity of the coupled system and shows the
potential of coupled forecasts for the future.

a. Operational application of COAMPS to America’s
Cup

The COAMPS atmospheric model was tested in a
real-time operational mode during March and April
1995 in support of the America3 team in the 1995 Amer-
ica’s Cup races. The forecasts were used to determine
the type of near-surface wind conditions that would be
present that day during the race to help the crew de-
termine the most proper sails to use, boat configuration,
and crew assignments. The COAMPS forecast was used
as one forecast aid in the final determination of the local
weather conditions expected during the race.

The logistics for each race day are as follows. The
1200 UTC (0400 PST) observational data and the NO-
GAPS analysis and 12- and 24-h forecast fields from
the previous analysis time at 0000 UTC (1600 PST the
previous day) were transferred via ftp from FNMOC to
the San Diego Supercomputer Center (SDSC). Once this
was complete, the COAMPS forecast was initiated on
the SDSC Cray C90. Upon completion of the forecast,
the appropriate COAMPS forecast information was sent
to the America3 compound for integration into their final
forecast for the day. The transferring of the data, the
execution of the COAMPS forecast, and the dissemi-
nation of the COAMPS forecast to the America3 com-
pound was performed by KTAADN personnel from
Newton, Massachusetts.

A triply nested version of COAMPS was used with
resolutions of 45, 15, and 5 km for the coarse, medium,
and fine grids, respectively, and the Therry and Lacar-
rère (1983) subgrid-scale mixing option was used. The
domain for each of the grids is shown in Fig. 1. The
30 vertical sigma levels were set at 10, 30, 55, 90, 140,
215, 330, 500, 750, 1100, 1600, 2300, 3100, 3900, 4800,
5800, 6800, 7800, 8675, 9425, 10 175, 10 925, 11 675,
12 425, 13 300, 14 300, 16 050, 19 400, 24 400, and
31 050 m. COAMPS produced 12-h forecasts using the
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FIG. 1. Areal coverage of COAMPS domains for coarse-, medium-,
and fine-mesh grids.

FIG. 2. Wind speed observations from the America3 boat (dia-
monds) and COAMPS forecast wind speeds (plus signs) for the point
nearest the America3 boat from 1200 UTC 27 March 1995 to 0000
UTC 28 March 1995. Figure courtesy of Steve King, KTAADN.

0000 UTC NOGAPS 12-h forecasts for first-guess fields
to the analysis, referred to here as a ‘‘cold-start.’’ This
method led to two problems found in many of the fore-
casts. First, the only NOGAPS fields available were on
the standard pressure levels, with the lowest level being
1000 mb. Typically this was at least 100 m above the
surface, particularly over the water. For the initial fields,
COAMPS simply interpolated the 1000-mb winds to all
lower levels, often resulting in 10-m winds over the
ocean that were much stronger than observed. Second,
the use of the NOGAPS fields for the first guess led to
large adjustments during approximately the first 4–6 h
of most forecasts. This was caused by the adjustment
of the coarser, global initial data (18 grid resolution) to
the COAMPS higher-resolution grid, particularly in re-
lation to the COAMPS topography and land–sea bound-
ary. This adjustment is referred to here as the model
spinup. During the first 4–6 h of each forecast, it was
difficult to determine real changes from spurious
changes associated with the model spinup. Results of
one of the forecasts that exhibited both of these prob-
lems is shown in Fig. 2. This figure shows the time
history of the 10-m wind speed near the race area taken
onboard an America3 support boat compared to a
COAMPS gridpoint forecast valid at 10 m over the sur-
face nearest the support boat. The COAMPS initial 10-m
wind speed is over 25 kt, stronger than any reports in
the area at this time (not shown). During the first 4 h
of the forecast (1200–1600 UTC), the forecast wind
speed varied from 5 to 15 kt. At approximately 5 h into
the forecast (1700 UTC), the wind speed was down to
about 2 kt, and from this point on, the COAMPS forecast
wind speed agreed favorably with the observed wind
speed taken from an America3 support boat.

To correct these problems, the setup for the COAMPS
forecasts was changed beginning in mid-April. Starting
at this time, two COAMPS forecasts were made each
race day. The first was a 12-h forecast from 0000 UTC
(1600 PST the previous day) to 1200 UTC (0400 PST)
on the day of the race using NOGAPS analyzed fields
for the initial conditions as was done before, only now
starting 12 h earlier. The 12-h COAMPS forecasts ob-
tained from this run were then used for the first-guess
fields for the subsequent 12-h forecast from 1200 UTC
(0400 PST) to 0000 UTC (1600 PST) on the day of the
race. The utilization of the previous COAMPS forecast
as the first guess in the second run minimized the effect
of the model spinup. As a result, more meaningful fore-
casts with better time continuity were made in spite of
the fact that the COAMPS resolution was cut to 81, 27,
and 9 km for the three meshes during the finals. The
domain sizes were kept as close as possible to those
shown in Fig. 1. The resolution was changed to allow
for time to run the two 12-h forecasts instead of just
one, as was done in March. The forecast for one specific
America3 race utilizing the 12-h data assimilation is
discussed next.

Coastal surface wind observations and the COAMPS
10-m wind forecasts valid at 2100 UTC (1300 PST) 26
April 1995 for portions of the coarse (81 km), medium
(27 km), and fine mesh (9 km) grids are shown in Fig.
3. The observations indicate light (1–7 kt) south and
southwesterly flow along the immediate coast near Los
Angeles and San Diego, with a predominantly north-
westerly flow (.8 kt) over the outer waters and along
the coast to the north. This indicates the presence of a
narrow trough just off the coast of southern California.
In both the coarse and medium meshes, westerly winds
are forecast along the California coast. However, in the
fine mesh, a trough is present just off the coast, resulting
in a south to southwesterly wind correctly forecast in
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FIG. 3. COAMPS 9-h forecast 10-m wind field (light wind barbs)
valid 2100 UTC 26 April 1995 over the same subgrid of the (a)
coarse mesh, (b) medium mesh, and (c) fine mesh. Wind barbs are
shown at each model point in (a) and (b) but are thinned to every
other point in (c). Coastal surface wind observations valid at 2100
UTC 26 April 1995 are in bold. No barb indicates wind speed of 1–
2 m s21, half-barb 3–7 m s21, and full barb 8–12 m s21. Open circle
represents race location; LA indicates location of Los Angeles and
SD indicates location of San Diego.

FIG. 4. As in Fig. 2 except from 1300 UTC 26 April 1995 to 0000
UTC 27 April 1995.

the vicinity of the race area. The speeds as represented
in the fine mesh are forecast to be quite light (2–7 kt)
in the race area, approximately one-half of the speed
that was forecast in the coarser meshes and in agreement
with the observations. A validation of the COAMPS
fine-mesh wind speed forecast against the observed
wind speeds from the America3 support boat is shown
in Fig. 4. This figure illustrates the improvements over
the previous forecasts using a cold start. First, the initial
COAMPS wind speed is about 2–3 kt, consistent with

the light winds that prevailed over this area for several
days preceding this forecast (not shown). Second, the
time history of the wind speed, particularly during the
first few hours, does not show the spurious signal at-
tributed to model spinup in previous forecasts. The ob-
servations indicate wind speeds generally from 4 to 8
kt, while the COAMPS forecast indicates wind speeds
of 5–6 kt. This is an improvement over the coarse and
medium meshes, which forecast wind speeds in the vi-
cinity of 8–12 kt. Presumably, the improved wind fore-
casts in the fine mesh are due to the better definition of
the terrain and coastline in this mesh.

This forecast demonstrates the improvements that can
be obtained through the use of nested grids to attain
high resolution in areas of strong surface forcing. Al-
though the initial fields were provided from a relatively
coarse analysis, the high-resolution model was able to
quickly and accurately adjust the flow due to the com-
plex terrain in the forecast domain. Also, the introduc-
tion of data assimilation, that is, using a COAMPS fore-
cast for the first guess, resulted in 6–12-h forecasts that
displayed considerably more consistency and integrity
than those produced from a cold-start. This is significant
if mesoscale models such as the ones contained in
COAMPS are to be used in analysis, nowcast, and short-
term forecast (0–24 h) systems. The model spinup in
cold-start runs can render the forecasts useless for pre-
dicting trends, particularly during the early stages of the
forecast. The use of data assimilation by the mesoscale
system allows not only the introduction of current ob-
servations into the system but also the carrying of his-
tory of the previous data, as represented by the meso-
scale model, forward in time as well.

b. Idealized tropical cyclone simulations

Two 84-h tropical cyclone simulations using
COAMPS are presented to demonstrate the ability to
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FIG. 5. Skew T–logp diagram with Kingston, Jamaica, sounding for 0000 UTC 11 September
1988.

model the tropical cyclone as well as the accompanying
air–ocean coupling. In the first simulation (SIM1), only
the COAMPS atmospheric model is used and the SST
is fixed in time. In the second simulation (SIM2), the
fully coupled COAMPS system is used. Here the SST
is taken as the temperature of the uppermost level in
the COAMPS ocean model, which changes in time due
to induced ocean circulations, mixing processes, and the
sensible heat flux. The initial data for these simulations
are representative of the conditions observed in the vi-
cinity of Hurricane Gilbert, which moved through the
Caribbean Sea and the Gulf of Mexico during September
1989. This does not mean that SIM1 and SIM2 are
simulations of Gilbert, but rather they represent simu-
lations of systems that could develop given the general
environmental conditions observed at a position close
to Gilbert in both space and time.

The initial atmospheric conditions are the same for
both SIM1 and SIM2. The temperature and moisture
profiles taken at Kingston, Jamaica, valid at 0000 UTC
11 September 1989 (Fig. 5) are used. In addition, the
relative humidity is arbitrarily set to 0.05% from 5500
to 7100 m and to 0.005% above 7100 m. A Rankine
vortex, positioned at the center of the grid, is used to

specify the initial wind field. Inside the radius of max-
imum winds rmax, the tangential velocity vu is computed
as

r
v 5 v , (57)u max1 2rmax

where vmax is the maximum tangential velocity (15 m
s21), r is the distance from the center of the storm, and
rmax is set to 90 km. Outside rmax,

x 2r r
v 5 v 1 2 , (58)u max 21 2 1 2r rmax in

where x 5 0.6 is an empirical constant and rin is the
radius of influence (240 km), beyond which vu is set to
zero. This wind pattern is used from the surface to 10
km. The wind exponentially decreases to zero from 10
to 13 km and is set to zero above 13 km. Since no mean
flow was used and the simulations were performed on
an f plane (17.58N), the tropical cyclone remains fixed
in the center of the grid for the the full length of the
simulations. The initial pressure field is computed using
the balance equation obtained from the horizontal equa-
tions of motion, assuming the time tendency of the di-

Unauthenticated | Downloaded 08/24/22 07:05 PM UTC



1424 VOLUME 125M O N T H L Y W E A T H E R R E V I E W

FIG. 6. (a) Initial ocean temperature (K) profile for SIM2. (b) As
in (a) except for salinity.

FIG. 7. (a) COAMPS forecast central pressure (mb) for SIM1 (solid)
and SIM2 (dashed) from 0 to 84 h. Values are plotted in 6-h incre-
ments. (b) As in (a) except for maximum wind speed.

vergence is zero. The perturbation potential temperature
is computed hydrostatically from the initial pressure
field.

The initial ocean data for SIM1 and SIM2 is obtained
from the Generalized Digital Environmental Model
(GDEM; Teague et al. 1990) for the month of September
at a position near where Gilbert attained maximum in-
tensity (19.88N, 83.98W). The GDEM profiles of tem-
perature and salinity, used to initialize all COAMPS
ocean model points, are shown in Fig. 6. In SIM1, the
GDEM temperature at 2.5 m is used as the SST. In SIM2,
the temperature and salinity values in Fig. 6 are inter-
polated to the model levels. Since the top ocean model
level is 5 m deep, the initial SST in SIM1 and SIM2
are exactly the same.

The grid used in the atmospheric model for SIM1 and
SIM2 is as follows. A Cartesian grid consisting of 61
points in the east–west and north–south directions with
a horizontal grid spacing of 10 km is used. The model
uses 30 vertical levels with a constant vertical spacing
of 600 m. Radiative boundary conditions are used on
the lateral boundaries. The ocean model also uses a 61
3 61 Cartesian grid so that the grid points for the at-
mosphere and ocean are coincident. In SIM2, the ocean
model uses 20 vertical layers, with the spacing set at 5
m for the uppermost layer and each successively lower

layer 1 m more in depth. Therefore, the total depth of
the ocean is 290 m.

The coupling between the atmosphere and ocean in
SIM2 is performed as follows. Since the large time step
of the atmospheric model is 30 s and the large time step
of the ocean model is 1200 s, all exchanges to the ocean
occurred every large ocean time step. This is accom-
plished by integrating the atmospheric model first for
40 time steps (i.e., one large ocean time step) using a
constant SST, with the SST being defined as the tem-
perature of the uppermost model layer. The surface flux-
es of heat, moisture, and momentum are averaged and
the precipitation reaching the earth’s surface is accu-
mulated during these 40 atmospheric time steps. These
average fluxes and total precipitation are then used as
upper boundary conditions for the ocean subgrid-scale
mixing processes. The new SST is then used for the
next 40 atmospheric time steps, and the time-stepping
process is repeated for the length of the forecast.

The COAMPS forecast central pressure and maxi-
mum wind speed for SIM1 and SIM2 are shown in Fig.
7. Two distinct stages of development are present in
SIM1. In the first stage, defined as the first 24 h of the
simulation, the central pressure remains nearly constant
at 1000 mb. During this stage, the model storm develops
a low-level inflow in response to the surface friction
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and a warm, moist PBL due to the sensible and latent
heat fluxes. This leads to an initial spindown of the storm
circulation for approximately the first 12 h until the
induced upward motion initiates convection. This con-
vection forms near the radius of maximum winds, ini-
tially set at 90 km, but rapidly contracts inward. The
maximum wind speed starts increasing at 19 h of the
simulation, during which time the minimum pressure
remains constant. The increase of the maximum wind
prior to the central pressure fall is similar to that reported
by Rosenthal (1978). The increase in wind speed occurs
about 12 h after the first convective towers formed in
the eyewall. However, it is only 2 h after the devel-
opment of ice crystals atop the eyewall convection. This
suggests that the added heat release due to the formation
of the ice clouds may be a significant factor in causing
the deepening of the system as found by Tripoli (1992b).
In the second stage, defined as the last 60-h period from
24 to 84 h of the simulation, the model storm exhibits
rapid deepening, with the central pressure falling from
1000 to 874 mb.

The central pressure in SIM1 rose and then fell dra-
matically between 48 and 60 h, which coincides with
the formation of spiral bands of convection. These bands
acted as a dynamic part of the system, occasionally con-
tracting inward toward the eye with noticeable changes
on the central pressure and maximum wind speed. Wil-
loughby et al. (1982) noted that concentric eyewalls
have been observed in intense, symmetric hurricanes.
Furthermore, they reported that the outermost concentric
ring of convection typically contracts inward, thereby
weakening the innermost ring of convection until the
outer ring replaces the inner ring as the eyewall. During
the period of the contraction of the outer ring, the storms
were observed to weaken in intensity, with rapid inten-
sification following the replacement of the eyewall by
the outer ring. Other observational studies (Fortner
1958; Jordan and Schatzle 1961; Jordan 1966; Holliday
1977; Willoughby et al. 1982) show that the eye of the
storm is somewhat larger after the replacement of the
inner eyewall by the outer eyewall. Shapiro and Wil-
loughby (1982) demonstrated that a heat source, such
as from convection, near a maximum in tangential wind
leads to larger height falls inside the radius of maximum
winds than outside. This leads to a propagation inward
of the tangential wind maximum and the associated heat
source. The contraction of the wind maximum often
leads to a destruction of an inner wind maximum and
an eventual replacement by the outer wind maximum.

One of the most significant occurrences of concentric
eyewall collapse is found in SIM1 during the period
from 48 to 60 h. Model-generated radar reflectivities at
3300 m at 48, 50, 52, 54, 56, and 57 h are given in Fig.
8. At 48 h, a ring of convection is found around the
eye with the newly formed spiral bands over 100 km
from the center of the storm. The maximum reflectivity
in the eyewall is found 20–30 km from the eye. Over
the next 6 h, the spiral bands slowly converge in toward

the eye, forming a nearly closed ring of convection
around the eye at a radius of about 70 km by 54 h. By
this time, the radar reflectivities are larger in the outer
eyewall than in the inner eyewall. At 56 h, it appears
that the outer and inner eyewalls are merging into one.
Individual cloud elements make up a relatively disor-
derly pattern of convection from 20 to 60 km from the
eye. One hour later, at 57 h, the concentric rings have
merged into one eyewall, with the maximum reflectiv-
ities now about 35–40 km from the eye.

The central pressure and maximum wind speeds for
the time period of 48–60 h are shown in Fig. 9 with a
higher temporal resolution than was used in Fig. 7. From
48 to 50.5 h, the period in which the spiral band was
still at least 80 km from the eye, the pressure continued
to fall and the wind speed continued to rise. From 50.5
to 54.25 h, the time period over which the outer eyewall
contracted from 80 to 60 km, the central pressure rose
6.5 mb and the maximum wind decreased 8.5 m s21.
Only after 54.25 h, when the outer and inner eyewalls
began to merge, did the central pressure begin to fall
again with a corresponding increase in the maximum
winds. Rapid intensification occurred during the one
hour time period from 57 to 58 h with the central pres-
sure falling 9.6 mb from 924.3 to 914.7 mb and the
maximum winds increasing from 69.3 to 74.0 m s21.
This intensification was short lived, however, when the
spiral bands started contracting inward toward the eye
again by 60 h. As noted above, the radius of the eye
increased from about 25 to 40 km during the merging
of the two concentric eyewalls.

Three stages of development are noted in SIM2. The
first stage is the same as that described earlier for SIM1.
In the second stage of SIM2, defined as the 36-h period
from 24 to 60 h of the simulation, the model storm
deepens rapidly with the central pressure falling from
1000 to 920 mb, very similar to what occurred in SIM1.
However, during the third stage of SIM2, defined as the
last 24-h period from 60 to 84 h of the simulation, the
model storm achieves a quasi-steady state with the cen-
tral pressure varying from 920 to 940 mb. During the
period from 24 to 60 h, the central pressure in SIM2 is
5–10 mb higher and the maximum wind speed is 2–10
m s21 less than in SIM1. However, by 84 h, SIM2 is
significantly weaker than SIM1, with the SIM2 central
pressure 53.5 mb higher and the maximum wind speed
21 m s21 less than in SIM1.

The growing differences between SIM1 and SIM2
throughout the simulations is due to the change in the
SST in SIM2. The SST in SIM2 at 10-km radius from
the center of the storm is shown in Fig. 10. During the
first 42 h, the SST exhibited cooling of less than 0.58C
due to the relatively light winds present during this time
period. After 42 h, the cooling increased dramatically,
with SST changes of 25.78C by 60 h, and 288C at 84
h. At radii beyond about 50 km, the SST cooling was
less than 0.58C. From these SST changes, it is under-
standable that there are relatively small differences be-
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FIG. 9. (a) Minimum central pressure (mb) forecast for SIM1 from
48 to 60 h. Values plotted every time step (30 s). (b) As in (a) except
for maximum wind speed.

FIG. 10. SST (K) at 10 km from center of tropical cyclone in
SIM2 for 0 to 84 h.

tween the strength of the tropical cyclone in SIM1 and
SIM2 during the first 42 h. However, since the SST
dropped over 58C from 42 to 60 h with no significant
weakening occurring in the strength of the tropical cy-
clone in SIM2 until after 60 h, it appears that there is
a time lag on the order of 12 h between strong surface
cooling near the eyewall and corresponding changes in
the storm intensity. This result is similar to that found
by Chang and Anthes (1979).

The SST changes of 88C reported here are somewhat
larger than the 58–68C reduction actually observed for
Hurricane Gilbert (Shay et al. 1991). This can partially
be explained by the fact that in SIM2, the model storm
remained stationary for all 84 h of the simulation, and
therefore all the mixing and upwelling responsible for
the SST reduction remained concentrated over the same
area. In reality, Gilbert moved westward to west-north-
westward at a speed of about 7 m s21 and the SST
cooling processes were isolated over a given area for a
much shorter period of time. These findings indicate
that SST cooling may have little effect on tropical cy-
clone strength for storms with a movement of as little
as 1–2 m s21. Since the storm is moving, it will con-
tinuously be entering areas of undisturbed SST, unless
of course, the storm loops back over an area recently
disturbed by perhaps another tropical cyclone. Also,
since there appears to be a time lag of perhaps 12 h
between that strong SST cooling and a response to the
hurricane strength, a forward speed of 1–2 m s21 will
enable the eyewall region of the storm to move away

from the cooler SST before it can have a significant
impact on the eyewall.

The differences in the SIM1 and SIM2 tangential ve-
locities at 48 and 84 h can be seen in Fig. 11. At 48 h,
both SIM1 and SIM2 exhibit maximum tangential ve-
locities of 62 m s21 at a radius of 20 km. The tangential
wind profiles are nearly constant with height up to 5
km, with the winds decreasing above this level. By 84
h, the most significant differences are found in the eye-
wall region. Besides SIM2 exhibiting a maximum tan-
gential velocity of 67 m s21 as opposed to 85 m s21 in
SIM1, the radius of the maximum wind in SIM2 is 10
km larger than in SIM1. Also, the gradient of the tan-
gential velocity from the maximum to the eye is sig-
nificantly weaker in SIM2. At radii beyond about 50
km, only small differences exist in the tangential ve-
locity profiles. This indicates that while the intensities
(based on the maximum wind speed) of the SIM1 and
SIM2 storms are different, their strengths (based on
winds outside the radius of maximum winds) appear to
be quite similar. This suggests that modification of the
SST by a tropical cyclone may have little or no effect
on the subsequent short-term (0–36 h) track of the storm
due to any forced changes in structure since the SST
changes will only affect the intensity and not the overall
strength of the storm (Holland 1984; DeMaria 1985).

These tropical cyclone simulations demonstrate two
points. The first is that mesoscale models are capable
of making realistic simulations of mesoscale features
such as convective eyewalls. The second is that it is
possible to construct a coupled ocean–atmosphere sys-
tem for prediction of events where this coupling has a
significant impact on the development of both the at-
mospheric and oceanic structures. This indicates that it
may be possible to predict, on a real-time basis, me-
soscale events that are not necessarily forced by surface
irregularities if we can routinely measure these systems
and assimilate this data into the model initial conditions.
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FIG. 11. East–west vertical cross sections of tangential velocity (m s21) taken from the left boundary to the center of the grid shown in
Fig. 2 for (a) SIM1 at 48 h, (b) SIM2 at 48 h, (c) SIM1 at 84 h, and (d) SIM2 at 84 h.

4. Summary and future plans

The three-dimensional Coupled Ocean/Atmosphere
Mesoscale Prediction System (COAMPS) has been de-
veloped by NRL. COAMPS is composed of a multi-
nested nonhydrostatic atmospheric model and a hydro-
static ocean model. The atmospheric model contains
parameterizations for subgrid-scale mixing, cumulus pa-
rameterization, radiation, and explicit moist physics,
while the ocean model includes a parameterization for
subgrid-scale mixing. The models can be integrated si-
multaneously so that precipitation and the surface fluxes
of heat, moisture, and momentum are exchanged across
the air–ocean interface every time step. Optionally, ei-
ther model can be used as a stand-alone system. The
atmospheric model can be used for operational meso-
scale forecasting using observational data or idealized
experiments.

Two applications of COAMPS have been presented
here. The first application involved the use of the at-

mospheric model for real-time support of the America3

team in the 1995 America’s Cup races. In this appli-
cation, COAMPS, using a resolution of 9 km, provided
12-h forecasts for days on which America3 sailed. It was
found that a 12-h data assimilation cycle was necessary
to reduce the effects of model spinup that resulted from
initializing COAMPS with global fields. This represents
the current state of the art in operational mesoscale mod-
eling: the ability to predict mesoscale features that are
generated from the interaction of synoptic-scale flow
with surface irregularities.

In the second application, two simulations of a trop-
ical cyclone were discussed; one using only the
COAMPS atmospheric model with a fixed SST, while
the second used both the atmospheric and ocean models
of COAMPS in a fully coupled mode. In the uncoupled
simulation, COAMPS successfully developed a realistic
eyewall and was able to simulate the inward propagation
of concentric eyewalls as has been observed in numer-
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ous tropical cyclones. In the coupled simulation, it was
found that the tropical cyclone induced strong SST cool-
ing within the radius of maximum winds, resulting in
a weakening of the tropical cyclone. The time and spa-
tial scales of the SST cooling suggest that the SST
changes would probably have a relatively small effect
on the future short-term (0–36 h) storm strength and
track, providing the tropical cyclone maintains a move-
ment of at least 1 m s21. Increased observations and
advanced assimilation methods are needed to predict
these types of features on a routine basis. This represents
the future challenge for operational mesoscale model-
ing: to assimilate mesoscale observations for the pur-
pose of providing consistent and accurate analyses and
forecasts of mesoscale features that are not necessarily
forced by interaction of synoptic-scale flow with surface
irregularities.

Further improvements to COAMPS are being devel-
oped. For the atmospheric model, these include im-
provements to the surface parameters database to reflect
the latest high-resolution fields, adjoint development for
sensitivity studies and use in an improved data assim-
ilation scheme, digital filter initialization, moisture anal-
ysis, and the ability to use the model for large-eddy
simulations. Improvements to the ocean model include
the introduction of terrain, data assimilation for real data
simulations, and improved lateral boundary conditions.
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