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ABSTRACT

Next generation sequencing (NGS) is about to revolutionize genetic analysis. Currently NGS techniques
are mainly used to sequence individual genomes. Due to the high sequence coverage required, the costs
for population-scale analyses are still too high to allow an extension to nonmodel organisms. Here, we
show that NGS of pools of individuals is often more effective in SNP discovery and provides more accurate
allele frequency estimates, even when taking sequencing errors into account. We modify the population
genetic estimators Tajima’s p and Watterson’s u to obtain unbiased estimates from NGS pooling data.
Given the same sequencing effort, the resulting estimators often show a better performance than those
obtained from individual sequencing. Although our analysis also shows that NGS of pools of individuals
will not be preferable under all circumstances, it provides a cost-effective approach to estimate allele
frequencies on a genome-wide scale.

NEXT generation sequencing (NGS) is about to
revolutionize biology. Through a massive paral-

lelization, NGS provides an enormous number of reads,
which permits sequencing of entire genomes at a
fraction of the costs for Sanger sequencing. Hence, for
the first time it has become feasible to obtain the
complete genomic sequence for a large number of
individuals. For several organisms, including humans,
Drosophila melanogaster, and Arabidopsis thaliana, large
resequencing projects are well on their way. Neverthe-
less, despite the enormous cost reduction, genome
sequencing on a population scale is still out of reach for
the budget of most laboratories. The extraction of as
much statistical information as possible at cost as low as
possible has therefore already attracted considerable
interest. See, for instance, Jiang et al. (2009) for the
modeling of sequencing errors and Erlich et al. (2009)
for the efficient tagging of sequences.

Current genome-wide resequencing projects collect
the sequences individual by individual. To obtain full
coverage of the entire genome and to have high
confidence that all heterozygous sites were discovered,
it is required that genomes are sequenced at a suffi-
ciently high coverage. As many of the reads provide only
redundant information, cost could be reduced by a
more effective sampling strategy.

In this report, we explore the potential of DNA
pooling to provide a more cost-effective approach for

SNP discovery and genome-wide population genetics.
Sequencing a large pool of individuals simultaneously
keeps the number of redundant DNA reads low and
provides thus an economic alternative to the sequenc-
ing of individual genomes. On the other hand, more
care has to be taken to establish an appropriate control
of sequencing errors. Obviously haplotype information
is not available from pooling experiments, but this will
often be outweighed by the increased accuracy in
population genetic inference.
Focusing on biallelic loci, our analysis shows that with

sufficiently large pool sizes, pooling usually outper-
forms the separate sequencing of individuals, both for
estimating allele frequencies and for inference of
population genetic parameters. When sequencing er-
rors are not too common, pooling seems also to be a
good choice for SNP detection experiments. To avoid
the additional challenges encountered with individual
sequencing of diploid individuals, we compare pooling
with individual sequencing of haploid individuals. See
Lynch (2008, 2009) for a discussion of next generation
sequencing of diploid individuals. Our results for the
pooling experiments should be also applicable to a
diploid setting, as we are just merging pools of size 2 to
a larger pool in this case, leading to a pool size of n ¼
2nd for nd diploid individuals. In the methods section,
we derive several mathematical expressions that permit
us to compare pooling with separate sequencing of
individuals. These formulas are then applied in the
results section to illustrate the differences in accu-
racy between the approaches. A reader who is in-
terested only in the actual differences under several
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scenarios might therefore want to move directly to the
results section.

METHODS

Throughout, we consider an individual sequencing
project where k individuals are sequenced each with an
expected coverage l, by which we mean that any given
locus is sequenced l times on average. For a comparable
pooling experiment that involves the same amount of
sequencing effort, the expected coverage will then be
kl; i.e., any particular locus will be read kl times on
average from the pool consisting of n individuals. In
practice, one might for instance sequence each of the k
individuals on a separate Illumina lane with coverage l.
With the same sequencing effort, the pool could be
sequenced on k lanes simultaneously, leading to a total
coverage of kl.

For the convenience of the reader, we summarize our
notation in Table 1.

SNP detection: A SNP is detected at a site if the site is
polymorphic, i.e., if at least two alleles A and a are found
in the sequenced sample. We consider SNP detection
both in the context of pooling experiments and for
individual sequencing. To assess the performance of
these two competing scenarios, we look both at the
power and at the probability of falsely calling a SNP due
to sequencing errors.

Generally speaking, an experimental design that
provides high power while keeping the probability of
incorrectly detecting a SNP small is preferable. When
individuals are sequenced separately, the probability of
sequencing errors being interpreted as true SNPs can
be reduced by a sufficiently high expected coverage if
the genotype of an individual is inferred by the ma-
jority of reads. Note that in the case of diploid in-

dividuals, the distinction between sequencing errors and
true SNPs is significantly more complicated. In pooling
experiments, a simple way to control the probability of
falsely detecting SNPs both in the haploid and in the
diploid case is to require a certain minimum number of
reads for the minor allele to call a SNP. We extend work
by Eberle and Kruglyak (2000) on SNP detection and
derive both the power and error rates for pooling
experiments and for separate sequencing.

Separate sequencing of individuals: Let MA (Ma)
denote the number of times allele A (a) is sequenced.
Given that exactly LA ¼ l of k individuals in the sample
have an allele of type A, the probability of detecting
polymorphism is equal to the probability of reading at
least one of the A and one of the remaining a alleles in
the sample. Assuming that for each individual the
number of reads at a particular locus is Poisson
distributed with parameter l, the probability of not
covering the SNP locus for an individual is exp(–l). This
leads to the probability

qcðl ; k; lÞ :¼

�

1� ½expð�lÞ�l
��

1� ½expð�lÞ�k�l

�

for getting at least one ‘‘A’’ and one ‘‘a’’ read. Note that
for larger values of l, this probability is nearly one,
except for l ¼ 0 or l ¼ k, where qc(l, k, l) ¼ 0. Suppose
now that our population size N is fairly large and that
the relative frequency of allele A is p in the population.
Then, by conditioning on the number l of A alleles in
the sample, the probability of detecting a SNP is
approximately

qðp; k; lÞ ¼
X

k�1

l¼1

qcðl ; k; lÞ
k

l

� �

pl ð1� pÞk�l : ð1Þ

For large values of l, we obtain that

TABLE 1

Description of our notation

Symbol or notation Description

k No. of haploid individuals used for separate sequencing
l Expected no. of times a locus is read for an individual using separate sequencing
n Size of the pool in a pooling experiment
J Random no. of individuals for which reads are actually available at a particular locus

with individual sequencing ( J # k)
M Random no. of reads for a particular locus in a pooling experiment [E(M) ¼ kl]
p Relative frequency of the allele of interest in the population
F(P)(b, g) Poisson cumulative distribution function (FðPÞðb; gÞ ¼

Pb

i¼0ðg
i =i!Þexpð�gÞ)

F(B)(x, M, p) Binomial cumulative distribution function ðFðBÞðx; M ; pÞ ¼
Px

i¼0

h

M
i

i

pið1� pÞM�iÞ

û
ðbÞ*

p Bias-corrected version of Tajima’s p for a pooling experiment when the minor
allele frequency is required to be at least b. For b ¼ 1, û

ðbÞ*

p ¼ ûp*
û
ðbÞ*

W Bias-corrected version of Watterson’s u for a pooling experiment when the minor allele
frequency is required to be at least b $ 1
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qðp; k; lÞ � 1� pk � ð1� pÞk : ð2Þ

We now derive the probability of wrongly detecting a
SNP due to sequencing errors. A natural way to proceed
for individual sequencing is to assume that the most
frequently read base for an individual is the true one.
The probability that this leads to the wrong decision
depends on the number of reads available for the locus
under investigation, as well as the probability e that a
single read for a given base is incorrect and furthermore
on whether the errors are independent. Concerning the
dependence of the reading errors, we consider two
extreme scenarios. The first, more pessimistic, scenario
assumes complete dependence such that sequencing
errors at a given position always lead to the same
incorrect base. The second assumes independent er-
rors such that each sequencing error leads to an
independently chosen wrong base. In this situation,
we assume furthermore that the three possible wrong
bases are chosen with the same probability. We expect
the actual error probabilities somewhere between these
scenarios.

For the dependent case, we obtain by conditioning on
the (Poisson) number of reads for an individual at a
locus

qðdÞe ðk;l; eÞ

¼ 1� 1�
X

r$1

X

i.r=2

r

i

� �

e
ið1�eÞðr�iÞ

2

4

3

5

lr

r !
expð�lÞ

0

@

1

A

k

: ð3Þ

In the independent case, an error is made by choosing
one of the three incorrect bases at random, each with
probability e/3. The probability of falsely detecting a
SNP is

qðiÞe ðk; l; eÞ

¼1� 1�
X

r$1

3
X

i.r=2

r

i

� �

e

3

� �

i
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�ðr�iÞ
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expð�lÞ
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k

: ð4Þ

The resulting error probabilities can be made very
small by ensuring a coverage l that is large enough.
Obviously a more sophisticated rule will be needed
when sequencing diploid individuals.

Pooling experiment: We now assume that a pooled
sample of size n is sequenced with the same expected
total number kl of reads per locus as for separate
sequencing. Let FðPÞðb; gÞ ¼

Pb

i¼0ðg
i=i!Þexpð�gÞ denote

the probability that a Poisson random variable with
parameter g is at most b. Given a frequency LA ¼ l of A
alleles in the pool, we obtain the probability of reading
at least one A and one a allele as

1� FðPÞ 0;
lkl

n

� �� �

1� FðPÞ 0;
ðn � lÞkl

n

� �� �

: ð5Þ

Now this leads to the probability of detecting a SNP,

X

n�1

l¼1

1� FðPÞ 0;
lkl

n

� �� �

1� FðPÞ 0;
ðn � lÞkl

n

� �� �

n

l

� �

3 pl ð1� pÞn�l ;

ð6Þ

which occurs with a proportion p in the population.
As sequencing errors are common in NGS, they are

easily confounded with low-frequency alleles. A common
strategy to reduce the high probability of sequencing
errors is to consider only SNPs that are detected in at least
b reads. Requiring a minimum number b of reads in our
context, the probability of detecting a SNP changes to

X

n�1

l¼1

1� FðPÞ b � 1;
lkl

n

� �� �

1� FðPÞ b � 1;
ðn � lÞkl

n

� �� �

n

l

� �

3 pl ð1� pÞn�l : ð7Þ

As with individual sequencing, we again derive the
probability of wrongly detecting a SNP under two
scenarios for the sequencing errors.
In the dependent scenario, the probability of wrong

SNP detection equals the probability

pðdÞe ðk; l; e; bÞ

¼ ð1� FðPÞðb � 1; lkeÞÞ 1� FðPÞð0; lkð1� eÞÞ
� �

ð8Þ

of making at least b sequencing errors and getting at
least one correct read. If the expected number of reads
lk is fairly large, the term 1 � F(P)(0, lk(1 � e)) is very
close to one and can be omitted without changing the
results much. With independent sequencing errors, an
upper bound for the probability of falsely detecting a
SNP is given by

pðiÞe ðk; l; e; bÞ ¼ 3 1� FðPÞ b � 1;
lke

3

� �� �

: ð9Þ

Allele frequency inference: We consider a locus with
expected relative frequency p in thepopulation. Suppose
first that the individuals are sequenced separately with
an expected coverage of l. Then the probability that
a specific locus is read for J ¼ j of the k individuals is

rj ;k :¼

�

k

j

�

ð1� e�lÞj e�ðk�jÞl:

Given that reads are available for J ¼ j of the k

individuals, the relative frequency of A alleles is Rc :¼
MA/j. The variance of Rc can be obtained as

VarðRcÞ

¼ Var
MA

J

� �

¼ E Var
MA

J
j J

� 	� �

1Var E
MA

J
j J

� 	� �

:

Now given J, MA is binomial B( J, p) distributed and
VarððMA=J Þ j J Þ ¼ pð1� pÞ=J . This leads to
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E Var
MA

J
j J

� 	� �

¼ E

�

1

J

�

pð1� pÞ:

Furthermore E½ðMA=J Þ j J � ¼ p and therefore VarðE
½ðMA=J Þ j J �Þ ¼ 0. Together

VarðRcÞ ¼ pð1� pÞE
1

J

� �

$
pð1� pÞ

k
:

We now turn to the pooling experiment, assuming
again a population proportion, p, of A alleles. With LA

again denoting the number of A alleles in a pooled
sample of size n, we assume MA (Ma) reads of the A (a)
allele from this sample. This leads toM¼MA1Ma reads
for the site under investigation.

The relative frequency of the A allele estimated from
the sample is then given as Rp ¼ MA/M. According to
our modelM is Poisson Pois(kl), and with U ¼ (M, LA),
MA j U is binomial B(M, LA/n). We again decompose
the variance into

VarðRpÞ

¼ Var
MA

M

� �

¼ E Var
MA

M
jU

� 	� �

1Var E
MA

M
jU

� 	� �

:

Now Var½ðMA=M Þ j U � ¼ ð1=M ÞðLA=nÞððn � LAÞ=nÞ
and E½ðMA=M Þ j U � ¼ LA=n. Together, we obtain

VarðR pÞ ¼ E
1

M

� �

n � 1

n
pð1� pÞ1

pð1� pÞ

n
:

To see which experimental setup leads to the smaller
variance, we consider the ratio

VarðR pÞ

VarðRcÞ
¼

Eð1=M Þððn � 1Þ=nÞ1 ð1=nÞ

Eð1=J Þ
: ð10Þ

It is convenient that the ratio does not depend on the
population proportion p of A alleles anymore. For a
large enough expected coverage l we get E(1/J ) � 1/k
and E(1/M) � 1/(kl). Note that the variance for the
pooling experiment increases when individuals contrib-
ute unequal amounts of probe material. According to
our simulations shown in the results section, however,
this variance component can be kept small by choosing
pools of large enough size.

Allele frequency estimators for pooled samples that
also take into account quality scores of the individual
reads are discussed in Holt et al. (2009). The compu-
tation of variances for these estimators would depend
on the specific assumptions of a probability model for
the quality scores.

Estimating population genetic parameters: Two
widely used summary statistics in population genetics
are Tajima’s p and Watterson’s u. We investigate the
influence of the two sequencing strategies on the
accuracy of these summary statistics. According to our

simulations, both summary statistics show a significantly
smaller variance for pooled samples. However, in
particular for small pools, the estimators show some
bias. The reason for the bias is that multiple reads of the
same sequence are entering the normalizing constant as
independently sampled sequences, if the estimators are
computed in a standard way for pooled samples. Se-
quencing errors also lead to bias, and if a minimum
minor allele frequency is required to make sequencing
errors rare, this needs to be taken into account. For
individual sequencing, the effect of omitting singletons
has been studied by Knudsen and Miyamoto (2009) as
well as Achaz (2008). On the basis of the expected
values of Tajima’s p and Watterson’s u, we introduce
modified normalizing constants that make the resulting
estimators unbiased under neutrality. These bias-
corrected estimators are then compared with those
obtained from individual sequencing. (See results.)

Wefirst derive a bias correction forTajima’sp and start
by considering a locus for which M reads are available.
We do not consider sequencing errors for the moment
and focus on the bias that is caused by possibly reading
the same sequence more than once. Let Dij denote the
number of differences between the sequences i and j at
this locus that are selected randomly with replacement
from the pool of n individuals. Now for this locus

Eûp ¼
E
P

i 6¼j Dij
 

M

2

!

¼ EDIJ

¼ E½DIJ j I ¼ J �PðI ¼ J Þ1E½DIJ j I 6¼ J �PðI 6¼ J Þ

¼ 01 uPðI 6¼ J Þ

¼ u
n � 1

n
:

ð11Þ

Therefore ðn=ðn � 1ÞÞûp will be unbiased, if we neglect
sequencing errors. Since this bias correction depends
only on the size n of the pool and not on the coverage by
reads, a bias-corrected version of Tajima’s p for the
entire sequence can be obtained by adding up in-
dividual values of ûp;l for all loci and then multiplying
by ðn=ðn � 1ÞÞ, leading to ûp* ¼ ðn=ðn � 1ÞÞ

P

l ûp;l .
To also correct for sequencing errors, two approaches

seem feasible. If an unbiased estimate for the sequenc-
ing errors is available, such an estimate could be used to
correct ûp*. Analogous to Achaz (2008, Equation 1) for
the standard experimental setup, ûp*� 2ðn=ðn � 1ÞÞm̂err

will be unbiased, if m̂err is an unbiased estimate of the
number of reading errors per sequence. Introducing
m̂err will obviously add to the variance of the resulting
estimator and the overall performance will depend on
the accuracy of m̂err. Another way to take into account
sequencing errors is to require a minimumminor allele
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frequency b for including a segregating site in the
analysis and to ignore sequencing errors subsequently.
The idea is that sequencing errors will be rare if b is
sufficiently large.

Again, we first consider a locus for which the coverage
is equal to M. Let û

ðbÞ

p denote the version of Tajima’s p
where the minor allele frequency is required to be at
least b. Note that û

ðbÞ

p ¼ ûp for b ¼ 1. With Km denoting
the number of sites where the derived allele A has
frequency m, û

ðbÞ

p may be written as

û
ðbÞ
p ¼

�

M

2

��1
X

M�b

m¼b

KmmðM � mÞ

for a locus for which M reads are available (see Section
1.4 in Durrett 2008). Let cn ¼

Pn�1
i¼1 i�1, and let

furthermore XM denote the number of A alleles among
the reads and Yn denote the number of A alleles in the
pool. Then

PðXM ¼ m jYn ¼ rÞ ¼

�

M

m

��

r

n

�

m
�

1�
r

n

�

M�m

and under neutrality P(Yn ¼ r) ¼ r�1/cn. With cnu being
the expected number of segregating sites in the pool,

Eðû
ðbÞ
p Þ ¼

M

2

� ��1

cnu
X

M�b

m¼b

X

n�1

r¼1

mðM � mÞPðXM ¼ m jYn ¼ r Þ

3PðYn ¼ rÞ: ð12Þ

For b ¼ 1, straightforward calculations reproduce (11);
i.e.,

E

�

û
ð1Þ
p

�

¼ u
n � 1

n
:

For b . 1 the sum does not simplify much, but can be
computed and turned into the bias correction factor

M

2

� �

X

M�b

m¼b

X

n�1

r¼1

mðM � mÞPðXM ¼ m jYn ¼ r Þr�1

" #�1

:

However, an accurate approximation for (12) can be
obtained by assuming that n is large compared to M. In
this case

X

n�1

r¼1

PðXM ¼ m jYn ¼ r ÞPðYn ¼ rÞ � c�1
n

1

m

for 1 # m # M – 1 and therefore

E û
ðbÞ
p

� �

� u
M � 2b1 1

M � 1
: ð13Þ

For b . 1, the resulting simple bias correction factor
ðM � 1Þ=ðM � 2b1 1Þ turns out to provide very good
approximations, even if the pool size n is only moder-
ately larger than the number of reads M. Indeed, if
singletons are omitted (b ¼ 2), then the relative error is

only 0.4%whenM¼ 10 and n¼ 20. For n¼ 200 andM¼
50, the error drops to 0.02% for b¼ 2 and 43 10�5% for
b ¼ 3. Summarizing, we propose the following bias-
corrected version of Tajima’s p:

û
ðbÞ
p * ¼

n
n�1 ûp for b ¼ 1;
M�1

M�2b1 1 û
ðbÞ
p for b. 1:

(

ð14Þ

To obtain an overall estimate based on L loci with
possibly unequal coverage Ml (1 # l # L), simply take
the sum over the individually bias-corrected estimates,

û
ðbÞ
p * ¼

X

L

l¼1

û
ðbÞ
p;l*: ð15Þ

Dividing û
ðbÞ

p * by the total length of the considered
sequence, an estimator for the scaled mutation param-
eter per base results.
We now derive a bias correction for Watterson’s

estimator, again first focusing on a locus with coverage
M. We consider a version of Watterson’s estimator that
requires a minimumminor allele frequency b. For b¼ 1
we use all segregating sites, and versions that protect
against sequencing errors can be obtained by choosing
b . 1. Let Sb denote the number of segregating sites
found in theM sequence reads from the pool for which
the minor allele frequency is at least b. Then

û
ðbÞ
W :¼

Sb
P

M�1
i¼1 1=i

ð16Þ

provides protection against sequencing errors, if b is
large enough. Analogous to (12), we obtain that con-
ditional on the number of reads M for the locus,

E
�

û
ðbÞ
W jM Þ¼

cn

cM
u
X

M�b

m¼b

X

n�1

r¼1

PðXM ¼m jYn¼ rÞPðYn¼ r Þ

" #

:

ð17Þ

Let F(B)(x, M, p) denote the probability that a binomial
random variable X satisfies P(X # x) for M trials with
success probability p. In particular, for p ¼ r/n,

FðBÞ

�

x; M ;
r

n

�

¼
X

x

i¼0

�

M

i

�

r

n

� �

i
1�

r

n

� �

M�i
:

Recall furthermore that cM ¼
PM�1

i¼1 i�1. Then a bias-
corrected version of û

ðbÞ

W for b $ 1 is given as

û
ðbÞ*
W ¼

û
ðbÞ
W cM

P

n�1
r¼1 ½FðBÞðM � b; M ; r=nÞ � FðBÞðb � 1; M ; r=nÞ�ð1=r Þ

:

ð18Þ

As with Tajima’s p, û
ðbÞ*

W can be easily adapted to work
with longer sequences. For this purpose, partition the
sequence into L loci such that for each locus a constant
number of reads Ml is available and obtain the bias-
corrected Watterson estimate û

ðbÞ*

W;l separately for each
locus l. Then
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û
ðbÞ*
W ¼

X

L

l¼1

û
ðbÞ*
W;l ð19Þ

provides an estimate of the overall scaled mutation
parameter. Dividing û

ðbÞ*

W by the total length of the
considered sequence, an estimator for the scaled
mutation parameter per base results.

RESULTS

SNP detection: For many biological applications SNP
genotyping provides a cost-effective approach, and SNP
discovery is the first step required. We compared the
efficiency of SNP discovery using an approach in which
each individual is sequenced separately with a pooling

approach. Figure 1 shows that the comparative effi-
ciency of pooling depends both on the expected
coverage and on the minimum number of reads for
allele calling used for error protection. While pooling
experiments provide a higher probability of SNP de-
tection in most cases, it is expected to be less efficient, if
both the coverage is small and a highminimumnumber
of reads is required. This is not entirely unexpected,
since an increased number of reads required for the
inference of the minor allele reduces the probability of
detecting SNPs in a pooling experiment. The higher the
expected coverage, the more inefficient individual
sequencing becomes. As long as not chosen too small,
the size of the pool seems to play a less important role.
Figure 2 addresses the problem of wrongly identifying a
sequencing error as a SNP. Irrespective of the assumed

Figure 1.—Probability of detecting a
SNP with relative minor allele frequency
p in the population when a certain mini-
mum number of reads is required as a de-
tection threshold. The colored lines
indicate the probabilities for sequencing
experiments using a pooled sample [pur-
ple dashed, no error correction; red dot-
ted, minor allele frequency (MAF) at
least 2; blue dashed-dotted, MAF $ 4;
green long dashed, MAF $ 6]. Solid black
line: experiment where k ¼ 10 haploid in-
dividuals are sequenced separately, with ex-
pected coverage: (A) l¼ 5, (B) l¼ 10, and
(C) l ¼ 20 per individual. For pooling ex-
periments, the expected total coverage is
kl. Pool sizes are either 50 (left) or 200
(right).
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model of sequencing errors (see methods for further
details), a high probability of sequencing errors makes
SNP calling from pools highly unreliable. On the other
hand, if sequencing error rates are reduced (e.g., by
quality filtering), a suitable lower bound on the mini-
mum allele frequency for detecting a SNP makes
pooling very reliable for the identification of SNPs.
Interestingly, in some cases, we found pooling to re-
sult in fewer erroneous SNP calls than individual
sequencing.

Allele frequency inference: In population genetics,
the allele frequency spectrum is of central interest. Es-
timating the allele frequency spectrum of a population
is subject to sampling variation. In an individual-based
sequencing strategy, most of the sampling variation
comes from the selection of individuals used for DNA

sequencing. The advantage of the pooling approach is
that this sampling error can be dramatically reduced
by including a large number of individuals in the pool.
On the other hand, a second level of sampling error
arises in the pooling approach from the fact that not all
chromosomes in the pool are sequenced and some
chromosomes may be sequenced more than once. We
start by discussing the situation where individuals con-
tribute equal amounts of probematerial and refer to the
last paragraph of the section for the case when this
assumption is violated.
In methods, we obtained expression (10) for the

ratio of the variances of the estimated relative allele
frequency both for a pooling experiment Rp (pool size
n) and for a classical experiment with individual
sequencing Rc. For a large enough expected coverage

Figure 2.—Log probability of falsely de-
tecting a SNP at a nonsegregating site, in
dependence on the logarithm of the se-
quencing error probability. The colored
lines indicate the probabilities for se-
quencing experiments using a pooled sam-
ple [purple dashed, no error correction;
red dotted, minor allele frequency
(MAF) at least 2; blue dashed-dotted,
MAF $ 4; green long dashed, MAF $ 6].
Solid black line: experiment where k ¼
10 haploid individuals are sequenced sep-
arately and the most frequently read base
at a position is chosen for the sequenced
individual. Expected coverage: (A) l ¼ 5,
(B) l ¼ 10, and (C) l ¼ 20 per individual.
For pooling experiments, the expected to-
tal coverage is kl. Since the pool size is not
relevant in this context, we plot results for
completely dependent (left) and indepen-
dent (right) sequencing errors instead.
See methods for a more detailed descrip-
tion of these scenarios.
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l and with k individuals sequenced, this equation can be
approximated by the following quick rule of thumb:
Pooling will lead to a smaller variance for those
experimental setups that satisfy 1=l1 k=n, 1 or equiv-
alently n/(n – k) , l. Thus a case where pooling
provides a better estimate of the allele frequency is when
the pool contains more than twice the number of
separately sequenced individuals and the coverage l

per separately sequenced individual is at least two. For
larger pools smaller values of l will be sufficient.

So far we compared the individual-based and pooling
strategies only for the same number of sequenced reads.
Alternatively, the superiority of the pooling approach
could be expressed by the reduction of sequencing
costs. Figure 3 compares the pooling approach to
sequencing of individuals when both methods provide
the same accuracy for allele frequency estimates. Sup-
pose that k individuals are sequenced separately, each at
an expected coverage l. Then k* indicates the cost in
single-genome sequencing equivalents that results in
the same accuracy as sequencing k genomes individu-
ally. If, for instance, k ¼ 20 and k* ¼ 10, then pooling
would give the same accuracy with half the sequencing
effort, corresponding to an individual sequencing pro-
ject with 10 instead of 20 individuals. Figure 3 clearly
indicates that larger pool sizes increase the advantage of
sequencing pools. A higher sequence coverage (l) for
sequencing of individuals further improves the cost
effectiveness of pooling.

In genome-wide association studies, the association
between allele frequencies and traits (diseases) is in-
vestigated. A possible approach is to test whether alleles
have different frequencies in two pools that differ with

respect to the trait of interest (see Sham et al. 2002).
Since the ratio of variances (10) does not depend on the
allele frequencies in the subpopulations, the standard
deviation entering the test statistic will differ by the
square root of (10) between a pooling and a classical
experimental setup. If the square root of (10) is 1

2 (say),
the shift of the expected value of the test statistic under
the alternative will be twice as large in a pooling ex-
periment: Overall pooling will be the more powerful
approach, whenever the variance ratio is smaller than
one [see (10)]. It should be noted, however, that the
variance of the pooling experiment will become larger if
individuals contribute unequal amounts of probe ma-
terial. This issue is addressed in the last paragraph of
this section.

Estimating population genetic parameters: We now
compare the estimation of the scaled mutation param-
eter using Watterson’s u and Tajima’s p under our two
experimental setups. For this purpose, we simulated 100
samples each consisting of 500 sequences under neu-

Figure 3.—Sequencing effort k* of a pooling experiment
to get allele frequency estimates with the same accuracy as
in a standard experimental setup where k individuals are se-
quenced separately. (‘‘o’’, pool size n ¼ 50; ‘‘1’’, n ¼ 100;
‘‘x’’, n ¼ 500.)

Figure 4.—Expected value of the estimates obtained from
pooled samples depending on the pool size n: Watterson’s u
and Tajima’s p. True value u¼ 10 (green line). There is a con-
siderable bias, if n is small compared to kl, illustrating the
need to use a bias correction with the estimates. Solid black
line, l ¼ 30; red dashed line, l ¼ 5. (For Tajima’s p, the bias
does not depend on l.)
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trality with mutation parameter u ¼ 10, using the ms
software (Hudson 2002). For separate sequencing, we
took random subsamples of size k¼ 10 from each sample,
thus simulating separate sequencing of 10 individuals

each with an expected number l of reads. With pooling,
we took samples of size n of the 500 simulated sequences.
From this pool, reads were taken independently for each
locus l by making a random number of draws Ml with

Figure 5.—Variance ratio (Varpooled/
Varstandard) of the bias-corrected version
of Watterson’s u and Tajima’s p depending
on the pool size n. We consider pooling
both without [minor allele frequency
(MAF) $ 1] and with a protection (MAF $
2, MAF $ 3) against sequencing errors.
(Only segregating sites with MAF above
the stated threshold are included.) The
horizontal green line denotes the break-
even ratio of 1, where both the pooled
and the classical experiment leads to esti-
mates with equal variances. Pooling always
performs better, as soon as the size of the
pool exceeds the number of separately se-
quenced individuals. Solid black line, l ¼
30; red dashed line, l ¼ 5. Standard setup
is shown with k ¼ 10 individuals sequenced
separately.

Figure 6.—Bias (solid lines) and variance
(dashed lines) of Watterson’s u and Tajima’s p
depending on the extent of heterogeneity in
probe material. Black lines, moderate heteroge-
neity (scale ¼ 2); red lines, high heterogeneity
(scale ¼ 8). In the top row bias and standard de-
viations are plotted for the population genetic es-
timates. The bottom row contains the squared
bias and the variance that add up to the mean
squared error. [Further parameters, l ¼ 30,
k ¼ 10; log-normal parameters, m ¼ 0, s ¼
log(scale).]
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replacement. The quantitiesMlwere chosen according to
a Poisson distribution with expected value kl. Figure 4
illustrates that there can be considerable bias when
Watterson’s u andTajima’s are usednaively. For Tajima’s
p, we therefore used the bias correction (14) for in-
dividual loci and added the estimates across loci using
(15). For Watterson’s u, the bias was corrected using
Equation 18 for each locus.

Neglecting sequencing errors for the moment, it
turns out that the pooling approach with bias correction
leads to more accurate estimates of u and p, provided
that the size of the pool is large enough. For small pools,
multiple reads of the same chromosome become more
common, which affects the accuracy of the estimates
negatively (Figure 4).

We now investigate the pooling approach when
including a protection against sequencing errors by
removing all segregating sites where the minor allele
that has frequency x satisfies x¼ 1 or alternatively x# 2.
Again, the normalizing constants have been adapted to
avoid bias. Let b denote the minimum required minor
allele frequency.

Figure 5 shows the relative advantage of pooling
conditional on different minimumminor allele frequen-
cies. Pooling still leads to a decreased variance under
neutrality as long as the pool size is large enough. Not
unexpectedly, the reduction in variance is now somewhat
smaller forWatterson’s û

ðbÞ*

W . The increase in the variance
of Tajima’s û

ðbÞ*

p is much smaller, since frequency 1minor
alleles receive a low weight in the calculation of p.

Unequal amounts of probe material: One obvious
source of error in the pooling approach is the
heterogeneity in DNA amounts due to measurement
errors. In experiments that rely on PCR amplification,
the heterogeneity can be expected to be particularly
strong.

Individuals for which a larger DNA amount has been
included in the DNA pool will be overrepresented,
which potentially causes a change in allele frequency
estimates. This affects the bias and the variance also for
our considered population genetic summary statistics.

To investigate the sensitivity of population genetic
estimates based on pooling experiments, we simulated a
scenario involving unequal amounts of probe material.
We set the expected amount of probe material to one
and allowed for log-normally distributed multiplicative
deviations from this expected value. More specifically,
the deviation factors were chosen independently for
each individual contributing to the pool according to
exp(Xi), where Xi (1 # i # n) are normal N(0,
log(scale)) random variables. Thus the median amount
of probe material is always equal to 1. If the deviation
factor has a value of exp(Xi) ¼ 1.5, this means that
the respective individual will have a 50% higher chance
of being sequenced than another with a factor of
exp(Xi) ¼ 1. Similarly, a value of 0.8 means a 20%
decreased chance of being read.

As our first scenario (scale ¼ 2), slightly more than
30% of all individuals differed at least twofold from the
median. In other words, for a pool of size n ¼ 100,

Figure 7.—Mean squared error ratio
(MSEpooled/MSEstandard) of Watterson’s u and
Tajima’s p depending on the pool size n and
for l ¼ 30. Solid black line, the same amount
of probe material is available for all individuals;
red dashed line, the amount of probe material
differs from individual to individual according
to log-normal factors. For the top two panels,
both curves are nearly identical. The median fac-
tor is always 1, and with a scale of 2, �32% of all
probes deviate by a factor of more than the value
given by scale. For a scale value of 2 (for in-
stance), 16% of probes involve more than double
the median probe amount, and another 16%
contain less than one-half the median amount.
[Log-normal parameters: m ¼ 0, s ¼ log(scale),
scale 2 {2, 8}.]
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the most abundant individual contributed �16 times
the probe material of the least abundant individual. We
also simulated a more extreme scenario (scale ¼ 8),
where �30% of the individuals differed at least eight-
fold from the median. As further parameters we chose
l ¼ 30, k ¼ 10, n 2 [5, 200].

As the amount of heterogeneity in the sample will
usually be unknown, we applied the same bias correc-
tion as for equal amounts of probe material. We
measured the deviation from the true u by the mean
squared error, as this accounts for bias and variance.

Figure 6 displays the effect of heterogeneity in probe
material on the bias and the variance of Tajima’s p and
Watterson’s u. Although both bias and variance change
noticeably forhigher levels of heterogeneity, these effects
cancel out to a large extent. Thus the overall perfor-
mance measured in terms of the mean squared error,

MSE ¼ Bias2 1Var; ð20Þ

changes only marginally even for a large level of
heterogeneity (scale ¼ 8); see Figure 7. This effect can

be explained by shrinkage that leads to improved
estimates of the mutation parameter u by permitting
for some bias (Futschik and Gach 2008).
Heterogeneity in probe material also affects the

accuracy of the estimated allele frequencies, as the
variance of the estimator based on a pooled sample
becomes larger. However, this effect can be kept small,
by choosing a pool of a large enough size. This is
illustrated in Figure 8, where it can be seen that pooling
leads for large enough pool sizes eventually to smaller
variances even for a high level of heterogeneity in probe
material (scale ¼ 8).

DISCUSSION

Over the past decades we have been witnessing a
continuous turnover of molecular markers used in
genetic research. To a large extent this turnover has
been driven by the advances in molecular biology and
technology. With the arrival of the second-generation
sequencing technologies, this race is about to come to
an end—rather than relying on a more or less repre-
sentative fraction of the genome, it has come into reach
to have full genomic sequences available for multiple
individuals.
With further technological advances, it is anticipated

that it will become possible to sequence individual
genomes at a cost that allows even small laboratories
to perform population analyses on a genome scale.
Currently, this is not possible as the costs are still too
high. In this study, we showed that sequencing pools of
individuals provides an excellent alternative that per-
mits genome-wide polymorphism surveys at very mod-
erate costs.
This is the first report systematically exploring the

parameter range for which DNA pooling provides an
advantage compared to individual genome sequencing.
Our result that NGS of DNA pools often provides a

reliable and cost-effective means for genome-wide allele
frequency estimates is supported by some recent studies
using NGS to analyze DNA pools of selected genomic
regions. VanTassell et al. (2008) sequenced a complexity-
reduced DNA pool using the Illumina Genome Ana-
lyzer. For a subset of the identified SNPs, they compared
the allele frequency estimates from the Illumina se-
quencing to those obtained by genotyping the same
individuals. Despite that SNP frequency estimates were
undoubtedly affected by a substantial assignment error
(Palmieri and Schlötterer 2009) due to the short
reads and the complexity-reducing procedure, Van
Tassell et al. (2008) observed a correlation of 0.67
between the two methods. Hence, there is very little
doubt that NGS is an effective tool to provide accurate
genome-wide allele frequency estimates from DNA
pools.
We anticipate that the analysis of DNA pools will

provide a wide range of applications. In population

Figure 8.—Variance ratios (Varpooled/Varstandard) when es-
timating allele frequencies in the case where the amount of
probe material also differs from individual to individual ac-
cording to log-normal factors. The median factor is always
1, and with a scale of s, �32% of all probes deviate by a factor
of more than s. For the scale value s ¼ 2 (for instance) 16% of
probes involve more than double the median probe amount,
and another 16% contain less than one-half the median
amount. Ratios ,1 indicate that pooling leads to estimates
with a smaller variance. Individual sequencing is carried
out for 10 individuals with an expected coverage of l ¼ 10.
Scales: s ¼ 2 (red dashed line), s ¼ 4 (green dotted line), s
¼ 8 (blue dashed-dotted line). [Log-normal parameters: m
¼ 0, s ¼ log(scale), scale 2 {2, 4, 8}.]
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genetics, it will be possible to compare patterns of
differentiation on a genomic scale. Thus, patterns of
local adaptation and heterogeneity in gene flow among
different genomic regions can be identified. Also, for
association mapping DNA pools are very powerful
(Sham et al. 2002). In contrast to SNP arrays, however,
resequencing of DNA pools will always include the
causative SNP and thus provide a higher statistical
power. Our study provides the basis for an adequate
experimental design of future pooling experiments.
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