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Abstract— In this work, we present a new software environ-
ment for the comparative evaluation of algorithms for grasping
and dexterous manipulation. The key aspect in its development
is to provide a tool that allows the reproduction of well-defined
experiments in real-life scenarios in every laboratory and,
hence, benchmarks that pave the way for objective comparison
and competition in the field of grasping. In order to achieve this,
experiments are performed on a sound open-source software
platform with an extendable structure in order to be able to
include a wider range of benchmarks defined by robotics re-
searchers. The environment is integrated into the OpenGRASP
toolkit that is built upon the OpenRAVE project and includes
grasp-specific extensions and a tool for the creation/integration
of new robot models. Currently, benchmarks for grasp and
motion planningare included as case studies, as well as a library
of domestic everyday objects models, and a real-life scenario
that features a humanoid robot acting in a kitchen.

I. INTRODUCTION

Benchmarking as a means of objective comparison and

competition amongst researchers is and has always been of

great interest in science—not only in robotics research—and

it is common practice in the industry, to compare graphics

accelerators for instance. It is crucial for research to design

well-defined experiments that are reproducible by others

research groups [1]. This necessity for similar mechanisms in

robotics manifests in projects such as the European research

project BRICS (Best Practice in Robotics) [2]. Together with

the vast number of different techniques to tackle prominent

problems in robotics arose the demand for efficient mea-

surement and comparative analysis. A small number of fa-

mous competitions is known for complete integrated robotic

systems such as the DARPA Grand Challenges [3], the

RoboCup soccer competition [4], or RoboCup@Home [5],

a competitive scenario for service robots. Unfortunately,

participation in such big events is usually limited to a few

selected groups, often simply caused by limited resources

and the lack of necessary hardware.

Benchmarks that focus purely on the algorithmic parts of

a system can be found for various sub-fields of robotic

research. In mobile robots, several benchmark suites have

been presented that address various of methodological as-

pects (e.g., trajectory tracking, and static and dynamic path

planning) [6], navigation [7] a benchmark toolkit for the

comparison of mobile robot modeling and determination of
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model parameters [8]. The topic “benchmarking” is also

discussed in swarm robotics [9], planning [10], human/robot

interaction [11] and domestic robotics [12]. The idea to

provide reproducibility for groups with limited resources or

different hardware has also been presented work the work on

“Rat’s Life” [13] though in the context of cognitive robots.

However, in the field of robot grasping, that has gained

a great significance with the upcoming of many sophisti-

cated anthropomorphic robot systems (e.g., [14], [15]) and

dexterous hands such as [16], [17], [18], there is still little

competitive effort to be seen. This research is closely related

to the target objects and the operating environment, which

frequently is desired to be human-centered. Among the few

attempts are a benchmark that focuses on classification of

daily life activities and provides a related categorization of

objects [19] and web-based data bases which provide object

models for grasping along with sets of stable grasps, namely

the Columbia Grasp Database [20], the KIT ObjectModels

Web Database [21], [22] and the selection of every day

objects described in [23]. Metrics are also an important

topic and crucial to benchmarking. Such a metric has been

presented for scoring the quality and stability of grasps [24].

However, the necessity of the creation of standardized

grasp benchmarks becomes increasingly recognized and is

discussed among the community of robotics researchers [25],

[26], [5], [27]. Probably the biggest obstacle preventing

benchmarks is the still missing infrastructure necessary for

the development of uniform test cases that could lead to

comparative results. That is, only a small number of selected

research institutions in the world have access to comparable

hardware. A possible way to tackle this problem is to provide

ground truth data as presented for the Nao robot [28]. On

the other hand, techniques are developed for various different

robotic frame works making it hard to let them run in a single

environment. This heterogeneity is described in [29] and,

since then, new competitors such as the prominent the Robot

Operating System [30] have became available and gained a

lot of popularity.

At least for the first problem, a possible solution is to leave

the real hardware for benchmarking and rely completely on

simulation instead, as suggested by Michel et al. By offering

a simulation of the robot cup soccer competition and the

Nao robot [31]. That way, the evaluation of individual com-

ponents becomes be independent of the available hardware.

Today, there exists a great number of robotics suits, several

of them containing highly-developed simulators [32], [33],



[30], [34], and a small number among them is designated to

grasping [35], [36], [37], [38].

The biggest remaining problem is that grasping and grasp

related manipulation is investigated within very heteroge-

neous environments, that is, on different robots using differ-

ent middleware and programming languages. Therefore, an

interface for the creation of well-defined experiments that can

be performed under equal and stable conditions is presented

in this paper. The vision driving this work is to encourage

scientists world-wide working on the field of robotic grasping

and grasp-related manipulation to participate in the process

of creating a benchmark suite and feeding the results into

a database. This database helps to evaluate many of the

algorithmic components developed in their research field,

to compete with them, and certainly will also facilitate the

choice of the right components when designing new systems.

This interface is designed to be extendable and open comes

as a part of the open-source OpenGRASP toolkit [37] that

builds on top of the OpenRAVE simulator [35]. It consists

of four parts:

1) a Python-based interface that glues the simulator to

evaluated algorithmic component,

2) a web service collecting and providing results of var-

ious benchmarks run by various groups,

3) a set of unified kitchen centered real-life objects

4) and a simulated environment that features a humanoid

robot acting in a kitchen.

This architecture will be presented in the remainder of the

document. The next section will present the components

of the OpenGRASP toolkit including the new benchmark

architecture and the GRASP model data-base. Afterwards,

the organization of the benchmark architecture will be ex-

plained in detail and then, in section IV, two exemplary

implementations (one for grasp and one for motion planning)

and their results will be presented.

II. THE OPENGRASP TOOLKIT

In robotics, simulation of robotic systems is an essential

component in design and planning, and many industrial robot

manufactures provide simulators for their robots. The Open-

GRASP toolkit [37] is a new simulation environment that is

dedicated to grasping. It allows the development and testing

of new grasp-related algorithms as well as the modeling of

new robots. The simulations are carried out within an im-

proved version of the OpenRAVE simulator [35], which has

been enhanced with extended sensor models, interchangeable

physics engines and a tool for the creation of new robot mod-

els. With OpenGRASP, many of the building blocks required

for the benchmarking environment are already available. The

following sections highlight some of the most important

features.

A. OpenGRASP Robot Editor

Based on the open source 3D modeling tool

Blender.org [39], the OpenGRASP Robot Editor is

not directly integrated into the simulator itself (see Fig. 1).

It allows the convenient creation of new robot models and

Fig. 1. A screenshot of the OpenGRASP Robot Editor.

the conversion from other file formats, and offers a scientific

user interface that gives easy access to the many features of

the underlying comprehensive modeling software. The key

aspects of this software are:

• geometric modeling: The creation of new robots models

requires a tool that excels in modeling of the geometric

components (i.e., meshes),

• semantic modeling: The ability to allow the description

of semantic properties, such as definitions of kinematic

chains, sensors and actuators, or even specify algo-

rithms,

• dynamics modeling: Definition of physical attributes of

the robot’s elements. At the moment, the focus lies on

the dynamics of rigid bodies,

• conversion: Robot models usually come in a variety

of different file formats and have to be converted first

before they can be loaded into the editor.

For the storage of the models, an open, extensible and

already widely accepted file format, which supports the

definition of at least kinematics and dynamics, has been

chosen. This is necessary in order to enable the exchange

of robot models between supporting applications, leading to

greater flexibility in the selection of appropriate tools. Due to

its acceptance as an industry standard, the wide distribution,

the now native support for kinematics, and a clear and

extensible design, COLLADA in version 1.5 [40] has been

selected as the preferred file format in OpenGRASP. At the

time of writing, the OpenGRASP Robot Editor produces

valid COLLADA documents and experimental support for

the import has been added recently. Special annotations to

the file that are processed by the OpenRAVE simulator have

are also supported.

Having employed this editor, a great number of robot

and hand models have already been created so far. Among

them are the humanoid ARMAR-III [14], the PA-10 robot,

the shadow hand, the Schunk SAH and SDH hands, just

to name a few. All of these models can be applied within

the simulation and are available for selection within the

configuration of the benchmarks.



B. Physics Simulation

The Physics Abstraction Layer (PAL) [41] is a software

package created by Adrian Boing that renders the most

common physics engines interchangeable. It is an abstraction

layer that provides an interface to a number of different

physics engines which allows to dynamically switch between

them. This functionality adds even more flexibility to the

OpenGRASP simulator, offering the possibility to choose

the engine with the best performance [42], depending on

the specific environment and task. Using this interface, it

becomes also possible benchmark the different engines.

The OpenRAVE Physics Engine interface allows the sim-

ulator to apply different engines and different collision

checkers. OpenGRASP replaces the basic physics engine in

OpenRAVE, which is limited to offer an ODE1 interface, by a

new plugin that encapsulates PAL. It is capable of initializing

PAL with a specific engine and, thus, eliminates the need to

create different plugins.

C. Tactile Sensors

A new tactile sensor plugin provides simulation models

of the Weiss Robotics DSA 9330 and DSA 9335 tactile

matrix sensor modules [43]. The model simulates the map-

ping of contact locations to the sensor matrix cells of the

sensing surface. Further, it allows specification of a linear

characteristic between contact force and compression ratio of

the deformable sensing surface to emulate pressure readings

similar to the real sensor.

D. KIT ObjectModels Web Database

(a) (b) (c) (d) (e)

(f) (g) (h) (i)

Fig. 2. Different views of every-day objects available in the KIT Ob-

jectModels Web Database: a) Spray bottle, b) detergent bottle with handle,
c) white cup with handle, d) green cup with handle, e) measure cup, f)
chocolate box, g) rectangular salt box, h) cylindric salt box, and i) bread
box.

The OpenGRASP benchmark features every-day objects

that can be found in a human-centered scenario (i.e., a

kitchen) [44]. Among them are objects of different shapes

and sizes, colors and textures, and different topology and

difficulty to grasp (see Fig. 2). All database entries are

available as multiple-view stereo images, mesh data and point

clouds. These objects can be selected from the benchmark

1Open Dynamics Engine

GUI, are then automatically downloaded from the database,

and integrated into the benchmark.

E. The Kitchen Scenario

Fig. 3. Screenshot of the kitchen scenario from the Simulator.

A scenario is required for the grasp benchmarks which

reflects a real-life situation which involves a real robot. For

this reason, OpenGRASP proposes (and provides) a kitchen

environment complete with furniture, realistic objects (see

Sec. II-D) and a model of a real humanoid robot [14] with

an anthropomorphic full-finger hand (see Fig. 3 for an actual

screenshot of the scene). It is suggested that benchmarks use

this standardized environment, optionally replacing the robot

by their own hardware. However, it will also be possible for

the community to define completely new scenarios reflecting

different situations and places for new benchmarks.

III. THE OPENGRASP BENCHMARK

The OpenGRASP Benchmark consists of four compo-

nents:

1) real-life scenarios (for instance, the presented kitchen

environment together with the graspable objects and

the humanoid robot, see Sec. II-E),

2) a web-service that provides test cases, scenarios, robot

models, as well as records the results, if requested. A

“high-score” that displays the results of all participants

of a benchmark is available on the web server,

3) a control software that communicates with the web-

service and controls and monitors the simulation,

4) a software interface that serves as a connec-

tion/compatibility layer between the participant’s ob-

served algorithm, the benchmark, and the simulator.

That way, the architecture fulfills an adaption of the model-

view-controller design pattern, see Fig. 4.

A. The Controller Software

The preferred way of extending and controlling the Open-

GRASP simulation is through the access of OpenRAVE’s

Python interface. The controller software is consequently

completely written in Python and starts OpenRAVE trans-

parently in the background. On startup, it connects to the

web service provided with the OpenGRASP Benchmark

and fetches information about all available registered test



Model
Web Data Base

View

Web service / „High Score“

GUI

<<Interface>>
Benchmark GUI

Grasp 
Planning

Motion 
Planning

Controller

OpenRave Control Server

RRT 
Planner

Grasp 
Planning 

Motion
Planning

Medial Axis
Planner

<<Interface>>
Use-Cases

<<Interface>>
Control Interface

Communication
over pipes

Fig. 4. The benchmarking frame work is structured according to the model-

view-controller design pattern. The model consists of the web database and
the local data storage. The GUI, the web “high-score”, and the OpenRAVE
interface form the view. Within the benchmark control software hierarchy,
interfaces for test cases in each category of benchmarks are provided.
For a new benchmark categories, a new “Benchmark GUI” and “Control
Interface” has to be implemented. Special test cases (the more common
case, e.g., the medial axis grasp planner) are derived from the “Use-Cases”
interfaces classes.

Fig. 5. A screenshot of the graphical user interface provided by the
controller software of the benchmarking suite.

environments, benchmarks, models and user high-scores. A

graphical user interface is created by the controller, which

allows to select, setup and launch the benchmark (see Fig. 5).

All benchmarks are organized in categories according to

their domains. For instance, there are categories for grasp

manipulations, such as motion planning (see Sec. IV-B) and

grasp planning itself (see Sec. IV-A). Each of them can be

configured to use one of the standardized and predefined

benchmark environments, a robot manipulator, and a set of

graspable objects. After a successful test run, the results

can be chosen to be uploaded to the web-service for future

reference or simply be displayed for personal information.

B. The Software Interface

There are several ways to evaluate an algorithm/technique

in the OpenGRASP Benchmark. The most direct way is to

provide it in form of an OpenRAVE plugin—either written

as a C++ plugin or a compatible python script. It is planned

to provide the same functionality for scripts written in

MATLAB R© or Octave. In case that the evaluand is none

of the above, a glue layer is required. OpenRAVE’s API

is well documented, so a C-library, for instance, can be

included easily within a plugin that acts as an adapter.

Other interfaces, such as algorithms written for the Robot

Operating System (ROS) [30] are supposed to be connected

more easily. An example is described where an independent

software is controlled through a network connection. Another

example is presented in Sec. IV-B, where a C++ library is

encapsulated in an python interface, so that it can be adressed

directly by the bechmarking framework.

Currently, there exist two benchmark categories yet: one

for motion planning and one for grasp planning. The bench-

marks in this categories will be described in more details in

Sections IV-A and IV-B. Given that the OpenGRASP bench-

mark is intended as a community effort, more benchmark

categories and test cases are expected to follow. For every

new test case, the author has to write an specific controller

that inherits (in the sense of OOP) test routines and properties

from the interface provided by the top-level controller in the

same benchmark category. That is, authors integrating new

algorithms do not have to implement the evaluation routines.

This guarantees that all tests are evaluated in a similar

manner, thus conserving objectiveness. New interfaces are

automatically detected by the controller software and are can

then distributed via the web service.

IV. BENCHMARKS

The OpenGRASP Benchmark is an development stage,

and currently features two main test cases. However, due

to its open design and extensible design, the list will be

easily enlarged by new benchmarks that are requested by

the community.

A. Grasp Planners

The grasp planner benchmark allows planning algorithms

to compete against each other. Grasp planning aims at finding

poses of the hand relative to the object and vectors of hand

joint angles that, together, represent force closure grasps.

That is, grasps where the object cannot move inside the hand

if external forces and torques are applied. In this benchmark,

grasp planning for objects of known shape is presented. The

grasp planner presented by Berenson et al. [24] is integrated

in OpenRAVE and serves as the reference in the presented

example. Its competitor is the grasp planner based on the

“medial axis” presented by Przybylski et al. [45], [46].

The two planners use different approaches to generate

candidate grasps which are then tested for force closure.

The grasp planning method by Berenson [24] uses surface

normals of the object as approach directions for the hand

toward the object, and a user-defined number of roll angles



of the hand around the approach direction are tested. On the

other hand, the grasp planner presented in [45], [46] gener-

ates candidate grasps by analyzing symmetry information of

the objects contained in their medial axes.

Both planners test candidate grasps by placing the hand at

an initial pose where it collides with the object. Then they

retract it along the approach direction until it is no longer

in collision with the object. Now the fingers of the hand

close around the object. Finally, the contact points between

the object and the robot hand are determined, and the force

closure score is computed.

In the benchmark, a number of candidate grasps is gen-

erated with both methods for the set of objects described in

Sec. II-D and two different robot hands: The Barrett hand

and the ARMAR-III hand; the complete kitchen scenario

is not necessary for this benchmark. The generation of

candidate grasps was restricted to grasps where the palm is in

direct contact with the object. Results are presented in Tab. I

and II. The numbers of generated candidate grasps per object

and the percentage of force closure grasps is displayed. The

benchmark contains the element which is responsible of the

actual evaluation of the results created by the two grasp

planners, in terms of the force closure grasp. That way, it

is ensured that the same evaluation criterion is applied to

both planners.

TABLE I

ARMAR-III HAND: CANDIDATE GRASPS TESTED AND PERCENTAGE OF

FORCE-CLOSURE (FC) GRASPS FOUND

MA-based planner Surface normals planner
Objects Candidates FC Candidates FC

Bread box 296 99.0% 842 16.5%

Prismatic box 516 99.8% 520 43.8%

Salt box 408 85.8% 408 41.2%

Salt can 1072 80.0% 616 48.4%

Detergent 1022 87.6% 928 38.5%

Spray 590 77.5% 762 29.5%

White cup 732 81.1% 456 48.2%

Green cup 514 51.8% 496 52.0%

TABLE II

BARRETT HAND: CANDIDATE GRASPS TESTED AND PERCENTAGE OF

FORCE-CLOSURE (FC) GRASPS FOUND

MA-based planner Surface normals planner
Objects Candidates FC Candidates FC

Bread box 296 66.9% 842 11.8%

Prismatic box 516 20.2% 520 19.2%

Salt box 408 94.4% 408 47.3%

Salt can 1072 91.4% 616 44.2%

Detergent 1022 49.5% 928 25.8%

Spray 590 44.1% 762 13.9%

White cup 732 63.8% 456 37.5%

Green cup 514 34.8% 496 36.1%

B. Motion Planning

This benchmark offers a standarized interface for compar-

ing motion planning algorithms in the context of grasping

and manipulation. Here, the focus lies on sampling-based

approaches (e.g., RRT [47] or PRM [48]) but an extension

to other algorithms, such as potential field or grid-based ap-

proaches, is possible. The design of the benchmark allows to

include any motion planning library, as long as python calls

can be processed. Since most libraries are based on C++,

python wrappers (e.g., boost.python [49]) can be used to

enable C++ calls from within the benchmarking framework.

In the following, this is demonstrated by extending the C++

library Simox [38] so that it can be accessed by python code.

To guarantee, that the same data is used for all evaluations,

the kinematic definitions as well as the 3D models of the

robot, the environment, and the objects are extracted from

the openRAVE framework and passed to a Simox import

filter.

The results of the benchmarking scene are verified with the

underlying OpenRAVE framework, whereas the following

metrics are used for evaluation:

1) Setup: The time needed to setup the planner, including

all neccessary steps for loading and data preperation.

Usually this step could be performed on robot startup

and thus it is not considered as part of the motion

planning process.

2) Planning: The time needed to perform the motion

planning.

3) Post-Processing: This measure represents the duration

of potential post-processing steps (e.g., path smooth-

ing).

4) Correctness: When using sampling-based planners,

usually discrete collision detection (DCD) is applied

for validating path segments. The required parameter,

defining the step size between two samples, directly

affects the planning time as well as the correctness

of the results. Even with small step sizes there still

remains a probability that a collision was missd by the

DCD methods. Hence, the correctness of the resulting

motion is evaluated by applying DCD methods with a

tiny step size parameter. In future releases, continuous

collision detection (CCD) methods will be integrated

in order to guarantee the correctness of the results [50].

5) Length: The length of the resulting path in configura-

tion space. In case grasping or manipulation motions

are benchmarked, the length of the end-effector’s mo-

tion in workspace is additionally measured.

6) Clearance: The average distance of the robot to obsta-

cles during path execution.

In order to offer well-defined scenes for differing grasping

and manipulation tasks, several setups are initially provided

by the framework which can be extended in further releases.

All scenes are related to the humanoid robot ARMAR-III

operating in a kitchen environment as described earlier in

Sec. II-E:

1) Standard motion planning: In this scene, the start

and goal configuration of the robot are predefined, so

that standard motion planning algorithms (e.g. RRT or

PRM) can be evaluated. The joints used for planning



cover the hip yaw joint and all seven DoF of the

right arm of ARMAR-III. The setup together with

exemplary solution paths can be seen in Fig. 6(a).

2) IK-based motion planning: The goal is not defined

as a single point in configuration space, but as a

grasping pose in workspace related to an object. Hence,

two tasks have to be considered: solving the inverse

kinematics (IK) problem and finding a collision-free

motion towards the IK-solution. The position of the

object is randomly sampled in front of the robot, so that

no pre-calculated IK-solutions can be used. To solve

this scene, either a two step algorithm (at first solve

the IK, then plan the motion) or an integrated approach

as the IK-RRT [51] can be used.

3) Clean the Table: This is the most challenging setup,

where multiple objects are located on a table and the

goal is to clean the table by transporting the objects

to another area on the sideboard (see Fig. 6(b)). To

plan the sequence of actions, multiple sub-tasks have

to be solved, such as deciding which object should be

grasped, finding IK-solutions, and planning collision-

free motions for grasping and placing the objects. The

considered configuration space covers an arm, the hip

and the position and orientation of the robot’s base.

(a) (b)

Fig. 6. (a) The setup of the first planning scene. An planned and a post-
processed solution are depitced in blue and green. (b) Exemplary showcase
of the Clean the Table scene, that will be offered by the motion planning
benchmark. The goal of this benchmark is to transport all objects that
are randomly located on the red table to the green sideboard without any
collisions.

Currently, the setups are specified as described in this

section and interface methods are provided within the bench-

marking framework. A reference implementation of the first

scene has been evaluated according to the proposed metrics

(see Tab. III). It can be seen, that the sampling step size of

0.05 produces several incorrect results after post-processing.

This is caused by the shortcut algorithm, which tends to

generate motions that come close to obstacles and hence the

probability of an undetected collision increases due to the

applied discrete collision detection (DCD) methods. Further

information about the paramter setup can be found online2.

In the near future we will upload more evaluations based on

Simox, and thus serving reference benchmarks as a basis for

comparison of different approaches for motion planning.

2Address: http://wwwiaim.ira.uka.de/GraspBenchmark

TABLE III

EVALUATION OF THE FIRST MOTION PLANNING SCENE.

Average time Solution Planned Postprocessed

Setup 1.44s Valid 98.1 % 76.92 %

Planning 0.41s Length 6.73 2.85

Postprocessing 1.17s Clearance 111.12 mm 44.29 mm

V. CONCLUSION AND FUTURE WORK

In this work, the development of a new environment

for benchmarking was presented which is integrated in

the OpenGRASP toolkit. It will provide a complete tool

chain for the integration of various grasp and grasp-related

manipulation algorithms, including many robot models and a

tool to design new ones, a database containing standardized

graspable items, an real-life kitchen environment featuring

a complete humanoid robot with anthropomorphic hands.

Its individual components were described in detail. The

benchmarks are configured and launched using a control

program with a graphical user interface that connects to

a web service that administers the available benchmarks,

scenarios, models and a benchmarking “high-score” that

records the participants’ results.

OpenGRASP Benchmark is intended as a first step in

the direction of an open platform for comparative analysis

of algorithmic technologies related to grasping and grasp

manipulation. The project will be heavily depending on the

robotics community, and further development of test cases

and scenarios will rely on suggestions and input of fellow

robot scientist. This is why, at the time of writing, there still

exist only the two presented benchmarks: grasp planning and

motion planning. Further advances will probably occur in the

form of the design and definition of additional benchmarks

and scenarios. Areas likely to be covered are hereby grasping

and re-grasping, tactile exploration, pre-/post-grasp manip-

ulations, pick and place actions and of cource the design of

many more daily-life scenarios.
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