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THE PARAMETERIZED SR ALGORITHM
FOR SYMPLECTIC (BUTTERFLY) MATRICES

H. FASSBENDER

Abstract. The SR algorithm is a structure-preserving algorithm for com-
puting the spectrum of symplectic matrices. Any symplectic matrix can be
reduced to symplectic butterfly form. A symplectic matrix B in butterfly form
is uniquely determined by 4n− 1 parameters. Using these 4n− 1 parameters,
we show how one step of the symplectic SR algorithm for B can be carried out
in O(n) arithmetic operations compared to O(n3) arithmetic operations when
working on the actual symplectic matrix. Moreover, the symplectic structure,
which will be destroyed in the numerical process due to roundoff errors when
working with a symplectic (butterfly) matrix, will be forced by working just
with the parameters.

1. Introduction

Symplectic (generalized) eigenvalue problems occur in many applications, e.g.,
in discrete linear quadratic optimal control, discrete Kalman filtering, the solu-
tion of discrete algebraic Riccati equations, discrete stability radii and H∞-norm
computations (see, e.g., [16], [18] and the references therein), and discrete Sturm-
Liouville equations (see, e.g., [5]). The solution of the symplectic (generalized)
eigenvalue problem has been the topic of numerous publications during the last
30 years. Even so, a numerically sound method, i.e., a strongly backward stable
method in the sense of [6], is not yet known. The numerical computation of an
invariant (deflating) subspace is usually carried out by an iterative procedure like
the QR (QZ) algorithm (see, e.g., [18], [20]). The QR (QZ) algorithm is numeri-
cally backward stable but it ignores the symplectic structure. In order to develop
fast, efficient, and reliable methods, the symplectic structure of the problem should
be preserved and exploited. Then important properties of symplectic matrices like
spectral symmetries will be preserved and not destroyed by rounding errors.

Recently there has been renewed interest in constructing structure-preserving
methods for the symplectic eigenproblem ([1], [2], [3], [4], [11]) based on the SR
method ([10], [17]). This method is a QR-like method based on the SR decom-
position. In an initial step, the 2n × 2n symplectic matrix is reduced to a more
condensed form, the symplectic butterfly form, which in general contains 8n − 4
nonzero entries. As in the general framework of GR algorithms [21], the SR itera-
tion preserves the symplectic butterfly form at each step and converges to a form
from which eigenvalues and invariant (deflating) subspaces can be read off. The SR
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1516 H. FASSBENDER

algorithm for symplectic butterfly matrices has been fully described and analyzed
in [4], [11]. Due to unavoidable roundoff errors, the symplectic butterfly structure
will be lost in the numerical process. The very compact butterfly form allows one
to restore the symplectic structure whenever necessary.

A 2n× 2n symplectic butterfly matrix is determined by 4n− 1 parameters. As
will be shown in this paper, the SR algorithm can be rewritten in a parameterized
form that works with 4n−1 parameters instead of the (2n)2 matrix elements in each
iteration. Thus only O(n) arithmetic operations per SR step are needed compared
to O(n3) arithmetic operations when working on the actual symplectic matrix.
Moreover, the symplectic structure, which will be destroyed in the numerical process
due to roundoff errors when working with a butterfly matrix, will be forced by
working just with the parameters. No additional action has to be taken as in the
course of the symplectic butterfly SR algorithm.

The development of the parameterized butterfly SR algorithm has been guided
by the unitary case, which the symplectic case resembles to some degree. There
has been an earlier attempt by Flaschka, Mehrmann and Zywitz [12] to exploit
this resemblance. They proposed a structure-preserving symplectic SR algorithm
for symplectic J-Hessenberg matrices. Such matrices (like symplectic butterfly
matrices) depend uniquely on 4n − 1 parameters. A single shift SR step that
is purely based on these parameters is derived in [12]. No numerical results are
reported, but the authors note [12, p. 186, last paragraph], “It forces the symplectic
structure, but it has the disadvantage that it needs 4n− 1 terms to be nonzero in
each step, which makes it highly numerically unstable. . . . The numerical instability
due to extra 2n inversions . . . seems an unreasonable price to pay compared with
the gains in efficiency.”

In this paper we will develop a parameterized SR algorithm for computing the
eigeninformation of a symplectic matrix based on the initial reduction to a sym-
plectic butterfly matrix. First we will see that, like unitary Hessenberg matrices,
any symplectic butterfly matrix B has a unique factorization exhibiting the 4n− 1
parameters which uniquely determine B. One step of the SR algorithm with shift
polynomial q applied to a matrix B ∈ R2n×2n may be described as follows. Factor
q(B) = SR with S symplectic and R J-triangular. Then put B̃ = S−1BS. If B
is an unreduced symplectic butterfly matrix, then so is B̃. Hence, B and B̃ can
be given in parameterized form. We will derive formulae which, given the 4n − 1
parameters of B, compute the 4n− 1 parameters which determine B̃ without ever
forming B, B̃ or S explicitly. If desired, the transformation matrix S can be com-
puted explicitly. But, unfortunately S does not have the same structure as the
matrix being transformed. S is symplectic, but not of butterfly form. Therefore, S
cannot be given in parameterized form.

In Section 2 unreduced butterfly matrices, the reduction of symplectic matri-
ces to butterfly form and the butterfly SR algorithm are reviewed. Like unitary
Hessenberg matrices, symplectic butterfly matrices have a unique factorization ex-
hibiting 4n − 1 parameters which uniquely determine B. Such factorizations are
introduced in Section 3. There we also discuss the basic idea of an implicit SR step
that makes use of such a factorization. The details of the parameterized butterfly
SR algorithm are presented in Section 4. The overall process is discussed in Section
5. In Section 6 numerical examples are presented.
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2. Preliminaries

A matrix M ∈ R2n×2n is called symplectic (or J-orthogonal) if

MJMT = J(2.1)

(or equivalently, MTJM = J), where

J =
[

0 In
−In 0

]
(2.2)

and In is the n × n identity matrix. Symplectic matrices are nonsingular; their
inverses are given by M−1 = JMTJT . The spectrum of a symplectic matrix is
symmetric with respect to the unit circle. Or, in other words, the eigenvalues of
symplectic matrices occur in reciprocal pairs: if λ is an eigenvalue of M with right
eigenvector x, then λ−1 is an eigenvalue of M with left eigenvector (Jx)H . Further,
if λ ∈ C is an eigenvalue of M , then so are λ, λ−1, λ−1.

A symplectic matrix

is called a butterfly matrix if B11 and B21 are diagonal, and B12 and B22 are
tridiagonal. Banse and Bunse-Gerstner ([1], [2]) showed that for every symplectic
matrix M , there exist numerous symplectic matrices S such that B = S−1MS is
a symplectic butterfly matrix. An unreduced butterfly matrix is a butterfly matrix
in which the lower right tridiagonal matrix is unreduced, that is, the subdiagonal
elements of B22 are nonzero. Using the definition of a symplectic matrix, one easily
verifies that if B is an unreduced butterfly matrix, then B21 is nonsingular (see [3],
[11]). This allows the decomposition of B into two simpler symplectic matrices

B = K−1N =
[
B−1

21 B11

0 B21

] [
0 −In
In T

]

=



a−1
1 b1

. . . . . .
a−1
n bn

a1

. . .
an





−1
. . .

. . .
−1

1 c1 d2

. . . d2
. . . . . .

. . . . . . . . . dn
1 dn cn


,

(2.3)

where T = B−1
21 B22 is tridiagonal and symmetric. Hence 4n − 1 parameters that

determine the symplectic matrix can be read off directly. Obviously, the diagonal
elements of B21 have to be nonzero. If any of the n− 1 subdiagonal elements of T
is zero, deflation can take place; that is, the problem can be split into at least two
problems of smaller dimension, but with the same symplectic butterfly structure.
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1518 H. FASSBENDER

For the SR theory, the unreduced butterfly matrices play a role analogous to that
of unreduced Hessenberg matrices in the standard QR theory ([3], [4], [11]).

Eigenvalues and eigenvectors of symplectic butterfly matrices can be computed
efficiently by the SR algorithm (see [7]), which is a QR-like algorithm in which
the QR decomposition is replaced by the SR decomposition. Almost every matrix
A ∈ R2n×2n can be decomposed into a product A = SR where S is symplectic and
R is J-triangular. A matrix

is said to be J-triangular if the submatrices Rij are all upper triangular, and R21 is
strictly upper triangular. (If one performs a perfect shuffle of the rows and columns
of a J-triangular matrix, one gets an upper triangular matrix. The product of J-
triangular matrices is J-triangular. The nonsingular J-triangular matrices form a
group.) The SR algorithm is an iterative algorithm that performs an SR decompo-
sition at each iteration. If B is the current iterate, then a spectral transformation
function q is chosen (such that q(B) ∈ R2n×2n) and the SR decomposition of q(B)
is formed, if possible:

q(B) = SR.

Then the symplectic factor S is used to perform a similarity transformation on B

to yield the next iterate, which we will call B̂:

B̂ = S−1BS.(2.4)

If rank(q(B)) = 2n and B is a symplectic butterfly matrix, then so is B̂ in (2.4) (see
[1], [2]). If rank(q(B)) = 2n− ν =: 2k and B is an unreduced symplectic butterfly
matrix, then B̂ in (2.4) is of the form (see [3], [11] for a proof)

where

•
[
B̂11 B̂13

B̂31 B̂33

]
is a symplectic butterfly matrix and

• the eigenvalues of
[
B̂22 B̂24

B̂42 B̂44

]
are just the ν shifts that are eigen-

values of B.

The algorithm is made compact and efficient by using Laurent polynomials, instead
of standard polynomials, to drive the iterations. The shifts should be chosen ac-
cording to the generalized Rayleigh-quotient strategy. The resulting algorithm is
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typically cubic convergent. For a detailed discussion on the choice of the spectral
transformation function q, the choice of the shifts, and convergence properties, see
[4], [11].

An algorithm for computing S and R explicitly is presented in [8]. As with
explicit QR steps, the expense of explicit SR steps comes from the fact that q(B)
has to be computed explicitly. A preferred alternative is the implicit SR step, an
analogue to the Francis QR step ([13], [14], [15]). The first implicit transforma-
tion S1 is selected so that the first columns of the implicit and the explicit S are
equivalent. That is, a symplectic matrix S1 is determined such that

S−1
1 q(B)e1 = αe1, α ∈ R.

Applying this first transformation to the butterfly matrix yields a symplectic ma-
trix S−1

1 BS1 with almost butterfly form having a small bulge. The remaining
implicit transformations perform a bulge-chasing sweep down the subdiagonals to
restore the butterfly form. That is, a symplectic matrix S2 is determined such that
S−1

2 S−1
1 BS1S2 is of butterfly form again. In [1] Banse presents an algorithm to

reduce an arbitrary symplectic matrix to butterfly form. The algorithm uses the
following elementary symplectic transformations:
• symplectic Givens transformation

G(k, c, s) =


Ik−1

c s
In−k

Ik−1

−s c
In−k

 ;

• symplectic Householder transformation

H(k, v) =


Ik−1

P
Ik−1

P

 , where P = In−k+1 − 2
vvT

vT v
;

• symplectic Gauss transformation

L(k, c, d) =



Ik−2

c d
c d

In−k
Ik−2

c−1

c−1

In−k


.

The symplectic Givens and Householder transformations are orthogonal, while the
symplectic Gauss transformations are nonorthogonal. Algorithms to compute the
entries of the abovementioned transformations can be found, e.g., in [19] and [9].
The Gaussian transformations can be computed such that among all possible trans-
formations satisfying the same purpose, the one with the minimal condition number
is chosen.

Let us briefly describe the algorithm to reduce an arbitrary symplectic matrix M
to butterfly form. Zeros in the rows of M will be introduced by applying one of the
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Table 2.1. Reduction to butterfly form

Algorithm: Reduction to Butterfly Form

Given a 2n× 2n symplectic matrix M compute its reduction to butterfly form.
M will be overwritten by its butterfly form.

for j = 1 : n− 1
for k = n : −1 : j + 1

compute Gk such that (GkM)k+n,j = 0
M = GkMGTk

end
if j < n− 1
then compute Hj such that (HjM)j+2:n,j = 0

M = HjMHT
j

end
compute Lj+1 such that (Lj+1M)j+1,j = 0
M = Lj+1ML−1

j+1

for k = n : −1 : j + 1
compute Gk such that (MGk)j,k = 0
M = GTkMGk

end
if j < n− 1
then compute Hj such that (MHj)j,j+2+n:2n = 0

M = HT
j MHj

end
end

above mentioned transformations from the right, while zeros in the columns will
be introduced by applying the transformations from the left. Of course, in order
to perform a similarity transformation, the inverse of each transformation applied
from the right/left has to be applied from the left/right as well. The basic idea of
the algorithm can be summarized as follows:

for j = 1 to n
bring the jth column of M into the desired form
bring the (n+ j)th row of M into the desired form

The remaining rows and columns in M that are not explicitly touched during the
process will be in the desired form due to the symplectic structure. The algorithm
for reducing an arbitrary symplectic matrix to butterfly form, as given in [1], can
be summarized as in Table 2.1 (in Matlab

1-like notation). For simplicity we will
assume here that all symplectic Gauss transformations needed exist; on how to
proceed otherwise, see [11].

1
Matlab is a trademark of The MathWorks, Inc.
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3. The basic idea

The key to the development of a butterfly SR algorithm working only on the
parameters is the observation that at any point in the implicit SR step only a
certain, limited number of rows and columns of the symplectic butterfly matrix is
worked on. In the leading part of the intermediate matrices, the butterfly form
is already retained and is not changed any longer, while the trailing part has not
been changed yet. Hence, from the leading part the first parameters of the resulting
butterfly matrix can be read off, while from the trailing part the last parameters
of the original butterfly matrix can still be read off. Recall the implicit SR step
as described in Section 2. The first implicit transformation S1 is selected in order
to introduce a bulge into the symplectic butterfly matrix B. That is, a symplectic
matrix S1 is determined such that

S−1
1 q(B)e1 = αe1, α ∈ R,

where q(B) is an appropriately chosen spectral transformation function. Apply-
ing this first transformation to the butterfly matrix yields a symplectic matrix
S−1

1 BS1 with almost butterfly form having a small bulge. The remaining im-
plicit transformations perform a bulge-chasing sweep down the subdiagonals to
restore the butterfly form. That is, a symplectic matrix S2 is determined such that
S−1

2 S−1
1 BS1S2 is of butterfly form again. If B is an unreduced butterfly matrix and

rank(q(B)) = 2n, then B̃ = S−1
2 S−1

1 BS1S2 is also an unreduced butterfly matrix.
Hence, there will be parameters ã1, . . . , ãn, b̃1, . . . , b̃n, c̃1, . . . , c̃n, d̃2, . . . , d̃n which
determine B̃. During the bulge-chasing sweep the bulge is successively moved down
the subdiagonals, one row and one column at a time. Consider for simplicity a dou-
ble shift implicit SR step. As discussed in [4] and [11], for a double shift the shift
polynomial q2(B) = (B +B−1)− βI should be chosen where β = µ+ µ−1 if µ ∈ R
or β = µ+ µ for µ ∈ C, |µ| = 1. The shift µ is chosen corresponding to the gener-
alized Rayleigh-quotient strategy. The bulge is introduced by a transformation of
the form

S1 =


α β
−β α

In−2

α β
−β α

In−2

 .(3.1)

In a slight abuse of notation, we will call matrices of the form (3.1) symplectic
Householder transformations in the following, although they are the direct sum of
two Givens transformations. Whenever a transformation of the form (3.1) is used
in the following, one can just as well use a symplectic Householder transformation
as defined in Section 2.
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1522 H. FASSBENDER

Applying a transformation of the form (3.1) to B to introduce a bulge results in
a matrix of the form

S−1
1 BS1 =



x + x x +
+ x x x x

x + x x x
x x x

. . . . . .
x + x x +
+ x x x x

x + x x x
x x x

. . . . . .


.

Now a symplectic Givens transformation to eliminate the (n+ 2, 1) element and a
symplectic Gauss transformation to eliminate the (2, 1) element are applied, result-
ing in 

x + x x +
x x x x
+ x + x x x

x x x
. . . . . .

x + x x +
x x x x
+ x + x x x

x x x x
. . . . . .


.

This bulge is chased down the subdiagonals one row and one column at a time. The
(1, 1) and the (n+ 1, 1) element are not altered in any subsequent transformation.
Hence, at this point we can already read off ã1 and b̃1. The bulge-chase is done
using the algorithm for reducing a symplectic matrix to butterfly form as given in
Table 2.1. In a first step, a sequence of symplectic Givens, Householder, and Gauss
transformations is applied resulting in

x x x
x + x x x +

x x x x
+ x + x x

. . . . . .
x x x

x + x x x +
x x x x
+ x + x x

. . . . . .


.

Next the same sequence of symplectic Givens, Householder, and Gauss transforma-
tions (of course, operating in different rows and columns as before) is applied in
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order to achieve



x x x
x x x x

x + x x x +
x x x x
+ x + x x

. . . . . .
x x x

x x x x
x + x x x +

x x x x
+ x + x x

. . . . . .



.

During this step, rows 2 and n + 1 and columns 1 and n + 1 are not changed
anymore. The parameters ã2, b̃2, c̃1, and d̃2 of the resulting matrix B̃ can be read
off. In general, once the bulge is chased down j rows and columns, the lead-
ing j rows and columns of each block are not changed anymore. The parameters
ã1, . . . , ãj , b̃1, . . . , b̃j , c̃1, . . . , c̃j−1, d̃2, . . . , d̃j of the resulting matrix B̃ can be read
off.

In the following we will derive an algorithm that computes the parameters ã1,

. . . , ãn, b̃1, . . . , b̃n, c̃1, . . . , c̃n, d̃2, . . . , d̃n of B̃ one set (that is, ãj+1, b̃j+1, c̃j , d̃j+1)
at a time given the parameters a1, . . . , an, b1, . . . , bn, c1, . . . , cn, d2, . . . , dn of B.
The matrices B and B̃ are never formed explicitly. In order to derive such a method,
we will work with the factorization B = K−1N (2.3), as the parameters of B can be
read off of K and N directly. Fortunately, K and N can be expressed as products
of even simpler matrices.
K−1 can be decomposed into a product of simple symplectic matrices

X1X2 · · ·Xn = K−1,

where

Xk =


Ik−1

a−1
k bk

In−k
Ik−1

ak
In−k

.

Similarly, N can be decomposed

YnYn−1 · · ·Y1J
T = N,
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1524 H. FASSBENDER

where

Yk =



Ik−1

1
1

In−k−1

Ik−1

−ck −dk+1 1
−dk+1 1

In−k−1


,

Yn =


In−1

1
In−1

−cn 1

.

Because of their special structure, most of the Xk, Yk, the symplectic Givens trans-
formations Gj , the symplectic Householder transformations Hj , and the symplectic
Gauss transformations Lj as defined in Section 2 commute:

XjXk = XkXj for all j, k,
YjYk = YkYj for all j, k,
XjYk = YkXj for j 6= k, j 6= k − 1,
GjXk = XkGj for j 6= k,
HjXk = XkHj for j 6= k, j 6= k + 1,
LjXk = XkLj for j 6= k, j 6= k − 1,
GjYk = YkGj for j 6= k, j 6= k − 1,
HjYk = YkHj for j 6= k, j 6= k − 1, j 6= k + 1,
LjYk = YkLj for j 6= k, j 6= k − 1, j 6= k + 1.

Here we assume that

Hk = diag(Ik−1, P, In−k−1, Ik−1, P, In−k−1),

where P ∈ R2×2 is a Givens transformation, as all Hk considered in this section
are of this special form. Hence, we can write

B = XnYnXn−1Yn−1 · · ·X2Y2X1Y1J
T .(3.2)

Now let us take a closer look at a double shift bulge chase. We will start with
an unreduced symplectic butterfly matrix B decomposed as in (3.2). The resulting
matrix B̃ will have a decomposition of the same form as B,

B̃ = X̃nỸnX̃n−1Ỹn−1 · · · X̃2Ỹ2X̃1Ỹ1J
T .
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As noted before, the bulge is introduced by the transformation S−1
1 BS1 with a

matrix S1 of the form (3.1). This leads to a matrix of the form

S−1
1 BS1 =



⊗ ⊕ ⊗ ⊗ ⊕
⊕ ⊗ ⊗ ⊗ ⊗

x ⊕ ⊗ ⊗ x
x x x

. . . . . .
⊗ ⊕ ⊗ ⊗ ⊕
⊕ ⊗ ⊗ ⊗ ⊗

x ⊕ ⊗ x
x x x

. . .
. . .


,

where x denotes desired entries in the butterfly form, + undesired entries, and⊗ and
⊕ desired and undesired elements that are changed by the current transformation.
As S1 is a symplectic Householder transformation, S1 and most of the factors of B
commute:

S−1
1 BS1 = XnYn · · ·X3Y3S

−1
1 X2Y2X1Y1J

TS1.

Since S1 is unitary and symplectic, we have S−1
1 = ST1 and JTS1 = S1J

T . Hence,

ST1 BS1 = XnYn · · ·X3Y3S
T
1 X2Y2X1Y1S1J

T .

Next a symplectic Givens transformationG2 is applied to zero the (n+2, 1) element:

G2S
T
1 BS1G

T
2 =



x ⊕ x ⊗ +
⊕ ⊗ ⊗ ⊗ ⊗
⊕ x + ⊗ x x

x x x
. . . . . .

x ⊕ x ⊗ +
0 ⊗ ⊗ ⊗ ⊗
⊕ x + ⊗ x x

x x x
. . . . . .


.

As G2 and most of the factors of B commute and as G2 is unitary and symplectic
(hence, JTGT2 = GT2 J

T ) we obtain

G2S
T
1 BS1G

T
2 = XnYn · · ·X3Y3G2S

T
1 X2Y2X1Y1S1G

T
2 J

T .
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Now a symplectic Gauss transformation L2 is chosen to eliminate the (2, 1) element
such that

B(1) := L2G2S
T
1 BS1G

T
2 L
−1
2 =



⊗ ⊕ ⊗ ⊗ ⊕
0 ⊗ ⊗ ⊗ ⊗
⊕ x ⊕ ⊗ x x

x x x
. . . . . .

⊗ ⊕ ⊗ ⊗ ⊕
⊗ ⊗ ⊗ ⊗
⊕ x ⊕ ⊗ x x

x x x
. . . . . .


.

At this point the actual bulge, which is chased down the subdiagonal, is formed.
That is, now a sequence of symplectic Givens, Householder and Gauss transfor-
mations is applied to successively chase the bulge of the above form down the
subdiagonal.
L2 is symplectic, but not unitary. Hence, JTL−1

2 = LT2 J
T . Moreover, as L2 and

most of the factors of B commute, we have

B(1) := L2G2S
T
1 BS1G

T
2 L
−1
2 = XnYn · · ·X3Y3L2G2S

T
1 X2Y2X1Y1S1G

T
2 L

T
2 J

T .

The (1, 1) and the (n+ 1, 1) elements of B(1) are not altered by any subsequent
transformation. Therefore, at this point we can read off ã1 and b̃1 of the final B̃.
In other words, we can rewrite

L2G2S
T
1 X2Y2X1Y1S1G

T
2 L

T
2 J

T

in terms of X̃1 times an appropriate symplectic matrix Z1 times JT . That is,

L2G2S
T
1 X2Y2X1Y1S1G

T
2 L

T
2 J

T = X̃1Z1J
T ,(3.3)

where Z1 is symplectic. Moreover, as X̃1 commutes with Xn, . . . , X3, Yn, . . . , Y3

we obtain

B(1) = X̃1XnYn · · ·X3Y3Z1J
T .

Now the bulge is chased down the subdiagonals one row and one column at a time.
This is done using the algorithm for reducing a symplectic matrix to butterfly
form as given in Table 2.1. First a symplectic Givens transformation is applied to
eliminate the (n+ 1, 2) element. This yields

GT2 B
(1)G2 =



x 0 x ⊗ +
⊗ ⊗ ⊗ ⊗
⊕ x + ⊗ x x

x x x
. . . . . .

x 0 x ⊗ +
⊗ ⊗ ⊗ ⊗
⊕ x + ⊗ x x

x x x
. . . . . .


,
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or in terms of B(1)

GT2 B
(1)G2 = X̃1XnYn · · ·X3Y3G

T
2 Z1G2J

T .

Then a symplectic Householder transformation H2 is used to zero the (n+ 1, n+ 3)
element:

HT
2 G

T
2 B

(1)G2H2 =



x x ⊗ 0
⊗ ⊕ ⊗ ⊗ ⊗ ⊕
⊕ ⊗ ⊕ ⊗ ⊗ ⊗

x ⊕ ⊗ x
. . . . . .

x x ⊗ 0
⊗ ⊕ ⊗ ⊗ ⊗ ⊕
⊕ ⊗ ⊕ ⊗ ⊗ ⊗

x ⊕ ⊗ x
. . . . . .


.

Using again the commuting properties and the fact that H2 is unitary and sym-
plectic, we obtain

HT
2 G

T
2 B

(1)G2H2 = X̃1XnYn · · ·X4Y4H
T
2 X3Y3G

T
2 Z1G2H2J

T .

A symplectic Givens transformation G3 annihilates the (n + 3, 2) element. This
yields

G3H
T
2 G

T
2 B

(1)G2H2G
T
3 =



x x x
x ⊕ x x ⊗ +
⊕ ⊗ ⊕ ⊗ ⊗ ⊗
⊕ x + ⊗ x

. . . . . .
x x x

x ⊕ x x ⊗ +
0 ⊗ 0 ⊗ ⊗ ⊗
⊕ x + ⊗ x

. . . . . .


,

and

G3H
T
2 G

T
2 B

(1)G2H2G
T
3 = X̃1XnYn · · ·X4Y4G3H

T
2 X3Y3G

T
2 Z1G2H2G

T
3 J

T .
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Finally, a symplectic Gauss transformation L3 to eliminate the (3, 2) element com-
pletes the bulge chase: B(2) := L3G3H

T
2 G

T
2 B

(1)G2H2G
T
3 L
−1
3 is of the form

B(2) =



x x ⊗
⊗ ⊕ ⊗ ⊗ ⊗ ⊕
0 ⊗ 0 ⊗ ⊗ ⊗
⊕ x ⊕ ⊗ x

. . . . . .
x x ⊗
⊗ ⊕ ⊗ ⊗ ⊗ ⊕
⊗ ⊗ ⊗ ⊗
⊕ x ⊕ ⊗ x

. . . . . .


.

The bulge has been chased exactly one row and one column down the subdiagonal
in each block. The form of B(2) is the same as the form of B(1), just the bulge can
be found one row and one column further down in each block. The same sequence
of symplectic Givens, Householder and Gauss transformations as in the last four
steps can be used to chase the bulge one more row and column down in each block.

Furthermore, due to the commuting properties and the symplecticity of L3 we
have

B(2) := L3G3H
T
2 G

T
2 B

(1)G2H2G
T
3 L
−1
3

= X̃1XnYn · · ·X4Y4L3G3H
T
2 X3Y3G

T
2 Z1G2H2G

T
3 L

T
3 J

T .

In subsequent transformations the elements of B(2) in the positions (2, 2), (n+2, 2),
(1, n+ 1), (1, n+ 2), (2, n+ 1), (n+ 1, n+ 1), (n+ 1, n+ 2) and (n+ 2, n+ 1) are
not altered. Hence, at this point we can read off ã2, b̃2, c̃1, and d̃2 of the final B̃.
Note that X̃2 and Ỹ1 do not commute. In other words, we can rewrite

L3G3H
T
2 X3Y3G

T
2 Z1G2H2G

T
3 L

T
3 J

T

in terms of X̃2Ỹ1 times an appropriate symplectic matrix Z2 times JT . That is,

L3G3H
T
2 X3Y3G

T
2 Z1G2H2G

T
3 L

T
3 J

T = X̃2Ỹ1Z2J
T .

As X̃2 and Ỹ1 commute with most of the factors of B(2) we obtain

B(2) = X̃1X̃2Ỹ1XnYn · · ·X4Y4Z2J
T .

Continuing in this fashion, we obtain for j = 2, . . . , n− 1

B(j) := Lj+1Gj+1H
T
j G

T
j B

(j−1)GjHjG
T
j+1L

−1
j+1,

and

B(j) = X̃1 · · · X̃j−1Ỹ1 · · · Ỹj−2XnYn · · ·Xj+2Yj+2

·Lj+1Gj+1H
T
j Xj+1Yj+1G

T
j Zj−1GjHjG

T
j+1L

T
j+1J

T

= X̃1 · · · X̃j−1X̃j Ỹ1 · · · Ỹj−2Ỹj−1XnYn · · ·Xj+2Yj+2ZjJ
T ,

where Xn+1 = Yn+1 = I. Thus,

B(n−1) := LnGnH
T
n−1G

T
n−1B

(n−2)Gn−1Hn−1G
T
nL
−1
n ,

and

B(n−1) = X̃1 · · · X̃n−1Ỹ1 · · · Ỹn−2Zn−1J
T .
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One last symplectic Givens transformation has to be applied to B(n−1) to obtain
the new butterfly matrix B̃

GTnB
(n−1)Gn = B̃.

Hence,

GTnZn−1Gn = X̃nỸn−1Ỹn

and

B̃ = X̃1 · · · X̃nỸ1 · · · ỸnJT .

4. The details

How can the above observations be used to derive an algorithm which works
solely on the parameters that determine B without forming B, B̃ or any of the
intermediate matrices? Let us start with (3.3),

L2G2S
T
1 X2Y2X1Y1S1G

T
2 L

T
2 = X̃1Z1.

X1, X2, Y1, and Y2 are known. S1 is determined by the choice of the spectral
transformation function which drives the current SR step. As discussed in [4] and
[11] for a double shift, the shift polynomial q2(B) = (B + B−1) − βI should be
chosen where β = µ+µ−1 if µ ∈ R or β = µ+µ for µ ∈ C, |µ| = 1. Here the shift µ
is chosen corresponding to the generalized Rayleigh-quotient strategy. This implies

q2(B)e1 = (b1 + a1c1 − bn − ancn)e1 + a1d2e2.

Hence, for S1 as in (3.1), α and β have to be determined such that[
α −β
β α

] [
b1 + a1c1 − bn − ancn

a1d2

]
=
[
?
0

]
.

Next a symplectic Givens transformation G2 has to be determined such that

(G2S
T
1 X2Y2X1Y1S1G

T
2 )n+2,n+1 = 0.

This implies that G2 = G(2, α2, β2) has to be chosen such that[
α2 β2

−β2 α2

] [
(ST1 X2Y2X1Y1S1)2,n+1

(ST1 X2Y2X1Y1S1)n+2,n+1

]
=
[
?
0

]
,

where

(ST1 X2Y2X1Y1S1)2,n+1 = βα(b1 − b2),

(ST1 X2Y2X1Y1S1)n+2,n+1 = βα(a1 − a2).

Now a symplectic Gauss transformation L2 = L2(τ1, ψ1) is used such that

(L2G2S
T
1 X2Y2X1Y1S1G

T
2 L

T
2 )2,n+1 = 0.

Hence, we have to compute τ1 and ψ1 such that
τ1 ψ1

τ1 ψ1

τ−1
1

τ−1
1




(G2S
T
1 X2Y2X1Y1S1G

T
2 )1,n+1

(G2S
T
1 X2Y2X1Y1S1G

T
2 )2,n+1

(G2S
T
1 X2Y2X1Y1S1G

T
2 )n+1,n+1

0

 =


?
0
?
0

 ,
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where

(G2S
T
1 X2Y2X1Y1S1G

T
2 )1,n+1 = α2b1 + β2b2,

(G2S
T
1 X2Y2X1Y1S1G

T
2 )2,n+1 = α2(βα(b1 − b2)) + β2(βα(a1 − a2)),

(G2S
T
1 X2Y2X1Y1S1G

T
2 )n+1,n+1 = α2a1 + β2a2.

Now we can read off ã1 and b̃1

ã1 = (α2a1 + β2a2)/τ2
1 , b̃1 = α2b1 + β2b2.

Moreover, L2G2S
T
1 X2Y2X1Y1S1G

T
2 L

T
2 is a matrix of the form

x x x x x
x x x x

x
. . .

x x x x x
x x x x
x x x x

. . .


.

Now we form

X̃1 =


ã−1

1 b̃1
In−1

ã1

In−1

 ,
and build Z1 = X̃−1

1 L2G2S
T
1 X2Y2X1Y1S1G

T
2 L

T
2 . This is a matrix of the form

1
δ21 δ22 δ23 ε22

1
. . .

µ11 µ12 µ13 1 ζ12

µ21 µ22 µ23 ζ22

µ31 µ32 ζ32 1
. . .


,

where the entries that will be used in the subsequent transformations are given by

µ11 = (τ2
1 g1 + ψ1τ1h6)/(α2a1 + β2b1), δ22 = τ2

1 (α2h1 + β2h2)+τ1ψ1h5,
µ12 = ψ1τ1 + τ2

1h5/(α2a1 + β2b1), δ23 = −τ1α2αb2d3 − τ1β2αd3a2,
µ13 = −τ1βd3a2/(α2a1 + β2b1), ε22 = −β2h1 + α2h2 + ψ1h6/τ1,
µ22 = α2h3 + β2h4, ζ12 = h6/(α2a1 + β2b1),
µ23 = (β2αb2d3 − α2αd3a2)/τ1, ζ22 = (−β2h3 + α2h4)/τ2

1 ,
µ32 = −τ1α2αd3, ζ32 = β2αd3/τ1,

where

h1 = α2g2 + β2g3, h2 = α2(β2b1 + α2b2) + β2(β2a1 + α2a2),
h3 = α2g3 − β2g2, h4 = α2(β2a1 + α2a2)− β2(β2b1 + α2b2),
h5 = α2g4 + β2αβ(a1 − a2), h6 = α2αβ(a1 − a2)− β2g4,
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and

g1 = −α2a1c1 + αβd2(a1 − a2)− β2c2a2,
g2 = β2(a−1

1 − b1c1)− αβd2(b1 + b2) + α2(a−1
2 − b2c2),

g3 = −β2a1c1 − αβd2(a1 + a2)− α2a2c2,
g4 = −α2a1d2 + αβ(c2a2 − a1c1) + β2a2d2.

Next we have to consider

L3G3H
T
2 X3Y3G

T
2 Z1G2H2G

T
3 L

T
3 J

T .

First a symplectic Givens transformation G2 eliminates the (n + 1, n+ 2) element
of Z1. This implies that G2 = G2(α3, β3) has to be chosen such that

[µ12 ζ12]
[

α3 β3

−β3 α3

]
= [? 0] .(4.1)

The resulting transformed matrix is given by

GT2 Z1G2 =



1
δ

(1)
21 δ

(1)
22 δ

(1)
23 ε

(1)
22

1
. . .

µ
(1)
11 µ

(1)
12 µ

(1)
13 1

µ
(1)
21 µ

(1)
22 µ

(1)
23 ζ

(1)
22

µ
(1)
31 µ

(1)
32 ζ

(1)
32 1

. . .


,

where the relevant entries are

µ
(1)
12 = α3µ12 − β3ζ12,

µ
(1)
22 = α2

3µ22 + β3α3(δ22 − ζ22)− β2
3ε22, µ

(1)
23 = β3δ23 + α3µ23,

δ
(1)
22 = α2

3δ22 − α3β3(ε22 + µ22) + β2
3ζ22, µ

(1)
32 = α3µ32 − β3ζ32,

ε
(1)
22 = α2

3ε22 + β3α3(δ22 − ζ22)− β2
3µ22, δ

(1)
23 = α3δ23 − β3µ23,

ζ
(1)
22 = α2

3ζ22 + α3β3(µ22 + ε22) + β2
3δ22, ζ

(1)
32 = β3µ32 + α3ζ32.

(4.2)

The (1, 1) and (1, 3) entries are not altered by this transformation: µ(1)
11 = µ11 and

µ
(1)
13 = µ13.

Next a symplectic Householder transformation H2 is used to zero the (n+ 1, 3)
element of GT2 Z1G2. H2 is a matrix of the form (3.1); we denote its entries by α4

and β4. The scalars α4 and β4 have to be chosen such that

[µ(1)
12 µ

(1)
13 ]
[

α4 β4

−β4 α4

]
= [? 0].(4.3)
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This results in

HT
2 X3Y3G

T
2 Z1G2H2 =



1
δ

(2)
21 δ

(2)
22 δ

(2)
23 δ

(2)
24 ε

(2)
22 ε

(2)
23

δ
(2)
31 δ

(2)
32 δ

(2)
33 δ

(2)
34 ε

(2)
32 ε

(2)
33

1
. . .

µ
(2)
11 µ

(2)
12 1

µ
(2)
21 µ

(2)
22 µ

(2)
23 µ

(2)
24 ζ

(2)
22 ζ

(2)
23

µ
(2)
31 µ

(2)
32 µ

(2)
33 µ

(2)
34 ζ

(2)
32 ζ

(2)
33

µ
(2)
42 µ

(2)
43 1

. . .



,

where the relevant entries are given by

δ
(2)
33 = α2

4(a−1
3 − b3c3) + α4β4(µ(1)

32 b3 + δ
(1)
23 ) + β2

4δ
(1)
22 ,

µ
(2)
22 = α2

4µ
(1)
22 − α4β4(µ(1)

23 + µ
(1)
32 a3)− β2

4a3c3,

µ
(2)
23 = α2

4µ
(1)
23 + α4β4(a3c3 + µ

(1)
22 )− β2

4µ
(1)
32 a3,

µ
(2)
33 = −α2

4a3c3 + α4β4(µ(1)
23 + µ

(1)
32 a3) + β2

4µ
(1)
22 ,

ε
(2)
22 = α2

4ε
(1)
22 − α4β4ζ

(1)
32 b3 + β2

4b3,

ε
(2)
33 = α2

4b3 + α4β4ζ
(1)
32 b3 + β2

4ε
(1)
22 ,

(4.4)

and

δ
(2)
34 = −α4b3d4, ε

(2)
32 = α2

4ζ
(1)
32 b3 + α4β4(ε(1)

22 − b3),
µ

(2)
12 = α4µ

(1)
12 − β4µ

(1)
13 , ζ

(2)
22 = α2

4ζ
(1)
22 − α4β4ζ

(1)
32 a3 + β2

4 ,

µ
(2)
24 = β4a3d4, ζ

(2)
23 = α4β4(ζ(1)

22 − a3)− β2
4ζ

(1)
32 a3,

µ
(2)
34 = −α4a3d4, ζ

(2)
32 = α2

4ζ
(1)
32 a3 + α4β4(ζ(1)

22 − 1),
µ

(2)
43 = −α4d4, ζ

(2)
33 = α2

4a3 + α4β4ζ
(1)
32 a3 + β2

4ζ
(1)
22 .

(4.5)

The (1, 1) entry is not altered by this transformation: µ(2)
11 = µ

(1)
11 = µ11.

A symplectic Givens transformation G3 is employed to zero the (n + 3, n + 2)
element in HT

2 X3Y3G
T
2 Z1G2H2. This implies that G3 = G3(α5, β5) has to be

chosen such that

[
α5 β5

−β5 α5

] [
ε

(2)
32

ζ
(2)
32

]
=
[
?
0

]
.(4.6)
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The resulting matrix G3H
T
2 X3Y3G

T
2 Z1G2H2G

T
3 is given by



1
δ

(3)
21 δ

(3)
22 δ

(3)
23 δ

(3)
24 ε

(3)
22 ε

(3)
23

δ
(3)
31 δ

(3)
32 δ

(3)
33 δ

(3)
34 ε

(3)
32 ε

(3)
33

1
. . .

µ
(3)
11 µ

(3)
12 1

µ
(3)
21 µ

(3)
22 µ

(3)
23 µ

(3)
24 ζ

(3)
22 ζ

(3)
23

µ
(3)
32 µ

(3)
33 µ

(3)
34 ζ

(3)
33

µ
(3)
42 µ

(3)
43 ζ

(3)
43 1

. . .



,

where the relevant entries are given by

δ
(3)
33 = α2

5δ
(2)
33 + α5β5(µ(2)

33 + ε
(2)
33 ) + β2

5ζ
(2)
33 , δ

(3)
34 = α5δ

(2)
34 + β5µ

(2)
34 ,

ε
(3)
33 = α2

5ε
(2)
33 + α5β5(ζ(2)

33 − δ
(2)
33 )− β2

5µ
(2)
33 , ε

(3)
32 = α5ε

(2)
32 + β5ζ

(2)
32 ,

µ
(3)
33 = α2

5µ
(2)
33 + α5β5(ζ(2)

33 − δ
(2)
33 )− β2

5ε
(2)
33 , µ

(3)
23 = α5µ

(2)
23 + β5ζ

(2)
23 ,

µ
(3)
34 = α5µ

(2)
34 − β5δ

(2)
34 , µ

(3)
43 = α5µ

(2)
43 ,

ζ
(3)
33 = α2

5ζ
(2)
33 − α5β5(µ(2)

33 + ε
(2)
33 ) + β2

5δ
(2)
33 , ζ

(3)
23 = α5ζ

(2)
23 − β5µ

(2)
23 ,

ζ
(3)
43 = −β5µ

(2)
43 .

(4.7)

Some of the relevant entries do not change:

ε
(3)
22 = ε

(2)
22 , ζ

(3)
22 = ζ

(2)
22 ,

µ
(3)
12 = µ

(2)
12 , µ

(3)
22 = µ

(2)
22 ,

µ
(3)
24 = µ

(2)
24 , µ

(3)
11 = µ

(2)
11 = µ

(1)
11 = µ11.

Finally the (3, n+ 2) element of G3H
T
2 X3Y3G

T
2 Z1G2H2G

T
3 is annihilated using

a symplectic Gauss transformation L3. Hence, we have to compute τ2 and ψ2 such
that


τ2 ψ2

τ2 ψ2

τ−1
2

τ−1
2



ε

(3)
22

ε
(3)
32

ζ
(3)
22

0

 =


?
0
?
0

 .(4.8)
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We obtain that L3G3H
T
2 X3Y3G

T
2 Z1G2H2G

T
3 L

T
3 is given by

1
δ

(4)
21 δ

(4)
22 δ

(4)
23 δ

(4)
24 ε

(4)
22 ε

(4)
23

δ
(4)
32 δ

(4)
33 δ

(4)
34 ε

(4)
33

1
. . .

µ
(4)
11 µ

(4)
12 1

µ
(4)
21 µ

(4)
22 µ

(4)
23 µ

(4)
24 ζ

(4)
22 ζ

(4)
23

µ
(4)
32 µ

(4)
33 µ

(4)
34 ζ

(4)
33

µ
(4)
42 µ

(4)
43 ζ

(4)
43 1

. . .



,

where the relevant entries are given by

δ
(4)
33 = τ2

2 δ
(3)
33 + ψ2τ2µ

(3)
23 , δ

(4)
34 = τ2δ

(3)
34 + ψ2µ

(3)
24 ,

µ
(4)
22 = µ

(3)
22 + ψ2ζ

(3)
23 /τ2, µ

(4)
23 = µ

(3)
23 + ψ2ζ

(3)
22 /τ2,

µ
(4)
12 = µ

(3)
12 τ2, µ

(4)
24 = µ

(3)
24 /τ2,

µ
(4)
34 = µ

(3)
34 /τ2, µ

(4)
43 = µ

(3)
43 τ2,

ζ
(4)
22 = ζ

(3)
22 /τ

2
2 , ζ

(4)
23 = ζ

(3)
23 /τ

2
2 ,

ζ
(4)
33 = ζ

(3)
33 /τ

2
2 , ζ

(4)
43 = ζ

(3)
43 /τ2,

ε
(4)
33 = ε

(3)
33 + ψ2ζ

(3)
23 /τ2.

(4.9)

Again, some of the relevant entries are not altered:

ε
(4)
22 = ε

(3)
22 = ε

(2)
22 ,

µ
(4)
11 = µ

(3)
11 = µ

(2)
11 = µ

(1)
11 = µ11,

µ
(4)
33 = µ

(3)
33 .

Now the parameters ã2, b̃2, c̃1, and d̃2 can be read off:

ã2 = ζ
(4)
22 , b̃2 = ε

(4)
22 = ε

(3)
22 , c̃1 = −µ(4)

11 = −µ11, d̃2 = −µ(4)
12 .

Forming X̃2Ỹ1 we see that Z2 = Ỹ −1
1 X̃−1

2 L3G3H
T
2 X3Y3G

T
2 Z1G2H2G

T
3 L

T
3 is given

by

Z2 =



1
1
δ

(5)
32 δ

(5)
33 δ

(5)
34 ε

(5)
33

1
. . .

1
µ

(5)
22 µ

(5)
23 µ

(5)
24 1 ζ

(5)
23

µ
(5)
32 µ

(5)
33 µ

(5)
34 ζ

(5)
33

µ
(5)
42 µ

(5)
43 ζ

(5)
43 1

. . .



,
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where only the elements

ζ
(5)
23 = ζ

(4)
23 /ζ

(4)
22 ,

µ
(5)
2k = µ

(4)
2k /ζ

(4)
22 ,

for k = 2, 3, 4.(4.10)

changed.
Comparing Z1 and Z2, the bulge has been chased down exactly one row and

column in each block. The same sequence of symplectic Givens, Householder and
Gauss transformations as in the last four steps can be used to chase the bulge one
more row and column down in each block. Therefore, renaming

δ22 = δ
(5)
33 , δ23 = δ

(5)
34 ,

ε22 = ε
(5)
33 , µ11 = µ

(5)
22 ,

µ12 = µ
(5)
23 , µ13 = µ

(5)
24 ,

µ22 = µ
(5)
33 , µ23 = µ

(5)
34 ,

µ32 = µ
(5)
43 , ζ12 = ζ

(5)
23 ,

ζ22 = ζ
(5)
33 , ζ32 = ζ

(5)
43 ,

and repeating the computations (4.1)–(4.10), we obtain

ã3 = ζ
(4)
22 , b̃3 = ε

(4)
22 ,

c̃2 = −µ(4)
11 , d̃3 = −µ(4)

12 .

Iterating like this, the parameters ã1, . . . , ãn−1, b̃1, . . . , b̃n−1, c̃1, . . . , c̃n−2, and d̃2,

. . . , d̃n−1 can be computed.
For the final step of the algorithm, let us consider the matrix Zn−1. It has the

form 
In−2

1
δ δ ε

In−2

µ µ 1 ζ
µ µ ζ

 .
A symplectic Givens transformation Gn has to be applied to zero the (2n− 1, 2n)
entry of Zn−1. The transformation GTnZn−1Gn does not cause any fill-in. Hence,
the remaining parameters ãn, b̃n, c̃n−1, c̃n, and d̃n can be read off, as

X̃nỸn−1Ỹn =



In−2

1
−b̃nd̃n ã−1

n − b̃nc̃n b̃n
In−2

−c̃n−1 −d̃n 1
−ãnd̃n −ãnc̃n ãn

 ,

and GTnZn−1Gn are symplectic butterfly matrices of the same form.
Using the same renaming convention as above, this implies that for the Givens

transformation Gn, the scalars α6 and β6 have to be determined such that

[µ12 ζ12]
[

α6 β6

−β6 α6

]
= [? 0] .
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Applying the transformation, the following matrix entries change:

µ12 = α6µ12 − β6ζ12,

µ22 = β6(α6δ22 − β6ε22) + α6(α6µ22 − β6ζ22),
ζ22 = α6(β6µ22 + α6ζ22) + β6(β6δ22 + α6ε22),
ε22 = α6(β6δ22 + α6ε22)− β6(β6µ22 + α6ζ22),
δ22 = α2

6δ22 − α6β6(ε22 + µ22) + β2
6ζ22.

The parameters ãn, b̃n, c̃n−1, c̃n, and d̃n are given by

ãn = ζ22,

b̃n = ε22,

c̃n−1 = −µ11,

c̃n = −µ22/an,

d̃n = −µ12.

Remark 4.1. a) No “optimality” is claimed for the form of the algorithm as
discussed above either with regard to operation counts or numerical stability.
Variants are certainly possible.

b) A careful flop count shows that one parameterized SR step as described above
requires 219n − 233 flops2 (assuming that the parameters of a symplectic
Givens transformation are computed using 6 flops, while those of a symplectic
Gauss are computed using 7 flops). This can be seen as follows. The initial
step requires 166 flops, the final one 39 flops. The computation of (4.2),
(4.4), (4.5), (4.7), (4.9), (4.10) require 47, 90, 48, 32, resp. 2 flops. These
computations have to be repeated n− 2 times, resulting in 219(n− 2) flops.
These flop counts assume that quantities like α2

j , β
2
j , αjβj , which are used

more than once, are computed only once in order to save computational time.
If the transformation matrix S is required, then 64n2− 128n flops have to be
added as 2n− 4 symplectic Givens transformations, n− 2 symplectic Gauss
transformations, and n− 2 symplectic Householder transformations with v ∈
R2 are used.

c) The development of a parameterized quadruple shift SR step is possible.
d) The presented parameterized double shift SR algorithm cannot be used to

mimic a quadruple shift. For a quadruple shift the spectral transformation
function

q4(λ) = (λ+ λ−1)2 − (µ+ µ−1 + µ+ µ−1)(λ+ λ−1)

+(µ+ µ−1)(µ+ µ−1)− 2

should be used. The shift µ should be chosen according to the generalized
Rayleigh-quotient strategy as explained in [4], [11]. That is, for a quadruple
shift, the eigenvalues of the 4× 4 symplectic matrix

G =


bn−1 bn−1cn−1 − a−1

n−1 bn−1dn
bn bndn bncn − a−1

n

an−1 an−1cn−1 an−1dn
an andn ancn


2Following [14], we define each floating point arithmetic operation together with the associated

integer indexing as a flop.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



PARAMETERIZED SR ALGORITHM FOR SYMPLECTIC MATRICES 1537

are chosen. We cannot work with a double shift step in the case that the
matrix G has eigenvalues µ, µ, µ−1, µ−1 ∈ C, |µ| 6= 1. One might have the
idea to first apply a double SR step with the driving polynomial

q
(1)
2 = (B − µI)(B − µI)B−1

followed by a double shift SR step with the driving polynomial

q
(2)
2 = (B − µ−1I)(B − µ−1I)B−1,

as this is equivalent to applying a quadruple SR step. The vectors q(1)
2 e1 and

q
(2)
2 e1 are of the form

ξ1e1 + ξ2e2 + ξ3en+1.

But the parameterized double shift SR step relies on the fact that for the
driving polynomial q2 we have

q2(B)e1 = ς1e1 + ς2e2.

5. The overall process

By applying a sequence of parameterized double shift SR steps to a symplectic
butterfly matrix B, it is possible to reduce the tridiagonal blocks in B to diagonal
form if B has only real eigenvalues or eigenvalues on the unit circle. The eigen-
problem decouples into simple symplectic 2× 2 eigenproblems. Decoupling occurs
if dj = 0 for some j. Therefore it is necessary to monitor the parameters dj in
order to bring about decoupling whenever possible. We proceed with the process
of applying double shift SR steps until the problem has completely split into sub-
problems of dimension 2. That is, until all parameters dj are equal to zero. The
complete process is given in Table 5.1. In a final step we then have to solve the
small subproblems.

In case the (2, 1) entry is zero, the problem is already in the desired form, but
we might have to reorder the eigenvalues on the diagonal such the smaller one is in
the (1, 1) position. Assume we have[

α t
0 α−1

]
,

where |α| ≥ 1. The reordering can be done as described in [14, Section 7.6.2] using
a Givens rotation QD such that the second component of QTD

[ t
α−α−1

]
is zero.

Otherwise, the subproblems are of the form

M =
[
bj bjcj − a−1

j

aj ajcj

]
.

The eigenvalues are given by λ± = (aicj + bj)/2±
√

(aicj + bj)2/4− 1. If these
eigenvalues are real, choose the one that is inside the unit circle and denote it by
λ. The corresponding eigenvector is given by[

λ− ajcj
aj

]
.

Then the orthogonal symplectic matrix

Q =
1√

(λ− ajcj)2 + a2
j

[
λ− ajcj −aj

aj λ− ajcj

]
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Table 5.1. Parameterized double shift SR algorithm for butterfly matrices

Algorithm: Parameterized Double Shift SR Algorithm for Butterfly Matrices

Given the parameters a1, . . . , an, b1, . . . , bn, c1, . . . , cn, d2, . . . , dn of a sym-
plectic butterfly matrix B, the following algorithm computes the parameters
ã1, . . . , ãn, b̃1, . . . , b̃n, c̃1, . . . , c̃n, d̃2, . . . , d̃n of a symplectic butterfly matrix B̃
that is similar to B. All d̃j are zero. Thus the eigenproblem for B̃ decouples
into 2×2 symplectic eigenproblems. B is assumed to have only real eigenvalues
or eigenvalues on the unit circle.

let d1 = 0
q = n+ 1, p = 1
repeat until q = p

set all dj to zero that satisfy dj ≤ ε
find the largest nonnegative q and the smallest nonnegative p such that

d1 = · · · = dp = 0 6= dp+1 dq−1 6= dq = · · · = dn = 0

if q 6= p
perform a parameterized double shift SR step on
ap+1, . . . , aq−1, bp+1, . . . , bq−1, cp+1, . . . , cq−1, dp+1, . . . , dq−1

end
end

solve the 2× 2 subproblems as described in the text

transforms M into upper triangular form

QTMQ =
[
λ ?
0 λ−1

]
.

In case |λ±| = 1, we leave M as it is. Embedding Q into a 2n × 2n symplectic
Givens transformation in the usual way, we can update the 2n× 2n problem. The
above described process computes the real Schur form of M using a (symplectic)
Givens transformation. In our implementation we use the Matlab routine “schur”
for this purpose instead of the explicit approach above. In this case we might have
to order the eigenvalues on the diagonal as there is no guarantee that “schur” puts
the eigenvalue inside the unit circle into the (1, 1) position.

Remark 5.1. The parameterized double shift SR algorithm for butterfly matrices
as given in Table 5.1 requires about 146n2 flops. If the transformation matrix S is
accumulated, an additional 28n3 flops have to be added. This estimate is based on
the observation that 2

3 SR iterations per eigenvalue are necessary.

6. Numerical examples

The parameterized butterfly SR algorithm for computing the eigenvalues of sym-
plectic matrices was implemented in Matlab Version 5.1. Numerical experiments
comparing the algorithm presented here with the double shift SR algorithm were
performed on a SPARC Ultra 1 Creator workstation.
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For the tests reported here, n × n diagonal matrices D were generated using
Matlab’s “rand” function. Then a symplectic matrix S was constructed such that
S = MT diag(D,D−1)M , where M ∈ R2n×2n are randomly generated symplectic
orthogonal matrices. This guarantees that all test matrices have only real-valued
pairs of eigenvalues {µ, µ−1}, µ ∈ R. Hence, using only double shift Laurent poly-
nomials to drive the SR step, the corresponding butterfly matrices can be reduced
to butterfly matrices such that the (1, 2) and (2, 2) blocks are diagonal (that is, all
parameters dj are zero).

In order to detect deflation in the parameterized SR algorithm, parameters dj
were declared to be zero during the iteration when

dj ≤ 10 · n · eps
was fulfilled, where the dimension of the problem is 2n×2n and eps ≈ 2.2204∗10−16

is Matlab’s floating point relative accuracy. Deflation in the double shift SR
algorithm was determined by a condition of the form

|hp+1,p| ≤ 10 · n · eps(|hpp|+ |hp+1,p+1|).(6.1)

While symplecticity is forced by the parameterized SR algorithm, its has to be
enforced after each double shift SR step. Otherwise symplecticity is lost in the
double shift SR algorithm.

All tests showed that the parameterized SR algorithm and the double shift SR
algorithm (with symplecticity enforced after each SR step) compute the eigenvalues
to about the same accuracy. But the parameterized SR algorithm converged slightly
faster than the double shift SR algorithm, exhibiting the same cubic convergence
behavior (see [4], [11] for a discussion and numerical examples). Figure 1 shows the
average number of iterations needed for convergence using the parameterized SR

Figure 1. Average number of iterations, 100 examples for each dimension
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algorithm and the double shift SR algorithm. The average number of iterations
needed for convergence of a pair of eigenvalues tends to be around 4

3 iterations.
In order to compute the average number of iterations needed for convergence,

100 symplectic matrices S for each of the dimensions 2n × 2n for n = 4 : 40
were constructed as described above. It was observed that the parameterized SR
algorithm converges typically slightly faster then the double shift SR algorithm. For
most of the test examples, the parameterized SR algorithm was as fast or faster
than the double shift SR algorithm. Just for very few examples, the parameterized
SR algorithm needed more iteration than the double shift SR algorithm, and then
only up to 3 iterations more. Mostly this was due to the fact that the deflation
criterion for the parameterized SR algorithm is somewhat more strict than the one
for the double shift SR algorithm. Similar results were obtained for test matrices
S = MT

[
D F
0 D−1

]
M , where D,F are random diagonal n× n matrices and M is as

before.

7. Conclusions

In this paper we have derived a parameterized version of the butterfly SR al-
gorithm that works only on the 4n − 1 parameters which uniquely determine a
butterfly matrix. Symplecticity is forced in every step of the algorithm. The pa-
rameterized butterfly SR algorithm is an efficient structure-preserving algorithm
for computing the eigenvalues of symplectic matrices. Using Laurent polynomials as
shift polynomials, cubic convergence can be observed. The parameterized butterfly
SR algorithm converges slightly faster than the SR algorithm. The eigenvalues are
computed to about the same accuracy.
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