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Abstract
The Sammen Om Demens (together for dementia), a citizen science project developing and implementing an AI-based 
smartphone app targeting citizens with dementia, is presented as an illustrative case of ethical, applied AI entailing inter-
disciplinary collaborations and inclusive and participative scientific practices engaging citizens, end users, and potential 
recipients of technological-digital innovation. Accordingly, the participatory Value-Sensitive Design of the smartphone app 
(a tracking device) is explored and explained across all of its phases (conceptual, empirical, and technical). Namely, from 
value construction and value elicitation to the delivery, after various iterations engaging both expert and non-expert stake-
holders, of an embodied prototype built on and tailored to their values. The emphasis is on how moral dilemmas and value 
conflicts, often resulting from diverse people’s needs or vested interests, have been resolved in practice to deliver a unique 
digital artifact with moral imagination that fulfills vital ethical–social desiderata without undermining technical efficiency. 
The result is an AI-based tool for the management and care of dementia that can be considered more ethical and democratic, 
since it meaningfully reflects diverse citizens' values and expectations on the app. In the conclusion, we suggest that the 
co-design methodology outlined in this study is suitable to generate more explainable and trustworthy AI, and also, it helps 
to advance towards technical-digital innovation holding a human face.

Keywords Value-sensitive design · Applied AI · Citizen science · Stakeholder engagement · eHealth and mHealth 
technologies · Explainable and trustworthy AI

1 Introduction

By definition, Value-Sensitive Design (VSD) is a popular 
tripartite and iterative methodology for the design of ethical 
technologies compounded by three main phases: conceptual, 
empirical, and technological (see [36, 52, 53, 131–133] inter 

alia) that has been applied to develop manifold ethical tech-
nological-digital tools and infrastructures (more details in 
Sect. 3. As Friedman et al. sum up, VSD is “a theoretically 
grounded approach to the design of technology that accounts 
for human values in a principled and comprehensive man-
ner throughout the design process” (Friedman et al. [56], p. 
1; see also, Friedman et al. [55]). More recently, VSD has 
been connected to the so-called “AI for social good” [129].

In this paper, we aim to demonstrate how VSD can prof-
itably be applied to the design of AI, digital health, and 
mHealth/eHealth1 technologies targeting vulnerable individ-
uals such as people living with dementia, who are directly 
involved in all its three phases. The World Health Organiza-
tion (WHO) defines mHealth/eHealth as “the use of mobile 
and wireless devices to improve health outcomes, healthcare 
services and, related research” ([141], p. 6). Consistently, 
an AI-based smartphone app belonging to such mHealth/
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eHealth technologies has been developed in the Sammen Om 
Demens (SOD) project (together for dementia). This project 
is promoted by the Danish municipality of Nyborg (South-
ern Denmark region) within the frame of “smart cities”2 
initiatives and an overall strategy for the management and 
care of dementia3 actively involving the local community. 
Briefly, the SOD app can transform a smartphone in an AI-
based tracking device (a form of the so-called surveillance 
technology) that automatically detects when a person with 
dementia gets lost, and hence, it triggers an alert to families 
and local, nearest volunteers to jointly involve them in a 
rescue operation (obviously, all of them must have previ-
ously downloaded the app in their smartphones). A citizen 
science stance has been adopted to validate an original co-
design approach; namely, an inclusive and participative VSD 
that entails to proactively engage relevant stakeholders (both 
experts and non-experts), end users, and potential recipi-
ents of the technology in question in its technical develop-
ment and in the outline of a protocol for its functioning. 
The rationale behind this strategy is to find a balance and 
legitimately trade-off between personal privacy of the users 
and functionality of the app (i.e., the surveillance ability).

Although a univocal definition is lacking, citizen sci-
ence is often used as an umbrella term to describe a variety 
of ways in which citizens and the public can participate in 
research activities producing knowledge (as data collectors 
and co-analysts, as policy co-developers and so on) inspired 
by the principles of co-creation, cooperation, sustainability, 
and social impact. Frequently, the term is employed to bring 
together scientific ideals, such as participatory science, post-
normal science, civic science, and crowd science (see [68, 
138]). A new-fangled movement has been led by the Euro-
pean Citizen Science Association (ECSA) wherein a mul-
tidisciplinary community of scholars and practitioners has 
established the ten leading principles of citizen science [65, 
66, 102]4. While providing new principles or definitions of 
citizen science is not an aim of this study, the general ideal 
behind this stance has been adopted to frame the participa-
tory VSD of the SOD mHealth app and justify the direct 
involvement of a wide range of stakeholders; in primis citi-
zens with dementia (CwD), but also relatives, social work-
ers, healthcare professionals, and citizen representatives 

from the (local) public in the making of a prototype and the 
establishment of an agreed protocol for the app implementa-
tion and usage.

The pragmatic approach adopted in this study is rather 
original for two main reasons: (a) engaging stakeholders 
with cognitive or mental problems is not a common praxis 
either in dementia studies [12, 16, 109]5 or in the design of 
eHealth/mHealth technologies aimed at improving mental 
healthcare targeting individuals with cognitive impairments 
(see Maathuis et al. [84], p. 872). Additionally, in the exist-
ing VSD literature, a few studies have reported iterations 
directly coming from promised enhanced design practices 
incorporating values (see [140], p. 3) and this trend com-
prises eHealth/mHealth technologies. A remarkable excep-
tion concerning the involvement of patients with mental dis-
eases in VSD is represented by the design of a “web-based 
QoL-instrument” for measuring people’s mental health 
problems (see Maathuis et al. [84]).6 Here, values, such as 
autonomy, efficiency, empowerment, universal usability, pri-
vacy, redefinition of roles, (redistribution) of responsibili-
ties, reliability, solidarity, surveillance, and trust, are seen 
to be central for the technology to develop. Although stake-
holders’ values are elicited by means of participative prac-
tices and empirical methods, a persistent limitation of this 
study relies on reporting only the first stages of VSD (con-
ceptual and empirical phases). The most important phase 
of VSD, namely, the technical phase in which previously 
selected values are weighed and prioritized to be meaning-
fully embodied in the prototype of a brand-new technology 
having ethical and social importance, is missing.

This is not surprising since how to translate a set of 
abstract values into concrete design requirements and tech-
nical solutions is a big challenge in technological design 
and a notorious pending task in the current AI studies (see 
[35] Ch. 6–12, [89]). That is, producing embodied AI and 
technological-digital tools reflecting not only desirable val-
ues and virtuous principles but also capable of producing the 
expected positive ethical–social effects once implemented in 
society, seems difficult enough (e.g., AI enhancing human 
agency, trust or, fairness). Due to an exclusive focus on the 
conceptual level and in selecting a set of universal values, 
mainstream accounts in AI ethics [50, 51, 125] or digital 
humanities [14] seem unable to satisfactorily link theory 
and practice. As recently evidenced by Gerdes [61] despite 

2 “Smart cities” is the name of the program by the Danish municipal-
ity of Nyborg (the SOD app belongs to) that aims to boost the use of 
AI and technology in the daily life.
3 The SOD mHealth app is part of the strategy 2020–25 of Nyborg’s 
municipality regarding management of dementia and how to provide 
care to affected citizens. You can find it here: https:// acrob at. adobe. 
com/ link/ review? uri= urn: aaid: scds: US: bc338 554- 4d33- 3a0d- b38e- 
3eb35 225c3 54 (in Danish).
4 Find the ECSA report on citizen_science_-_v1_final.pdf and the 10 
Principles of Citizen Science—Retrieved on 26th February 2023.

5 The direct involvement of people living with dementia is often dis-
couraged in scientific research (preceding policy making. By being 
based on surveys, applied studies regularly ask to healthy people or 
nurses and doctors how they would feel, think, or act if sick with 
dementia (see [15, 42, 75]. Some remarkable exceptions to these 
trends are found in [22, 124, 139].
6 “QoL-instrument” (quality of life instrument) is the name given to 
the tools by Maathuis et al. [84].

https://acrobat.adobe.com/link/review?uri=urn:aaid:scds:US:bc338554-4d33-3a0d-b38e-3eb35225c354
https://acrobat.adobe.com/link/review?uri=urn:aaid:scds:US:bc338554-4d33-3a0d-b38e-3eb35225c354
https://acrobat.adobe.com/link/review?uri=urn:aaid:scds:US:bc338554-4d33-3a0d-b38e-3eb35225c354
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substantial theoretical advancements in AI ethics, such as 
the emerging field of “AI ethics by design” [21, 129], either 
interdisciplinary teamwork or practical applications of par-
ticipatory methods, jointly involving AI experts and citi-
zens/the public in the design of AI-based technologies and 
algorithms, are still rather infrequent at an applied science 
level. However, these aspects seem crucial to advance the 
current applied research on explainable AI and trustworthy 
AI, especially in view of engendering public trust on algo-
rithmic decisions and technical-digital innovation generated 
[48, 49, 95, 98]. Both interdisciplinarity and participatory 
design practices, we maintain, can be fruitful to open the 
“black box” in ways that the AI and algorithms generated 
can publicly be acceptable; namely, AI and algorithms can 
be perceived as effective, fair, secure, and trustworthy, since 
the design process is sufficiently transparent (inclusive, par-
ticipative and, value-sensitive), and thus, outputs are well 
understood by recipients.

In this paper, the shortcomings regarding interdisciplinar-
ity and stakeholder participation in the fields of AI ethics and 
AI ethics by design are addressed by focusing on the partici-
patory VSD of the SOD mHealth app. While we do not dis-
cuss why the design of AI should involve ethical considera-
tions (this is assumed from the beginning) or specific values 
(as usual in AI ethics), the main focus is on the rationale of 
the design process to extrapolating pragmatic considerations. 
In contrast to standard approaches to ethical AI, this study 
is less concerned with discussing ethical objections arising 
in the design of AI, and instead, it concentrates on how both 
elements (interdisciplinarity and stakeholder participation) 
have been accommodated in the actual doing of the SOD app 
and clarifies the advantages for delivering ethical AI with 
higher social relevance and utility. Quite originally, the fol-
lowing sections report all phases of VSD: from (empirical) 
value construction and value elicitation to the delivery after 
several iterations, all of them actively engaging a wide range 
of diverse stakeholders, of an embodied prototype mean-
ingfully built on their values. In targeting the stakeholder 
engagement and participatory design activities within the 
SOD app/project, an emphasis is on how value dilemmas 
and value conflicts, regularly resulting from diverse people’s 
needs or vested interests, have been resolved pragmatically 
to deliver a unique digital artifact with moral imagination 
that fulfills vital ethical–social–democratic desiderata with-
out weakening technical efficiency (as often believed by 
technical people/scholars). To our knowledge, it is the first 
time that an AI-based technology for the management and 
care of dementia (a comprehensive review in [67]) has been 
developed by directly involving a wide range of stakehold-
ers, including CwD, through innovative, participatory VSD 
methods (on that, see also Andersen and Chiarandini [7]).

In the next sections, the importance of adopting a proce-
dural ethics stance and procedural values (i.e., an original, 

procedural-deliberative VSD) and thus, of choosing design 
values underlying the SOD app by means of empirical tech-
niques holding a dialogic-deliberative rationale, is stated and 
defended against rival views (Sect. 3). Next, we expound on 
how different people's values have been elicited by means 
of an inclusive and participative empirical procedure and 
translated into concrete design requirements and specific 
embodied technical-digital solutions (Sects.  4, 4.1, 4.2 
and, 5). Finally (Sect. 6), we suggest that the co-design 
methodology resulting from the participatory VSD of the 
SOD mHealth app could profitably be extended to other AI 
fields and digital technologies to generate genuine, human-
centered and society-oriented AI and technological-digital 
innovation.

2  The case: the Sammen om Demens project 
(together for dementia)

The Sammen Om Demens (SOD) is a citizen science project 
co-funded by the municipality of Nyborg (Southern Den-
mark region) and TrygFonden (a private foundation)7 that is 
developing a smartphone app targeting citizens with mild-
to-moderate forms of dementia with the aim of enhancing 
their and their relatives’ safety, well-being, and quality of 
life. The SOD mHealth app8 is the result of a close col-
laboration of public and private actors with a university9 to 
carry out genuine interdisciplinary teamwork and participa-
tory science practices engaging relevant stakeholders. The 
methodology known as VSD has been adopted to concep-
tualize and develop both the user interfaces and (partly) the 
detection algorithms underlying the surveillance technol-
ogy in question. As it is anticipated, the SOD mHealth app 

7 TrygFonden is a Danish non-profit private foundation supporting 
nationwide and regional projects increasing security in Denmark. The 
foundation works with five overarching goals: (1) Safer communities, 
(2) Strengthened membership relationship, (3) Solid insurance com-
pany, (4) Robust earnings, and (5) Strong cohesion. TrygFonden's 
strategy and action plan is aimed at high levels of distribution and 
dissemination and knowledge sharing by contributing to research and 
a good dialogue with external actors to develop joint solutions. See 
website: https:// www. trygh ed. dk/.
8 The SOD app further develops the concept of TrygFonden’s 
Hjerteløber app (heart runner app). When a person is hit by a heart 
attack, the app sends an alarm that activates the nearest volunteers 
who ought to reach the nearest public automated external defibrillator 
(AED) and bring it to the affected person in need of help.
9 Respectively, the municipality of Nyborg (Southern Denmark 
region) is the main promoter, while the Ovdal ApS (a private IT ser-
vices company) is the developer/manufacturer of the user interface. 
On the top of that, the team at the University of Southern Denmark 
(SDU) has coordinated the different parts of the project, implemented 
the AI backend, and carried out the technological design applying 
participatory VSD methods.

https://www.tryghed.dk/
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transforms a smartphone in a tracking device aimed at help-
ing citizens with dementia (CwD) who got lost (so-called 
“wandering” behavior) to get in contact with their relatives 
and be rescued by way of the support of volunteering citi-
zens. If a CwD deviates from his/her usual route, the SOD 
app automatically triggers an alarm that activates a relative 
and three volunteers in the proximity (which contacts and 
profiles are recorded by the app) who will intervene to bring 
the lost person to a safe place (e.g., the local dementia cen-
tre, a police station and, the like) to finally, meet the next 
of kin who is in charge of managing and co-ordinating the 
entire “rescue operation” (as we named this task in the SOD 
project). For final users (CwD, volunteers and, relatives), the 
SOD app consists of three main components, each supplying 
a different functionality. First, a knowledge bank10 provid-
ing citizens with ready-to-use information on dementia as 
a disease and the related services offered by the municipal-
ity of Nyborg. This part includes guidelines for recogniz-
ing the disease and obtaining advice on how to get aid and 
assistance from local health authorities specialized in the 
treatment and management of dementia and affected people. 
Second, a help component embedding the main functionali-
ties of the app which, in the case of need, activates relatives 
and the three nearest volunteers. This is the element that 
has been developed by applying participatory VSD methods 
indeed, how stakeholders’ input has been used to shape its 
main technical features is described extensively (this paper, 
Sect. 5). Finally, the SOD app includes a recreational activ-
ity calendar meant to facilitate social gathering and enable 
encounters between CwD and local volunteers who share 
the same interests. An additional task of this last compo-
nent (currently inactive)11 will be to assist CwD in finding 
accompanying persons for events or activities of common 
interest. A conceptual map summarizing the content of the 
SOD app is shown in Fig. 1.

3  The participatory VSD of the SOD mHealth 
app: the theory

In recent times, different ethical methods have been devised 
to incorporate human values in the design of AI and techno-
logical innovation and they have been applied to a number 
of different fields to develop digital-technological artifacts 
embracing an ethical stance (comprehensive reviews in [43, 
140]).

Particularly, VSD12 has been applied successfully (first) 
to the field of information and communication technologies 
(ICTs) (see [18, 19, 47, 55, 57, 87], and over the years, the 
approach has been extended to the fields of energy technolo-
gies [28, 40, 91], artificial intelligence [29, 105, 128, 129], 
and nanotechnology [126, 127]. In the same line, VSD has 
been employed to develop specific medical technologies. 
For example, Denning et al. [39] used the VSD framework 
to inform the design of security mechanisms for wireless 
implantable medical devices (IMDs). While Schikhof et al. 
[115], Dahl and Holbø [37], and Burmeister [26] applied 
the principles of VSD to develop assistive technologies 
to be used in dementia care, Van Wynsberghe [135] used 
VSD to create a framework for the design of care robots. 
Whereas VSD has predominantly been applied in the field 
of Human–Computer Interaction (HCI),13 medical and care 
technologies in somatic health care, including dementia 
care, have been benefitted by this approach too. However, 
VSD has barely been used to support the design of eHealth/
mHealth technological innovation (an exception is Maathuis 
et al., [84]) where ethical reflection is urgently needed to 
figure out which values can be ascribed in similar tools and 
how they would shape future technical developments and 
actual uses (on the need of ethical insights, see [27, 44, 
82, 83, 110]. In this kind of research, one foremost critical 
aspect, from both a philosophical and practical standpoint, is 
how to select the values of ethical and social importance—
according to what ethical theory—that VSD should rely on 
to develop ethical AI and digital technologies capable of 
addressing moral dilemmas and/or solving social problems 
associated to the technology under construction understood 
in its concrete settings of use [76, 85].

Two issues are central in practical applications:

1. the values of whom: should values be selected (a) by an 
expert judgment or (b) by engaging stakeholders from 
civil society or (c) by relying on (powerful) institutional 
promoters’ and/or technologist-designer’ values?

2. values should be elicited by means of what methods: 
(a) by abstract ethical reasoning and conceptual analysis 

10 Although the functions of the app vary slightly and different things 
will be available to different stakeholders, the information in the 
knowledge bank is the same for everybody and available to all. The 
plan is to connect the knowledge bank of the SOD app via a forum 
to “Nationalt Videnscenter for demens” (national knowledge centre 
for dementia). National Knowledge Centre for Dementia|National 
Knowledge Centre for Dementia (videnscenterfordemens.dk). Last 
retrieved 12th October 2022.
11 The SOD app entails a matching component that, although devel-
oped, is currently kept idle. Activities and information about the pro-
ject can be found in the SOD project website (at the time of inter-
views, it was under construction). See https:// sod. sdu. dk.

12 A critical introduction of VSD and VSD methods in [53].
13 A survey of VSD methods in human–computer interaction in [54].

https://sod.sdu.dk
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or (b) by making a document analysis of former stud-
ies on similar technologies or (c) by applying empirical 
techniques (quantitative/qualitative methods) to engage 
stakeholders, end users, potential recipients, and the 
public?

Although latest appraisals of studies in AI ethics have 
shown that the philosophical underpinnings of this academic 
field should be rethought since, only a small number of texts 
mentions any major philosophical tradition or concept [9], 
some core meta-ethical aspects actually emerge. Mainstream 
approaches to ethical AI and principled reflection on digital 
technologies, for instance, so-called “technological design 
for wellbeing (WB)” and “AI for social good (AI4SG)” regu-
larly adopt substantive ethics; namely, front-loading, expert-
led, and top–down approaches to the selection of values and 
ethical principles informing technological-digital develop-
ment and design practices (see [25, 50, 51, 76, 120, 121, 
125, 130] inter alia). This interpretation is also common 
in the emerging field of “AI ethics by design” (see [21], 
also when adopting VSD methods [29, 129], in which rely-
ing on predefined ethical frameworks or an “objective list” 

of (allegedly) universal values is the standard.14 Regularly, 
AI-specific design principles, such as human autonomy, pre-
vention of harm, fairness, and explicability, are indicated as 
the best ethical principles to develop prototypes of moral 
AI and related technologies ([129], p. 287). Even if these 
values are remarkable, the main limitation (intrinsic to any 
substantive ethics approach) is that values and ethical prin-
ciples informing the design of AI and digital innovation are 
selected a priori by the theorist according to abstract ethical 
reflection or at best, some rather general ethical desiderata 
are chosen by the most powerful stakeholders (promoters 
and designers) regardless the ideals or specific needs of local 
stakeholders, end users, and other potential recipients. In this 
way, design values and moral standards behind them are sup-
posed to be universally valid and applicable irrespective of 
the technological-digital product at stake and the diversity in 
purpose or uses in different contexts and for diverse people.

Substantive ethical views and related ethical design pro-
cedures might be particularly detrimental for delivering AI 
and digital innovation targeting vulnerable individuals (i.e., 

e

Fig. 1  The conceptual map of the SOD app

14 On so-called “objective-list theories”, see [101].
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the SOD app is conceived for assisting cognitively challeng-
ing people), since their special needs would largely remain 
without consideration in the design process and, thus, in the 
embodied outputs. While a focus on substantive ethics and 
substantive values can be acceptable to formulate general 
guidelines and/or a posteriori assessment criteria for exist-
ing technologies, it seems rather insufficient in the case of 
technological-digital innovation, especially when highly 
contentious from an ethical–social standpoint. This is the 
case of surveillance technologies to which the AI-based 
SOD mHealth app legitimately belongs. They have been 
object of lively debates in recent years, but the efforts to go 
beyond the usual trade-off between privacy and security to 
ensure wider public acceptance have been scarcely effec-
tive [38, 58, 94]. The main problems of substantive, ethical 
views arise, precisely, when a set of abstract values, all of 
them reasonably important (the “moral overload” problem 
depicted by van den [134]), need to be selected, weighted, 
and prioritized to be translated into concrete design require-
ments and specific technical solutions. That is, the two 
phases of VSD suitable to deliver AI4SG called by van de 
Poel and Umbrello ([129], pp. 292–3) (a) formulation of 
design requirements and (b) prototyping (the most important 
aspects at an applied science level).

In both undertakings (formulating design requirements 
and prototyping), we argue that the procedural-deliberative 
VSD introduced by Cenci and Cawthorne [31], which ten-
ets underpin the participatory VSD of the SOD mHealth 
app, can be more adequate and fruitful than traditional sub-
stantive approaches to the good and value. As it is stated 
(cf. [31], p. 2651), and in contrast to (substantive) objec-
tive list theories, “the main ethical task does not rely on 
identifying a list of universal, ethical values but on avoiding 
ethical and scientific paternalism by guaranteeing the cor-
rectness of the social choice procedure behind the selec-
tion of plural and incommensurable values of ethical and 
social importance by extending participation and engage-
ment to the decision-making”. This version of VSD and 
the related “open framework most positive contribution” 
rely on “its procedural-deliberative tenets” that are “cru-
cial to achieve ethical-democratic goals such as enhancing 
stakeholders’ agency, positive freedom, self-determination 
as well as to boost transparency, legitimacy and account-
ability of both the ethical procedure and the chosen val-
ues and normative ideals” (cf. [31], p. 2651). To further 
expound into the substantive vis á vis procedural distinction 
in ethical theory and justice15 exceeds the objectives of this 

study that is concerned instead, with practical applications 
and the operationalization of the insightful assumptions of 
the procedural view espoused. Major practical advantages 
of a VSD incorporating a procedural ethics stance are for 
enhancing both the explicability and fairness of the AI-based 
technological innovation generated (i.e., the SOD app) and, 
as a result, they can boost public trust on the capacity of 
AI to solve pressing social problems (i.e., the ability of the 
SOD app to assist vulnerable citizens with dementia in their 
daily life and improving their safety and wellbeing). In this 
vein, the peculiarity of a procedural-deliberative VSD (i.e., 
a participatory VSD) is that the conceptual and empirical 
phases are carried out simultaneously by engaging moral 
players (e.g., AI/technology developers, institutional pro-
moters, end users, the public or, other relevant stakeholders) 
in creative, cooperative and, empowering dialogic processes 
(cf. [31], pp. 2654–5) aimed at selecting the foundational 
values informing the subsequent technological phase (see 
Fig. 2). The values previously selected are then, embodied 
in AI and digital tools having both moral and practical sig-
nificance, since they are built on and aligned to the inputs of 
end users and other potential recipients (i.e., the direct and 
indirect stakeholders’ inputs).

Fundamentally, we maintain that values and norma-
tive ideals underlying the creation of ethical AI and digi-
tal innovation should not be the result of abstract ethical 
reflections delivering a set of universal values, and then, 
merely juxtaposed to the technical solutions adopted by AI 
experts external to the whole process. In its place, scientific 
practices mirroring democratic processes (e.g., deliberative 
workshops) and empirical investigations into the social pref-
erences for value of a wide range of expert and non-expert 
stakeholders are believed to address both efficiency and vital 
ethical–social–democratic concerns more profitably. In the 
case of the SOD mHealth app, the espousal of the procedural 
VSD stance (instead of substantive ethics) has allowed pur-
suing scientific-technical and ethical–societal goals simul-
taneously; that is to say, pursuing the safety and well-being 
achievements for the primary end users (CwD) and more 
generally, key social objectives such as the social inclusion 
of disadvantaged individuals through technological progress 
and civic cooperation. The resulting co-design procedure 
is more ethical and democratic, since the values informing 

15 Addressing the substantive vis á vis procedural distinction in eth-
ical theory and justice exceeds the aims of this paper. For a classi-
cal philosophical paper discussing the tenets of substantive vis á vis 
procedural ethics, see [33]. In later times, and due to the existence of 
both a substantive and procedural version, the literature on the “Capa-
bility Approach” has reproposed the main terms of the debate in rela-
tion to technological development and technological design for WB 

or VSD (see [76, 92, 121]). This literature entails the procedural ver-
sion of VSD defended by Cenci and Cawthorne [31] that is adopted 
to frame the SOD project and the app design. On the importance of 
substantive, universal value, see [90]. Conversely, a “non-idealistic” 
procedural theory of justice based on “capabilities” is defended by 
Sen [106], also in opposition to classical “ideal” procedural theories 
of justice based on hypothetical value judgements and deliberations 
such as [97].

Footnote 15 (continued)
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design practices are negotiated by way of interpersonal criti-
cal scrutiny and deliberation, while the needs of vulnerable, 
disadvantaged stakeholders—the worst off16 can be prior-
itized by design.  Demonstrably, procedural values inferred 
from real deliberative scenarios, and not resulting from 
abstract moral reasoning and hypothetical deliberation, as 
traditional in classical procedural ethics views (e.g., John 
Rawls’ Theory of Justice [97]), are better suited to identify 
a “hierarchy of values” purposeful to “bridge the cooperative 
design gap” (see van de Poel [131]).

The procedural-deliberative stance behind the peculiar 
version of VSD defended here implies selecting design 
values by way of real deliberations among different stake-
holder groups. The resultant ethical procedure can be not 
only fairer (due to the direct involvement of stakeholders), 
but it can also point to explicit values correlated to certain 
technical solutions, since AI experts are actively involved 
in the entire value elicitation process: to assist participants 
with limited technical knowledge in taking well-informed 
decisions. Yet, this value elicitation procedure to be reason-
able enough demands to be carried out by means of recog-
nized empirical techniques (and by fulfilling their criteria of 
validity, reliability, and objectivity-impartiality). In keeping 
with these pragmatic procedural-deliberative tenets, in the 
SOD mHealth app, design values have been selected empiri-
cally by engaging local stakeholders via qualitative inquiry, 
and then, such values have been embodied in an AI-based 
tool better aligned to the actual values, needs and, vested 
interests of end users and other potential recipients in the 
concrete context of its use (on “value alignment” see [41]). 

A similar pragmatic, ethical procedure is not only more 
transparent and accountable, but the selected values are 
legitimate, since they are really shared among participants. 
As a result, the AI and digital tool generated can be more 
explainable, trustworthy, and acceptable for all stakeholder 
groups involved in the design process (likely, beyond partici-
pants to a qualitative micro-study). Thus, once implemented, 
the AI generated is expected to have a superior ability to 
enhance either individuals’ well-being or the social good 
(and not only for the people immediately involved in the 
design process).

As acknowledged, extending participation to non-expert 
citizens (beyond promoters, designers, and ethicists) is 
a pending task and major flaw at an applied science level 
of mainstream accounts in AI4SG supporting substantive 
ethics, that are highly questionable regarding their actual 
capacity to boost individual well-being or the social good in 
practice. Demonstrably, both goals (fostering well-being and 
social good) can better be attainable, once less-standardized 
technical-digital products are generated by systematically 
engaging the major possible number of stakeholder groups 
via (qualitative) participatory-deliberative methods. In the 
participatory VSD of the SOD app, the adoption of focus 
group-based methods is the empirical strategy adopted to 
achieve acceptable levels of transparency, accountability, 
and fairness in the eliciting procedures behind design values 
and, thus, to increase the trust in the AI-based tool gener-
ated. Precisely, vital democratic desiderata have been satis-
fied, by granting open debates among different stakeholder 
groups in which conflicting values, needs, or vested interests 
(and related design implications) has been conferred and 
evaluated by concentrating on their underlying reasons and 
pragmatic consequences; mainly, to balancing individual 
and social relevance and utility. In the hierarchy of values 

Fig. 2  Schema of an interactive 
and iterative VSD  (Source: 
Cawthorne and Cenci [30])

16 On how to design technologies fulfilling the values of democracy 
and justice and so intended as empowering the worst-off, see [96].
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ultimately adopted in the technical design of the SOD app 
(this paper, Sects. 4.1 and 4.2), special prominence has been 
given to the opinion of participants belonging to the most 
vulnerable end-user group (the worst off). Namely, CwD’s 
aspiration to safety and wellbeing but also their legitimate 
wish for safeguarding their personal autonomy and indi-
vidual freedom (as well as an acceptable level of privacy).

Major benefits of selecting design values by means of 
empirical methods mirroring democratic-deliberative pro-
cesses rely on that people’s dialogic interaction takes place 
at any moment of the decision-making while accepted stand-
ards of evidence and objectivity of the empirical methods 
applied are satisfied as well.17 In other words, the VSD of 
the SOD app can be taken as a paradigmatic example of 
applied AI incorporating the citizen science ideal, holding 
the values of liberal democracy and “interactive objectivity” 
[45, 46], since design values, and related design require-
ments, are obtained by scientific inquiry and design prac-
tices “ensuring processes of transparent critical discussion 
between (moral) agents” (see [13], p. 635). This social epis-
temological approach to objective science and social knowl-
edge production is meant to counteract pragmatically the 
bias typically associated with the losses of value-freedom/
neutrality by the traditional approaches to applied science 
(see [86], pp. 1–13 and Ch.14), and the well-known short-
comings of sociological studies of technology [79], without 
renouncing an ethical understanding or a moral foundation. 
Although an in-depth discussion on the epistemic value of 
deliberative democracy exceeds the scope of this study (on 
that, see [78]), we agree on the import of real democratic 
deliberations in selecting values for science and technologi-
cal design and, similarly, the relevance of liberal democratic 
values for the ethical design of AI and digital technologies 
(on that, see also Bozdag & van den Hoven, [20]).

The normative view defended in this study (underlying 
a procedural-deliberative VSD) is not merely plausible but 
become also highly practicable precisely, by further suppos-
ing methodical stakeholder engagement (i.e., a multi-stake-
holder approach18) and close interdisciplinary teamwork. 
Notoriously, both aspects were (until now) pending tasks 

in the ethical design of AI and technological-digital inno-
vation, since in most of “ethics-first” methods, stakehold-
ers’ involvement in establishing design values was absent 
or seldom successful (see [43]). Another clear advance-
ment introduced by the VSD of the SOD mHealth app is 
indeed, that a multidisciplinary expert team (i.e., philoso-
phers, social scientists, AI/data scientists, data protection, 
and communication specialists) has been actively involved 
in its creation from the beginning and through all phases of 
VSD (more details in the next sections). This strategy has 
avoided the usual division of labor between ethicists, social 
scientists, technologists, and AI experts, that is standard also 
in VSD (e.g., [136]), and thus, many ethical, epistemic and, 
pragmatic bias have been anticipated. That is to say, either 
the lack of technical understanding of ethicists and social 
scientists or the scarce concern of AI/technical experts for 
ethical problems and social consequences arising from the 
implementation and use of certain AI and technical-digital 
innovation in concrete settings have been avoided. In this 
way, the shortcomings of standard approaches to ethical AI 
and applied AI deriving by the lack of either ethical or tech-
nical understanding, and often resulting in mere a posteriori 
critical assessments (by ethicists) of existing AI and tech-
nologies on the basis of their uses and misuses or in unethi-
cal technologies (not based on explicit ethical reflexion and 
values), are circumvented. It is done by applying genuine 
co-design practices where ethical–social bias and misuses 
are prevented from the onset while preserving technical 
efficiency. The upshot is a functional, AI-based technology 
(the SOD app) that is highly sensitive to agents’ values and 
the context of use, since the ethical design procedure mean-
ingfully incorporates the inputs of experts and non-expert, 
end users, and other potential recipients. Design values 
are obtained by accurate empirical investigations into the 
process of social value construction in concrete situations. 
Hence, the AI and digital innovation generated can be ethi-
cally and socially relevant and democratic while the underly-
ing technological design process remains rigorous but also, 
open-ended, flexible, versatile and, largely re-applicable to 
other technical-digital products directed to different recipi-
ents or other settings (on that, see [31], pp. 2658–59).

To conclude, the participatory VSD design of the SOD 
mHealth app, which is rooted on a procedural VSD entailing 
practical applications of participatory-deliberative methods, 
is the conceptual-pragmatic strategy used to cooperatively 
involve end users, the public and different expertise in the 
production of ethical AI and technological-digital innova-
tion. Thanks to this alternative method, the gap between the-
ory and practice, rightly depicted by recent critical appraisals 
as inherent to mainstream AI ethics, also the emergent fields 
of AI ethics by design and VSD [61, 89]), and so harmful 
for applied AI studies, has been re-addressed and solved by 
genuine inter-/cross-disciplinary research and collaboration 

17 See (Sect.  4) for a discussion on the logic of focus group-based 
inquiry and for the reasons for adopting focus group-based methods 
(e.g., participatory design, interactive design, participatory planning, 
and the like) to obtain a VSD truly inspired by democratic values.
18 The multi-stakeholder approach initially promoted to achieve 
EU2030 sustainable goals (europa.eu) is also a pillar in the EU priori-
ties (2019–24) for a human-centered, sustainable and more prosper-
ous digital future such as the mission on (A Europe fit for the digital 
age). This plan is aimed at empowering people in view of fulfilling 
basic digital rights (people at the centre, solidarity and inclusion, 
free choice, democratic participation, empowerment of individuals, 
etc.) This study is an example of (ethical) applied AI clearly oriented 
towards these goals.
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among different expertise. Moreover, the citizen science per-
spective implies the application of empirical techniques to 
scrutinize the values, needs, and vested interests of different 
stakeholders in relation to the AI-based tool under construc-
tion. The next sections report the participatory VSD of the 
SOD app (all three phases) and further elucidate how the 
positive effects for explicability, (perceived) fairness, or 
public trust can realistically emerge: due to the enhanced 
democracy of the ethical design procedure implemented.

4  The VSD of the SOD mHealth app: 
the practice

The main phases of the participatory VSD of the SOD 
mHealth app (see the chart below) substantially relies on the 
inclusive and participative tenets of the normative view (i.e., 
a procedural-deliberative VSD) seen in the former section. 
Excepting an initial conceptualization by the SDU/expert 
team (in collaboration with institutional promoters from the 
municipality of Nyborg), the VSD has been characterized 
by a co-design process substantially based on (focus group-
based) deliberative workshops. The knowledge on values 
obtained has informed the development of a prototype of the 
user interfaces of the app and (to a lesser extent), it has pro-
vided insights to refine the tracking algorithms.  While the 
rescue protocol has been discussed and agreed with all 
groups of participants (see Appendix 1), the workshops has 
also been determinant to establish which kind of information 
could be exchanged among the users (what info, how, and 
when) to legitimately trade off between personal privacy and 
the functionality of the app.

Design and test phases Period Tasks and strategies

VSD preliminary phase Spring 2020 The focus group design 
and a stakeholder analy-
sis aimed at establish-
ing direct and indirect 
stakeholders are carried 
out (also to elaborate 
a feasible recruitment 
strategy)

Design and test phases Period Tasks and strategies

VSD conceptual-empiri-
cal phase

August 2020 Focus groups with stake-
holders aim to:

Disclose stakeholders’ 
values, needs, and 
expectations on the 
SOD tracking app

Figure out a suitable 
implementation strategy 
(based on stakeholders’ 
needs and values)

Get insights regarding 
future development of 
contentious surveillance 
technology (to find out 
how to handle privacy 
issues and reduce con-
troversies by increasing 
social utility)

VSD technical phase Fall 2020/2021 The collected data have 
been used to develop an 
early draft/prototype of 
the user interfaces and 
the tracking algorithms 
and, likewise, to estab-
lish an agreed “rescue 
protocol” by prioritiz-
ing the main stakehold-
ers’ values and needs (I 
Iteration)

Numerous user tests 
have been arranged to 
provide feedback on the 
prototype of the SOD 
app; mainly, in view of 
refining the user inter-
faces and communica-
tion tools, including the 
precise text and word-
ing to display to the end 
users (II iteration)

Communication tests April 2021 The feedback obtained 
from communication 
experts had the aim 
of improving the app 
interfaces concerning 
the displayed text, posi-
tion of buttons and to 
choose colors
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Design and test phases Period Tasks and strategies

Implementation tests June 2021 To register end users' 
impressions, an early 
prototype of the SOD 
app has been shown 
to representatives 
of the three main 
stakeholder groups: (a) 
CwD (woman, retired, 
64 years old, not famil-
iar with apps); (b) next 
of kin (woman, 42 years 
old, familiar with apps), 
and (c) potential volun-
teer (woman, 24 years 
old, student, technology 
savvy). The same tests 
have been performed by 
involving institutional 
promoters from the 
municipality of Nyborg

Installation tests January 2022 Three CwD, two promot-
ers from the municipal-
ity of Nyborg, and a 
social worker (dementia 
coordinator) from the 
local dementia centre 
in Nyborg have been 
invited to test the 
usability of the user 
interfaces of the app. 
The emphasis was on 
the “easiness to use” for 
people with cognitive 
problems

Simulation tests On-going Selected informed par-
ticipants from the main 
stakeholder groups are 
involved in “rescue mis-
sions” under controlled 
conditions

Detection algorithms 
tests

Planned Real-life data on the daily 
routines of CwD will 
be collected and used 
for tailoring, selecting, 
fine-tuning, and testing 
alternative “wandering” 
detection algorithms. 
A restricted group of 
informed CwD will 
download and use the 
SOD app for a certain 
period (either with or 
without the automatic 
detection function on). 
The aim is to gather 
real data on people’s 
daily routines, so that 
the original tracking 
algorithms, currently 
using synthetic data, 
will be adjusted accord-
ingly (III iteration)

Design and test phases Period Tasks and strategies

Continuous assessment 
tests

Planned Feedback from real users 
downloading the SOD 
app, and having no 
previous contact with 
the SOD project and the 
SDU team is expected. 
This final step will help 
to amend bugs, further 
improve communica-
tion tools, and carry out 
the last functionality 
adjustments

4.1  The conceptual‑empirical phases of VSD

As it is anticipated, in the SOD project, a multidisciplinary 
team is involved from the onset in the participatory VSD of 
the SOD mHealth app: data scientists (n. 7), social scientists/
experimental philosophers (n. 2), political scientists (1), data 
security experts (1), and communication experts (3). In con-
trast to usual VSD practices applying predetermined ethical 
frameworks, the first two phases of VSD (conceptual and 
empirical phases) have been carried out simultaneously to 
allow that the values informing technological design prac-
tices could be elicited empirically by involving local stake-
holders. In the preliminary stage of VSD (Spring 2020), a 
stakeholder analysis has been carried out and six categories 
of direct and indirect stakeholders with different roles and 
degree of involvement in the technological design have been 
identified by the SDU/expert team as follows: (a) institu-
tional promoters (4); (b) CwD (6); (c) nurses, caregivers, 
and social workers, so-called dementia coordinators (DC) 
(4 + 2); (d) next of kin of CwD (6); (e) potential volunteers 
from local associations for dementia and elderly care (5 + 7); 
(f) GP doctors (2). Afterward (June 2020), preliminary con-
sultations took place by involving members of the SDU/
expert team, institutional promoters of the SOD initiative 
from the municipality of Nyborg, and social workers/DC 
from the Tårnparken local dementia centre. In this same 
period, deliberative workshops engaging all stakeholder 
groups above have been planned and a recruitment strategy 
has been arranged by the SDU/expert team. The initial aim 
was not only informing the technical development of the app 
but also, promoting its implementation at societal level (in 
the Danish municipality of Nyborg). The consultation with 
medicine experts, (2) GP doctors frequently working with 
dementia patients, took place online in the beginning of July 
2020.19 The main direct and indirect stakeholders (by group) 

19 The information obtained from GP doctors refers to issues related 
to dementia as a disease and how to publicize the app, once ready 
(through local GP doctors). Thus, data collected were not relevant for 
VSD and the technological development of the SOD app, and thus, 
the content is not fully reported (only the basics).
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and their respective degree of involvement in the VSD of the 
SOD app can be resumed as follows (see Table 1).

4.1.1  Recruitment and (value) eliciting strategy

Due to the COVID-19 pandemic, both the lockdown and 
rules about restricted no. of people (5–10) allowed for in-
person meetings, and to guarantee the safest possible envi-
ronment, participants have been recruited by relying on 
the patients–relatives network of the local dementia cen-
tre. First, CwD with mild-to-moderate forms of dementia 
and their relatives have been invited for participating to the 
planned workshops by their dementia coordinators (DC). 
When a citizen in Nyborg is diagnosed with dementia, he/
she is offered to become associated with a DC who will 
offer to him/her and his/her next of kin aid, assistance, and 
supervision. The involvements of DC have been crucial for 
recruiting participants from this sensitive target group. DC 
have in-depth knowledge on local CwD, their stage of ill-
ness, and actual ability to contribute to the technological 
design of the app and their participation has increased the 
trust in the SOD project and the utility of the SOD app. 
Second, representatives of DC, nurses and, caregivers from 
the staff at the local dementia centre did participate over 
the basis of the work shifts scheduled in the days that the 
workshops were carried out. Regarding potential volunteers 
and again, due to COVID-19 restrictions, the prospect of 
inviting the whole local community via newspapers or social 
media has been overruled. Yet, to ensure a comprehensive 
representation of different social groups (e.g., young people, 
seniors, the disabled, and people already volunteering with 
the elderly), an invitation in official forums targeting these 
categories and related associations, has been sent out by the 
municipality of Nyborg. The participants at the volunteer 
workshops did spontaneously respond to this newsletter. 
Although at this point of the research, they were not asked 
to commit to become volunteers in the SOD project, they 
have agreed on providing feedback on the SOD app concept 
and share their impressions and opinions on both the initial 
design ideas and on controversial surveillance technologies 
more generally. Specifically, the participants to the volun-
teers’ workshops belonged to: (first group) two members of 
the local “youth Council” (trad. from Danish), two volun-
teers at the local care centre “Svanedammens Venner”, three 
persons often volunteering in activities for elderly people at 
local “Venner Club” and (second group) two members of the 
local “senior council” (trad. from Danish) and finally, two 
members of the local “disability council” (trad. from Dan-
ish) and two members of the local “Alzheimerforeningen” 
(Alzheimer Association) in the municipality of Nyborg.

Before every focus group discussion, an explanation 
(about 15–20 min) of the SOD project’s main goals and 
the technical working of the SOD app has been provided 

to all group participants by the SDU expert team: a data 
scientist managing and co-ordinating the various parts of 
the SOD project and a “knowledge facilitator” conducting 
the workshops in Danish. It has been explained that the 
only prerequisites for downloading and using the app are 
the ability to use a smartphone and having some familiarity 
with the use of apps (so, a wide public of potential users is 
estimated). At that time, a prototype of the app to show to 
participants was not available. This was deliberate, since 
the main purpose of doing focus groups has been to uncover 
different stakeholders’ attitudes in relation to surveillance 
technologies, such as the SOD tracking app is, and eliciting 
participants’ values, needs, and expectations to inform the 
subsequent technical phase of VSD (see Sect. 5). Even so, 
a set of initial design proposals mainly concerning the help 
function, including the user interfaces, have been discussed 
with participants. In view of developing not only of the 
SOD mHealth app but also, to develop better AI-based sur-
veillance technologies in the future, participants have been 
invited to share their impressions on the main functions of 
the app, including the tracking device (based on algorithms). 
The prototype has been developed by concentrating on par-
ticipants’ inputs (VSD first iteration) and further feedback 
has been obtained in the following user tests with selected 
participants (VSD second iteration). Accordingly, SDU data 
scientists did refine the initial design ideas and related tech-
nological solutions: to adjust them as much as possible to 
the features, values, and needs of the main end users (CwD) 
and the other potential recipients. As from the chart above 
(this paper, Sect. 4), a third iteration of VSD is planned. 
During the workshops held, participants belonging to the 
main stakeholder group (CwD) have been invited to become 
leading actors in the future steps of the SOD project and the 
app development. Indeed, further upgrades of the algorithms 
detecting wandering behaviors (see [6]) entail the use of col-
lected, real data on people’s daily routines, as a substitute 
of synthetic data currently used (more details in Sect. 5). 
Participants will download the app in their smartphones and 
will be tracked, and thus, the data collected on their daily 
routes will be stored in a server computer (at SDU) and 
used to customize the detection algorithms to make them 
more sensitive to the features of real agents and the specific 
context of use.

4.1.2  Focus groups (methodological issues)

The data collection informing the VSD of the SOD app has 
been carried out on 18–19–20 August 2020 by means of 
qualitative (semi-structured) focus group interviews (see [10, 
11, 81]) lasting in between 60 and 90 min, that has been 
held at Tårnparken dementia centre in Nyborg. In keeping 
with the so-called interactive design popular in human–tech-
nology interaction (see [118], Ch. 2 and 7), a qualitative 
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approach has been chosen to frame the ethical design (the 
VSD of the SOD app) and to extrapolate the information 
about values suitable to take technical choices and develop 
technical solutions accordingly. A qualitative research 
design is often considered crucial to inform participatory 
design practices (see [119], Ch. 1, 5, 6, and 7) involving 
stakeholders, end users, and potential recipients of AI and 
technological-digital innovation. In fact, “information rich” 
knowledge and, likewise, “process-related meanings” (see 
[34, 93]) are required to properly inform technologists and 
data scientists on the fundamental patterns of agents and 
contexts, including their plural values and specific needs. 
This applied strategy has been crucial to extrapolate a coher-
ent set of values meaningfully obtained by the dialogic inter-
action among participants to the various focus groups with 
different stakeholders thus, once embodied, such values are 
expected to deliver a technological-digital product (the SOD 
app) truly aligned to end users and the concrete context of 
use.

When compared to individual interviews, focus group-
based workshops are certainly more difficult to arrange 
because of the need of finding agreements on essential prac-
ticalities (time, date, location, and so on). Nonetheless, this 
participatory-deliberative methodology has been preferred 
because of its well-known ability to create significant group 
dynamics and facilitate the collection of genuine social/
group knowledge [10, 11, 73]. This approach was consid-
ered better suited to inform the subsequent technological 
phase of VSD in a genuine citizen science perspective. As 
seen in Sect. 3, the adoption of a procedural-deliberative 
VSD as normative view implicates the use of participatory-
deliberative methods which allow participants to directly 
challenge and trade-off their values, needs, or vested inter-
ests to achieve authentic collective agreements on aims and 
desiderata regarding the AI and digital technology under 
construction. Another example of methodology based on 
an alternative working rationale are popular survey-based 
techniques in which individual views, also on values, are 
merely sum-aggregated to get a collective standpoint20; 

namely, the hierarchy of values obtained by surveys is not 
actually discussed by group participants who merely fill up 
a questionnaire in isolation). As acknowledged, respondents 
are more accurate in their answers when placed in a dialogic 
situation, since similar scenarios permit an immediate, inter-
subjective validation of values and aims among respondents 
or between respondents and the researcher (see [77], pp. 
242–243). In the same line, individual interviews have also 
been considered inadequate to carry out the main design 
tasks underlying the SOD app, precisely, for the absence 
of interpersonal confrontation and interaction among group 
participants when selecting design values and identifying the 
main goals of the SOD app in relation to the different needs 
and expectations of end users and other potential recipients.

More importantly,  technological design practices 
demand meaning rich discursive data which can barely 
be obtained by means of the rigid structure of a survey. 
Also, surveys are considered of doubtful applicability in 
the case of cognitively impaired people who might be 
unable to fill up a questionnaire: this is the main reason 
why population large studies targeting people with demen-
tia regularly focus on relatives or nurses and doctors on 
their behalf [42].21 In the specific case of the deliberative 
workshops informing the VSD of the SOD app, both the 
knowledge facilitator and the data science expert involved 
in all workshops could provide technical explanations and 
additional background knowledge both on the function-
ing of the app and the implementation process to all par-
ticipants, including to challenging CwD. Thanks to this 
strategy, value conflicts and value dilemmas have been 
instantly addressed and solved to envision what specific 
ethical principles or moral standards (correlated to specific 
technical solutions) could be acceptable for all stakeholder 
groups. Once applying focus groups-based deliberative 
workshops, there can be genuine co-creation of value and 
thus, co-design, co-development, and co-production of AI 
and technological-digital innovation based on truly social 
and democratic values. Therefore, the adoption of group-
based deliberative techniques is pivotal to give concrete 
and unambiguous indications to experts/data scientists on 
specific embodied technical-digital solutions adjusted to 
the (self-chosen) values of all stakeholder groups involved. 
The result is a digital product like the SOD mHealth app 
that, once implemented, can really enhance the wellbeing 
and safety of the most vulnerable final users (CwD) whose 

20 Further discussing the (relevant) implications of these on-going 
debates for adopting certain empirical methods instead of others 
when selecting values for science and technologies or design studies 
exceeds the scope of this empirical paper. Yet, the problems of differ-
ent ethical views in aggregating value—in view of social values—are 
well known in the philosophical literature. On how different contem-
porary ethical views like utilitarianism, egalitarianism, and priori-
tarianism aggregate value, see [70]. On the “person separation” argu-
ment formulated to amend the ethical shortages of utilitarian ethical 
theories—entailing summative approaches to the good and value, see 
[97]. An overview of the ethical arguments to reject sum-aggregative 
stances in ethical theory, see [69]. On commensurability and incom-
mensurability of values and their implications for comparison and 
aggregation in evaluative practices and decision-making, see (Chang 
[32]).

21 The enduring exclusion of people living with dementia from 
research activities or policymaking directed to them [12, 16, 109] is 
a main problem of existing research in dementia studies. A remark-
able exception is represented by the Co-researcher INvolvement and 
engagement in dementia model (COINED) [124]. In this paper, we 
adopt this ideal and reinterpret it to adapt it to the fields of techno-
logical design for wellbeing and AI ethics by design.
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values and needs have been prioritized by design.  Explic-
itly, the technical functions of the SOD app have been 
conceived with the main purpose of removing the obsta-
cles caused by dementia on vulnerable citizens (CwD) and 
improving their wellbeing and quality of life (also of their 
families) through civic solidarity and cooperation among 
residents (of Nyborg).

In practice, and due to the specific objectives of this 
study (technological design of a digital product), a tra-
ditional qualitative inquiry, either concentrating on the 
demographics of participants (unless very general features 
like gender or estimated age) or specifying the forms of 
dementia suffered by participants, has been considered 
redundant. Due to the close collaboration with the local 
dementia centre (and the municipality), we were confident 
enough about the relevance of participants for our objec-
tives and, also to foster participation (of vulnerable CwD), 
we decided to keep the recruiting process as less intrusive 
as possible. Yet, an informed consent form and explicit 
authorization for data use reporting their essential demo-
graphic information have been signed by all participants. 
In practice, the data on values, needs, and expectations 
of the diverse stakeholders that inform the VSD of the 
SOD mHealth app have been extrapolated by means of 
a qualitative content analysis focusing on meanings (see 
[63, 111]). The group sessions have been video and audio 
recorded and transcribed by a student assistant to be then, 
coded manually by the (2) SDU team experts in social 
science and experimental philosophy. The raw data have 
been analyzed according to the main coding categories 
below to identify:

1. the values and needs of users, so that the expected utility 
and social impact of the app (for different stakeholder 
groups);

2. the behavioral aspects of dementia (e.g., disorientation 
and loss of memory) relevant to the design of the app 
and likewise, all stakeholder groups' attitudes on track-
ing devices and surveillance technologies targeting peo-
ple with dementia;

3. the role of volunteers and degree of acceptance of their 
contribution by other stakeholders (mainly, CwD and 
relatives) with an emphasis on (a) their motivations for 
volunteering with CwD, (b) previous experience (if any) 
in volunteering with CwD, and (c) potential volunteers’ 
willingness to receive training to properly do so;

4. the suggestions of different stakeholder groups on how 
to deal with the controversial issues inherent to surveil-
lance technologies in the SOD mHealth app and tracking 
devices in general; namely, how to make these technolo-
gies more sensitive to end users’ needs and values and 
how to solve the trade-off between privacy and safety by 
enhancing individual and social utility.

These broad coding categories have been chosen to rep-
resent, and concentrate on, the information immediately 
relevant to the development of the main components of the 
app, such as the help component (see Sect. 2) including the 
user interfaces and the detection algorithms (more details in 
Sect. 5) and, to get participant’s opinions regarding the main 
purpose of the SOD app (i.e., enhancing safety and wellbe-
ing of vulnerable individuals by strengthening social soli-
darity between citizens). Moreover, real-time written notes 
on participants’ suggestions for further improving the app 
have been taken during the various workshops by the data 
scientist responsible of the SOD project who introduced the 
original concept behind the SOD app during all the sessions 
(the suggestions not incorporated in the SOD app, mainly 
for budget constraints, are reported in the conclusions). It 
is important to note that although we start with a deduc-
tive, concept-driven coding approach (i.e., a predefined set 
of coding categories, see [17]), the manual coding have 
allowed us to be more flexible and incorporate (and take 
into account) the extra-information emerged during the ses-
sions (e.g., emotions of participants, their desires, and the 
like) that does not fall into the predefined description above 
(but still relevant for the VSD of the SOD app).

4.2  Values (by group) underlying the SOD mHealth 
app

Due to this paper size limitations, only the main empirical 
findings from focus groups with stakeholders are reported 
here: by focusing on their explicit impact on the main techni-
cal solutions adopted in the SOD mHealth app.

First of all, increasing safety and the mobility in security, 
together with the personal wellbeing of CwD, are the val-
ues with the highest priority for all groups of participants. 
Yet, considerable importance has been given to the purpose 
of relieving the burden caused by dementia on relatives 
and close friends (who have declared to feel lonely in this 
duty). These values are fulfilled in the SOD app concept by 
designing an AI-based tracking device targeting CwD that 
involves the local community in providing help as soon as 
they get lost. In the words of promoters from the municipal-
ity of Nyborg, in the SOD mHealth app/project “the focus 
are CwD first (…) co-creating together with other citizens 
a meaningful life, value and health for people (…) in order 
to live a worthy aging”. As usual in citizen science pro-
jects, the main goal of “smart cities” initiatives is to develop 
technological-digital solutions that can foster the local com-
munity’s active participation to activities and public services 
tailored to the special needs of vulnerable citizens; here, 
social inclusion and empowering disadvantaged individuals 
in view of enhancements in wellbeing and quality of life for 
them and their families are the aims/values strongly pursued.
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Mainly, DC and staff at the local dementia centre have 
been questioned on the patterns of dementia as a disease 
and encouraged to share their opinion on the expected abil-
ity of CwD to use apps and technology in general (on the 
basis of their experience in working with them). To provide 
precise information to data scientists about how to make the 
app more functional and usable, the same inquiry has been 
directed to CwD and their next of kin (NOK) as well. In 
brief, although CwD seem not very familiar with technol-
ogy and apps, all of them participating to the workshops 
declared that they could count with the help of relatives and 
friends for downloading or activating the SOD mHealth app 
(when ready). Even if not very proficient with technology 
and apps, CwD are the main recipients and end users of the 
SOD app concept; thus, this category of stakeholders could 
not be excluded by the VSD. In keeping with the participa-
tory rationale behind the SOD app/project, and to shape the 
functionalities of the embodied tool in ways to circumvent, 
as much as possible, the cognitive or practical difficulties 
of people’s living with dementia (CwD), their participation 
has been considered fundamental both from an ethical and 
technical-practical standpoint. As seen before, the co-design 
approach has been considered central to develop a prototype 
meaningfully expressing the values and special needs of this 
challenging category of users and to promote the app usage 
based on its practical utility (likely beyond participant to 
this micro-study).

Consistently, promoting the actual usage of the SOD 
app—by explaining its functioning and benefits to all of 
its main recipients—has been seen as another fundamental 
research task within the SOD project. While the co-design 
approach adopted seemed pivotal for a good design of AI 
and technological-digital innovation targeting vulnerable 
individuals; likewise, the direct involvement of CwD from 
the onset of the project has been very important in view of 
achieving technical efficiency (a vital scientific value) and 
thus, in promoting the acceptance of the app at a society 
level (by stressing its helpfulness). One of the main concerns 
of the SDU expert team was, in fact, whether these users 
would be welcoming such a technology or whether factors, 
such as a difficult usage, losses of privacy, and other kinds 
of AI aversion reasons, would be dominating and leading 
to the rejection of the SOD app. Yet, the positive reception 
that the SOD app received in the workshops seemed mainly 
motivated by the wish of CwD to relieve the burden on their 
relatives and equally, the hope for preserving their freedom 
of movement (more details below). Visibly, the interac-
tion between researchers and end users in the participatory 
design workshops has been decisive to the communication 
of the positive properties of the tool, and most likely, it 
might help outweighing the risk of rejection often implicit 
in similar surveillance technologies. The workshops have 
also strived to contribute to the creation of a positive culture 

towards the SOD app (and AI in general) in view of fostering 
its actual usage by participants (and beyond).

The CwD of the local dementia centre in Nyborg (includ-
ing CwD participating to these interviews) can have the priv-
ilege to be the first in using the app (once ready). Thus, the 
differences between the tracking device currently in use at 
the centre (a very basic surveillance tool) and the SOD app 
(an AI-based system able to automatically detect and trig-
ger an alert) have been elucidated to DC and nurses of the 
centre who assist CwD at a regular basis. In view of further 
enhancing the usability (for end users) and efficacy of the 
app, and to indicate some possible future developments, the 
main recommendation coming from DC, but common to all 
groups, was for having the tracking device incorporated in 
a smartwatch instead of a smartphone (due to budget con-
straints, this option has been ruled out). Other suggestions 
for improving the SOD app coming from DC’s group have 
been: (1) to give CwD the possibility to share a caption/
headline with their relatives before leaving home (e.g., “I am 
leaving home” or “I am going to the supermarket”); (2) to 
add a function asking to CwD “are you lost?” and give them 
the possibility to answer “yes” or “no”. While the second 
option has been implemented as default behavior under the 
automatic detection function, the first option is planned but 
not yet available. It will be implemented in the app as a vol-
untary automatic feature that is able to learn stay places (i.e., 
home, office, the dementia centre, and the like), and once 
activated, it will announce to relatives when these places are 
abandoned. Due to obvious privacy concerns, this function-
ality demands to be activated deliberately (by CwD).

In the same line, while DC and relatives would have 
preferred that activation/deactivation functions of the app 
were not fully available to CwD (to avoid that the tracking 
functions could be inactivated on purpose), in the SOD app, 
a priority has been given to the wish of CwD to maintain 
acceptable degrees of autonomy, self-determination and con-
trol on their own choices (“being in charge”). That is, CwD 
are entitled/allowed to declare themselves inactive. Their 
approval is required to activate the tracking functions, and 
likewise, while the automatic detection alert is triggering, 
CwD are asked to clarify if they are actually lost: a text mes-
sage is asking “are you lost” and they must answer in few 
instants “yes” or “no”. It happens before activating volunteer 
citizens (in Danish they are called “vejviser” that means 
“cicerones”) and starting a “rescue mission” entailing that 
the actual position/location of CwD will become visible on a 
map on the smartphones of both relatives and the three near-
est volunteers. This technical decision has been taken, since 
CwD demonstrated scarce concern for their own privacy22 

22 These data are important, since it slightly contradict what is 
reported by population large studies on public acceptance of surveil-
lance technologies in which the public attitude towards privacy, sur-
veillance and security is not so clear [37, 58]. This vagueness also 
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and a high level of self-awareness for their own condition. 
Hence, there is a high probability that they will keep the 
tracking mechanism activated when going out, since they 
are deeply conscious about the possibility of being, sooner 
or later, in need of help and assistance from a stranger (also 
in view of a worsening of their disease/dementia over time).

“I have dementia, so I will benefit from this too in the 
long run (…). Now, I have no problem in going around but I 
am aware that my illness means that is the way it is headed. 
And then, I think I would be extremely happy to have it (the 
app), because I like going out. Otherwise, I will be trapped 
at home” (CwD, age 65–70, male, no former experience 
with getting lost).

To make CwD more conscious about safety flaws when 
the device is inactive (if inactive the users’ location is not 
received by the server computer at SDU), a reminder is sent 
to their devices in the form of a message at regular intervals 
of time. Additionally, to further encourage the maintenance 
of an active status, another function allowing CwD to delete 
the locations visited on certain days has been included. As 
a result, most of them agree on the valuable contribution of 
tracking devices such as the SOD app in case of wandering 
behaviors and declared that they would have used the app 
once ready to be downloaded. CwD involved also expressed 
a strong willingness to participate in future steps of the SOD 
project aimed at refining the tracking algorithms underlying 
the app: to increasing the precision of the app in detecting 
wandering behaviors and its ability to look after the safety 
of other CwD (full details in Sect. 5).

“Well, if I can help make life better for people with 
dementia, I would really like to be part of that” (CwD, age 
65–70, female, former experience with getting lost).

It is important to remark that positive attitudes of par-
ticipants (especially CwD) regarding the SOD app clearly 
evolved during the workshops, and to the extent that addi-
tional information was granted, and their initial doubts 
were clarified and addressed in the group discussions. For 
example, when CwD have been told that they are allowed 
to enter themselves their personal data and delete the info 
registered on their daily routes at any moment (both stored 
by the server computer at SDU), their trust on the whole 
project and willingness to contribute to its goals seem to 
have increased considerably. From the point of view of data 
scientists (highly concerned with both privacy and function-
ality), a major challenge has been to deliver an AI-based 
tracking tool, substantially based on continuous data flows 
from smartphones to other devices that can be efficient while 

preventing unwanted personal data leakages. By following 
the existing regulation on data protection in Denmark,23 
personal data of CwD are stored under their explicit con-
sent (requested when downloading the app). Yet, under the 
advice of DC and relatives, the amount of personal infor-
mation that CwD can provide via the SOD app has been 
reduced to a minimum, since CwD are known for overes-
timating their skills (and this can be misleading for volun-
teers when involved in a rescue mission). Both relatives and 
CwD are not allowed to know in advance the identity of 
volunteers (and vice versa) until these last ones agree on 
participating to a rescue mission. In this case, the current 
location of volunteers is transmitted to the server system 
(but their location is not stored) and their personal profiles 
become fully available to relatives (but only once a mission 
is accepted). Volunteers can also write personal information 
in their profile as free text (similarly to a social media app).24

The role of volunteers, whereas widely appreciated (by 
DC, next of kin/NOK and, CwD), has been limited in the 
SOD app by two different measures: (1) when download-
ing the app, an access code is required to become active 
as a volunteer. The code will be released by the munici-
pality of Nyborg on the basis of former training (e.g., an 
introductory course) or an interview testing qualifications 
or skills for volunteering with vulnerable individuals like 
CwD. Also, (2) NOK are given total control over rescue 
missions (i.e., the privilege to start and close missions once 
a safe place is reached or to interrupt missions if they realize 
that a CwD is not actually lost but he/she is simply visiting 
an unusual place). This policy has been adopted to respond 
to the doubts of both families and DC about the capacity 
of average citizens to deal properly with cognitively chal-
lenging people and in situations like “wandering” where 
they might likely be confused and disoriented (or even vio-
lent). Potential volunteers appear to be strongly motivated 
by values such as social solidarity25 towards disadvantaged 
and vulnerable individuals. Even so, they demonstrated to 
be concerned about how CwD could react when wander-
ing and approached by a stranger, and in fact, they seemed 
very receptive about the possibility to receive specialized 
training. Thus, the overall policy adopted in the SOD app 
can satisfy different stakeholders’ needs and worries (and 

23 For details regarding regulation, see the website of Danish data 
protection agency (datatilsynet.dk) and the Executive Order no. 1148 
of 9 December 2011 (in Danish) regulating requirements for storing 
or accessing sensible data and express consent as end users of ter-
minal equipment (retsinformation.dk). Last retrieved on 12 October 
2022.
24 Full details on the treatment of personal data for both volunteers 
and CwD are available at: https:// sod. sdu. dk/ docs/ terms/ pmd/.
25 On how self-tracking devices in healthcare can reshape individual 
autonomy, social solidarity, and the perception of self, see [110].

Footnote 22 (continued)
applies to citizens’ perceptions on tracking apps observed during the 
COVID-19 pandemic in different socio-cultural–political contexts 
[74].

https://sod.sdu.dk/docs/terms/pmd/


AI and Ethics 

1 3

Ta
bl

e 
2 

 H
ie

ra
rc

hy
 o

f s
ta

ke
ho

ld
er

s’
 v

al
ue

s (
by

 g
ro

up
s)

 a
nd

 a
lig

nm
en

t w
ith

 m
ai

n 
te

ch
ni

ca
l s

ol
ut

io
ns

 a
do

pt
ed

 in
 th

e 
SO

D
 m

H
ea

lth
 a

pp

H
ie

ra
rc

hy
 o

f v
al

ue
s (

by
 g

ro
up

) i
nf

er
re

d 
by

 th
e 

pa
rti

ci
pa

to
ry

 V
SD

St
ak

eh
ol

de
r g

ro
up

Va
lu

es
 (e

lic
ite

d 
vi

a 
fo

cu
s g

ro
up

s)
(A

lig
ne

d)
 te

ch
ni

ca
l s

ol
ut

io
ns

 a
do

pt
ed

 

G
ro

up
 A

—
pr

om
ot

er
s f

ro
m

 th
e 

m
un

ic
i-

pa
lit

y 
of

 N
yb

or
g 

an
d 

SD
U

 e
xp

er
t t

ea
m

In
cr

ea
se

 sa
fe

ty
 (o

f C
w

D
)

In
cr

ea
se

 w
el

lb
ei

ng
 a

nd
 q

ua
lit

y 
of

 li
fe

 o
f v

ul
ne

ra
bl

e 
ci

tiz
en

s b
y 

in
vo

lv
in

g 
th

e 
w

ho
le

 lo
ca

l c
om

m
un

ity
 

Re
lie

ve
 th

e 
bu

rd
en

 c
au

se
d 

by
 d

em
en

tia
 o

n 
aff

ec
te

d 
ci

tiz
en

s a
nd

 th
ei

r 
fa

m
ili

es
En

ha
nc

e 
ag

en
cy

, f
re

ed
om

 a
nd

, s
el

f-
de

te
rm

in
at

io
n 

of
 v

ul
ne

ra
bl

e 
ci

tiz
en

s 
(C

w
D

)
Em

po
w

er
 v

ul
ne

ra
bl

e 
ci

tiz
en

s (
C

w
D

) 

O
ve

ra
ll,

 d
ev

el
op

 a
n 

A
I-

ba
se

d 
tra

ck
in

g 
to

ol
 (i

n 
th

e 
fo

rm
 o

f a
 sm

ar
tp

ho
ne

 
ap

p)
 to

 a
ss

ist
 C

w
D

 w
ho

 g
et

 lo
st 

to
 c

on
ne

ct
 w

ith
 re

la
tiv

es
, a

ls
o 

by
 th

e 
he

lp
 o

f l
oc

al
 v

ol
un

te
er

s
B

ec
om

in
g 

ac
tiv

e 
as

 v
ol

un
te

er
 in

 th
e 

ap
p 

re
qu

ire
s a

n 
ac

ce
ss

 c
od

e 
re

le
as

ed
 

by
 th

e 
m

un
ic

ip
al

ity
 (a

fte
r a

 tr
ai

ni
ng

 o
r s

ki
ll 

te
st 

th
at

 c
er

tifi
es

 p
eo

pl
e’

s 
ab

ili
ty

 to
 v

ol
un

te
er

in
g 

w
ith

 c
ha

lle
ng

in
g 

in
di

vi
du

al
s l

ik
e 

C
w

D
).

G
ro

up
 B

—
ci

tiz
en

s w
ith

 d
em

en
tia

 (C
w

D
)

K
ee

p 
co

nt
ro

l o
n 

de
ci

si
on

s a
nd

 d
ai

ly
 a

ct
iv

iti
es

 
K

ee
p 

ce
rta

in
 a

ut
on

om
y 

an
d 

se
lf-

de
te

rm
in

at
io

n 
M

ai
nt

ai
n 

ce
rta

in
 in

de
pe

nd
en

ce
 fr

om
 e

xt
er

na
l h

el
p 

In
cr

ea
se

 th
ei

r o
w

n 
sa

fe
ty

 (a
nd

 w
el

lb
ei

ng
)

Li
ttl

e 
co

nc
er

n 
fo

r t
he

ir 
ow

n 
pr

iv
ac

y
St

ro
ng

 d
es

ire
 to

 re
lie

ve
 b

ur
de

n 
on

 fa
m

ili
es

 a
nd

 fr
ie

nd
s 

C
w

D
 a

re
 g

iv
en

 to
ta

l c
on

tro
l o

n 
ac

tiv
at

in
g/

de
ac

tiv
at

in
g 

fu
nc

tio
ns

 o
f t

he
 

ap
p 

(a
cc

es
si

bl
e 

to
 a

ll 
us

er
s)

N
ee

d 
to

 re
qu

es
t t

he
 o

pe
n 

co
ns

en
t o

f C
w

D
 to

 a
ct

iv
at

e 
tra

ck
in

g 
fu

nc
tio

ns
O

nc
e 

th
e 

au
to

m
at

ic
 d

et
ec

tio
n 

is
 a

le
rte

d,
 C

w
D

 m
us

t c
on

fir
m

 th
ei

r “
lo

st”
 

st
at

us
 a

nd
 a

 v
id

eo
 c

al
l w

ith
 re

la
tiv

es
 is

 e
st

ab
lis

he
d 

be
fo

re
 a

ct
iv

at
in

g 
vo

l-
un

te
er

s (
an

d 
m

ak
e 

th
e 

po
si

tio
n 

of
 C

w
D

 v
is

ib
le

 o
n 

th
ei

r s
m

ar
tp

ho
ne

s)
C

w
D

 a
re

 a
llo

w
ed

 to
 d

el
et

e 
da

ta
 o

n 
th

ei
r p

os
iti

on
, s

to
re

d 
by

 th
e 

ap
p,

 in
 

ce
rta

in
 d

ay
s 

Th
e 

pr
ofi

le
s o

f C
w

D
 c

on
ta

in
 li

ttl
e 

pe
rs

on
al

 in
fo

rm
at

io
n 

an
d 

ca
n 

be
 d

el
at

ed
 

by
 th

em
 a

t a
ny

 ti
m

e 
(th

is
 o

pt
io

n 
is

 a
va

ila
bl

e 
to

 a
ll 

en
d 

us
er

s)
G

ro
up

 C
—

St
aff

 o
f l

oc
al

 d
em

en
tia

 c
en

tre
 

(d
em

en
tia

 c
oo

rd
in

at
or

s, 
nu

rs
es

 a
nd

 
ca

re
gi

ve
rs

)

In
cr

ea
se

 sa
fe

ty
 (o

f C
w

D
)

Pr
om

ot
e 

in
di

vi
du

al
 w

el
lb

ei
ng

 (o
f C

w
D

)
Pr

ot
ec

t i
nd

iv
id

ua
l f

re
ed

om
 a

nd
 se

lf-
de

te
rm

in
at

io
n 

(o
f C

w
D

) 
M

in
im

iz
e 

th
re

at
s t

o 
pr

iv
ac

y 
(o

f C
w

D
)

Re
du

ce
 w

or
kl

oa
d 

on
 lo

ca
l d

em
en

tia
 c

en
tre

Re
sc

ue
 fu

nc
tio

ns
 a

re
 n

ot
 d

ire
ct

ly
 c

on
ne

ct
ed

 to
 d

em
en

tia
 c

en
tre

 a
nd

 it
s s

ta
ff

In
 o

rd
er

 to
 a

dd
re

ss
 p

riv
ac

y 
is

su
es

 (o
f C

w
D

), 
th

e 
de

m
en

tia
 c

en
tre

 is
 k

ep
t a

s 
ev

en
tu

al
 “

sa
fe

 p
la

ce
” 

in
 re

sc
ue

 m
is

si
on

s (
w

he
n 

th
e 

lo
ca

tio
n 

is
 th

e 
cl

os
es

t 
to

 th
e 

lo
st 

pe
rs

on
)

G
ro

up
 D

—
N

ex
t o

f k
in

 (N
O

K
)

Im
pr

ov
e 

us
ab

ili
ty

 o
f t

he
 S

O
D

 a
pp

 (f
or

 C
w

D
)

G
iv

e 
pr

im
ac

y 
to

 sa
fe

ty
 o

ve
r p

riv
ac

y 
(o

f C
w

D
)

Re
lie

ve
 b

ur
de

n 
an

d 
re

sp
on

si
bi

lit
y 

(o
n 

N
O

K
) f

or
 th

e 
da

ily
 c

ar
e 

of
 C

w
D

 
A

llo
w

 fr
ee

do
m

 o
f m

ov
em

en
t o

f C
w

D
 w

hi
le

 in
cr

ea
si

ng
 p

er
ce

pt
io

n 
of

 
se

cu
rit

y 
in

 th
e 

re
la

tiv
es

 (v
ia

 th
e 

tra
ck

in
g 

fu
nc

tio
n)

N
O

K
 a

re
 a

ss
ig

ne
d 

th
e 

pr
iv

ile
ge

 o
f c

o-
or

di
na

tin
g 

an
d 

cl
os

in
g 

re
sc

ue
 m

is
-

si
on

s (
w

he
n 

a 
lo

st 
C

w
D

 re
ac

he
s a

 sa
fe

 p
la

ce
)

N
O

K
 c

an
 b

e 
in

fo
rm

ed
 b

y 
a 

te
xt

 m
es

sa
ge

 w
he

n 
a 

C
w

D
 le

av
e 

a 
“s

ta
y 

pl
ac

e”
 

(h
om

e,
 o

ffi
ce

, d
em

en
tia

 c
en

tre
)

G
ro

up
 E

—
Vo

lu
nt

ee
rs

 (V
)

So
ci

al
 so

lid
ar

ity
 

Re
sp

on
si

bi
lit

y 
(to

w
ar

ds
 C

w
D

)
Pr

im
ac

y 
to

 sa
fe

ty
 a

nd
 w

el
lb

ei
ng

 (o
f C

w
D

) o
ve

r p
riv

ac
y 

co
nc

er
ns

D
es

ire
 to

 h
el

p 
in

 fo
ste

rin
g 

in
de

pe
nd

en
ce

, p
er

so
na

l f
re

ed
om

 a
nd

, 
au

to
no

m
y 

(o
f C

w
D

) 
D

es
ire

 to
 h

el
p 

in
 re

lie
vi

ng
 th

e 
bu

rd
en

 o
n 

N
O

K
C

ol
la

bo
ra

tiv
e 

at
tit

ud
e 

fo
r l

ow
er

in
g 

ris
ks

 o
f a

dv
er

se
 re

ac
tio

ns
 b

y 
C

w
D

 
w

he
n 

re
sc

ue
d 

(b
y 

ta
ki

ng
 sp

ec
ifi

c 
tra

in
in

g 
to

 v
ol

un
te

er
in

g)

Th
e 

pr
ofi

le
s o

f l
os

t C
w

D
 b

ec
om

e 
vi

si
bl

e 
to

 V
 o

nl
y 

w
he

n 
a 

re
sc

ue
 m

is
si

on
 

is
 a

cc
ep

te
d 

(fo
r n

ot
 sh

ar
in

g 
th

e 
pe

rs
on

al
 d

at
a 

of
 C

w
D

 u
nn

ec
es

sa
ril

y)
V

 c
an

 m
ak

e 
ph

on
e 

ca
lls

 to
 N

O
K

 d
ur

in
g 

re
sc

ue
 m

is
si

on
s

Lo
ca

tio
n 

da
ta

 o
f V

 a
re

 n
ot

 st
or

ed
 b

y 
th

e 
ap

p 
an

d 
th

ei
r p

er
so

na
l p

ro
fil

es
 

(m
ad

e 
by

 th
em

) c
an

 b
e 

de
la

te
d 

at
 a

ny
 ti

m
e 



 AI and Ethics

1 3

likely encourage more people to download the app or to 
volunteering). To conclude, the danger of screening out too 
many potential volunteers have been carefully explored and 
the possibility of involving volunteers gradually, by allow-
ing them to take more responsibility over time (e.g., a sort 
of reward system), has been discussed. Even if these options 
seemed appreciated by both relatives and DC, these propos-
als have been considered not practicable, and so, they have 
been discharged. One reason is that promoting a subset of 
volunteers could discourage others from entering the system. 
Most importantly, volunteers are expected to help in every 
circumstance of risk: if there is only one volunteer close to 
the lost person and/or reacting to the request of help, he/she 
must go (no matter what). Thus, it has been considered det-
rimental for the safety of CwD (main goal of the SOD app) 
to have volunteers with different degrees of responsibility 
and/or limited power of action.

Below Table 2, the full hierarchy of values (by groups) 
extrapolated and how they have been embodied in the SOD 
mHealth app is outlined. The table does not include the spe-
cific values of the SDU team that will be made explicit in 
the next section when addressing the technological phase 
of VSD.

5  The technical phase of the VSD of the SOD 
mHealth app

The technical information provided in this section relies 
substantially on the contributions by [5–7]. This content is 
reinterpreted here in the light of the values extrapolated from 
the conceptual–empirical phases of the participatory VSD 
previously described. This section aims to further elucidate 
how particular values have been prioritized—by design—to 
adopt technical-digital solutions that could satisfy in primis 
the needs of CwD; explicitly, to achieve enhancements in 
safety but also, personal autonomy and well-being (largely 
intended as empowerment of vulnerable and disadvantaged 
individuals by the usage of technological-digital innova-
tion) while being respectful of the opinions expressed by all 
stakeholder groups involved in the co-design process (and 
by following the regulation on sensible data usage, storage, 
and in fulfilling other data privacy concerns).

As a start, the research on digital health, eHealth, and 
mHealth applications for dementia patients and their car-
egivers has recently been conducted in a fair amount (see 
[23, 72, 142]). Some of the most identifiable symptoms 
of dementia are forgetfulness and memory loss, and thus, 
behaviors such as “wandering” and getting lost have been 
considered the most probable risks in view of people’s 
safety. Accordingly, quite a few mHealth apps that have been 
developed in recent times take the form of tracking devices 
monitoring the location of people with dementia (see [3, 4, 

62, 64, 116, 122, 123, 137]). Among existing mHealth apps 
and devices with a functionality for tracking CwD’s current 
location, three of them also include an alert system for car-
egivers and relatives (see [62, 123, 137]). In comparison to 
existing tools, the peculiarity of the SOD mHealth app relies 
on going beyond the mere monitoring of the location of the 
lost person/CwD, and indeed, once a wandering behaviour 
is automatically detected, a rescue mission involving rela-
tives and neighbor volunteers is triggered and thoroughly 
coordinated via its technical functionalities.

In taking the main technical decisions, and to develop 
technical solutions in keeping with the overall objectives 
of the SOD project, the efforts of the SDU/expert team 
concentrate on realizing the essential strategic purposes 
of an mHealth app such as the surveillance ability26 while 
mitigating, as much as possible, the well-known negative 
effects of tracking tools increasing the safety of recipients 
by inevitably infringing their privacy.27 Major critical issues 
are evaded, precisely, by the inclusive and participative VSD 
practices engaging end users (direct stakeholders) and other 
potential recipients (indirect stakeholders) in the shaping of 
the (AI-based) functions of app. This applied AI strategy 
can secure the fulfillment of vital ethical–social–democratic 
values such as transparency and accountability28, since, pal-
pably, these conditions are necessary for explicability and 
fairness and in view of boosting public trust on both design 
procedures and outputs. In this vein, the SOD app can be 
considered an advancement comparing to the bias regarding 
foundational values related to (sensor-based assistive) tech-
nologies for dementia, another antecedent of the SOD app, 
which are often described in terms of their intrinsic deficits 
for privacy and self-esteem of recipients—engendered by the 
scarce accountability of design procedures and subsequent 
limited trust on the emancipation ability of devices so gener-
ated (see [37]).

To actually embody the values mentioned above, the tech-
nological-digital infrastructure underlying the SOD app has 
been organized in a front-end system (which is the software 
running on the users’ smartphones to implement the user 
interfaces—it entails the gathering and transmission of per-
sonal data) and a back-end system (which is the computer 

26 On the interplay among surveillance and eHealth and mHealth 
technologies and their main societal challenges, see [2, 82]. The 
impact of surveillance technologies on healthcare and the welfare 
state is explored by [112].
27 On critical ethical-social issues related to the trade-off between 
surveillance and privacy, see also [1, 2]. On the value of privacy in 
science and tecnological innovation, see [113, 114].
28 The values of transparency and accountability are often seen as an 
instrument to increase trust in AI but also efficiency, and thus, they 
received several attentions in later studies on human–machine interac-
tion and AI-based clinical decisions (see [24, 80, 107, 108, 117]).
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hardware and the software running on a remote server 
accessing the stored data as well as steering all operations 
and carrying out all computational tasks). On the one hand, 
the development of the front-end relies substantially on the 
application of participatory VSD methods, and the quali-
tative data on the values extrapolated all along its various 
phases, including later user tests, that are directly informing 
the structure of the user interfaces. On the other hand, the 
back-end, a computer server hosted at SDU wherein identity 
and tracking data are processed and stored and rescue mis-
sions are steered, is built on a microservices and serverless 
architecture widely acknowledged for facilitating the flex-
ibility of implementation and maintainability of the infra-
structure, so that the reliability and scalability of its perfor-
mances (see [5, 99, 100]). This combination of scientific and 
ethical–social values is crucial within a VSD scheme, since 
the back-end is the central technical component in the legal 
framework for handling sensible data (see footnotes 23 and 
24). Here, full names, birthdate, and telephone numbers of 
all users are stored. Nonetheless, location data are saved 
only for CwD: to allow the app to calculate the deviation 
from their usual routes and trigger an alert. Yet, in keeping 
with serious privacy concerns, in the download of the app, 
all users (of all user groups) are asked for consent for further 
processing their personal data (and they are informed that 
their data can be deleted at any time).

As from the former section (see Table  2), the spe-
cific values identified by means of VSD methods (focus 

group-based deliberative workshops with relevant stake-
holders) have been crucial to establish the precise features 
of a) the components of the SOD mHealth app and b) the 
communication means related to the front-end device as 
follow:

Components: although the app contains three main com-
ponents (i.e., a knowledge bank, the help component, and a 
recreational activities calendar; see Sect. 2), the main focus 
of the participatory VSD has been on the help component. 
The help component is likely the most important element of 
the SOD app, since it encapsulates its main functionalities. 
In a nutshell, the help component consists of an alarm that 
can be triggered by a CwD, by a relative or by an AI engine 
that is able to detect automatically if there is a wandering 
behavior. Depending on the type of user; relatives, CwD 
or, volunteers, this component is displayed differently. For 
the relatives, this element gives the possibility to localize 
their own CwD and starting a video call (e.g., if they are 
doubtful about their actual situation: “lost” or “not lost”). 
For CwD, this component allows triggering an alarm when 
they feel lost or disoriented. Finally, for volunteers, this 
component lets them become active and available for being 
contacted in case of an alarm is triggered in their proximity. 
When the alarm is triggered, the rescue mission starts and 
progresses by following the protocol agreed with all stake-
holders that is then, steered by the software engine hosted 
in the back-end server (at SDU). According to the protocol 

Fig. 3  Five screens from the SOD app. The central screen shows the 
main menu which holds three functionalities. The first screen on the 
left side shows what is displayed to CwD once the help functionality 
is requested. The first screen on the right side shows the status of a 
relative (who can also function as volunteer for other CwD). The sec-
ond screen on the left side is the one displayed to a volunteer when 

a mission is started and a request for involvement is received. The 
second screen on the right-side reports what is displayed to a rela-
tive when a volunteer reacted and is providing help  (the position of 
the  lost CwD is visible in a map  to both the relative and the volun-
teer) 
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established (see Appendix 1), the three nearest volunteers 
are activated by also keeping the relatives in the loop.

Communication means. The impact of the participa-
tory VSD on the user interfaces of the SOD app has been 
substantial. Everything from colors to font, including the 
precise wording of information displayed, has been dis-
cussed with stakeholders; initially, the promoters from the 
municipality of Nyborg and communication experts have 
agreed on a proposal, and then, the same terminology have 
been used in the presentation at the user tests with the other 
stakeholder groups: to assess its communicative efficacy. 
Accordingly, the preliminary shape of the user interfaces 
underwent several changes because of the inputs collected 
in the various workshops carried out, also after the VSD 
conceptual–empirical phase by re-engaging representatives 
of the main stakeholder groups (mainly CwD). The resulting 
look of the main screenshots of the SOD app, containing its 
main functions, is shown in Fig. 3.

With regard to the features of the tracking algorithms 
adopted in the SOD mHealth app, the design and testing of 
AI and related algorithms for anomaly detection based on 
spatio-temporal data is original and rather innovative [5, 7]. 
From a technical standpoint, the automatic detection func-
tion of the SOD mHealth app is performed in the back-end 
computer server by the AI-based engine for spatial–temporal 
anomaly detection based on recorded location data specific 
for every CwD who have downloaded the app. Essentially, 
the detection engine is based on past and real-time location 
data from every CwD that are transmitted by the device and 
it relies on personalized models. The engine itself consists 
of two components: a periodic data processing pipeline and 
a real-time pipeline. While the main task of the periodic 
component is to extract the distinctive patterns in the histori-
cal movements of CwD from continuously incoming loca-
tion data points, the real-time component compares latest 
trajectories with the patterns of the most frequent routes 
undertaken by CwD (that are stored by the engine) (Fig. 4).

At present, the “wandering” automatic detection engine 
has only been tested for synthetically generated data and 
results have been compared with alternative approaches 
in the literature [6]. Further, the whole architecture has 
undergone synthetical load tests to assess scalability 
and reliability [6]. Notoriously, synthetic data necessar-
ily hold very few types of anomalous patterns; thus, due 
to the complexity entailed in accounting for all possible 
deviation cases, they are biased for testing personalized 
approaches (essential in the rationale of the SOD app). 
Another important issue is the sensitivity of the detec-
tion algorithms, and consequently, the accuracy of the 
alarm function. Particularly, it is important to determinate 
the right threshold for anomalous patterns for the app: 
when asking CwD about his/her status (“are you lost?”) 
and, then, triggering an alert to relatives and volunteers. 

Another important task is to establish how many false-
positive detections a user can bear before becoming irri-
tated and deactivating the app. Up to now, the user tests 
in protected environments have been carried out at precise 
stages of the VSD to refining the prototype of the SOD 
app; namely, by showing the user interfaces functions to 
selected stakeholders who have been asked on different 
issues (looking, functions, how intuitive the working logic 
of the app was and how its usability could be improved). 
In ways similar, the SOD app is in the process of being 
launched for a restricted set of users: to closely monitor 
its performance in realistic settings. The next step will 
be the assessment of simulated rescue mission episodes 
and, subsequently, the arrangement of real-life rescue 
mission episodes. Both strategies will serve not only to 
ascertain the correct functioning of the software, but like-
wise, they will help data scientists in further testing the 
procedure behind the detecting algorithms elaborated at 
earlier stages. In real-life rescue missions, the re-engage-
ment and active participation of CwD, also not previously 
involved in the initial VSD, is planned. Participants from 
the main stakeholder group (CwD) will be tracked and 
their position data and daily routes will be stored by the 
app. The main propose is to discover new patterns and 
indicators of disorienting states to be used for enriching 
the database underlying the tracking/detection algorithms 
in real contexts of use. These activities (or sessions of 
human–technology interaction) are aimed at refining the 
SOD app to boost the trust of potential users on its abil-
ity to detect (surveillance) when a CwD is actually lost, 
before warning relatives and volunteers (and infringing a 
person’s privacy).

The concerns above are closely related to the degree of 
acceptability of the SOD app over the basis not only of its 
embodied foundational values (surely remarkable) but also, 
its performance from a technical standpoint. They might 
better be addressed when the inclusive and participative 
VSD approach will be extended to the entire design proce-
dure now targeting tracking/detection algorithms. This plan 
is intended to respond to insistent pleas in applied AI for 
adopting design strategies having a dialogic rationale such 
as “dialogic guidelines” [60] to help experts in the imple-
mentation of co-design procedures better suited to deliver 
truly “explainable” user interfaces, and similarly, to advance 
the accuracy/sensitivity of the algorithms generated in view 
of “trustworthiness” [59–61]. The gaps between the design 
and operation of algorithms and our understanding of their 
ethical implications (on that, see [88]) are expected to be 
minimized considerably when adopting the co-design meth-
odology (i.e., the participatory VSD) outlined in this study.

To our knowledge, it will be the first time that a partici-
patory VSD actively involving stakeholders, end users, and 
other potential recipients of AI and technological innovation 
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will be applied. The method outlined can generate genuine 
human-centered algorithms (on that, see Bader & Kaiser 
[8]), that are more ethical and democratic but also techno-
logically efficient. It is required, however, that the digital 
infrastructure and data protection support briefly depicted in 
this section will be developed completely (already planned).

6  Final remarks

As shown, the SOD mHealth app is the result of an inclusive 
and participative VSD approach (i.e., a procedural-deliber-
ative VSD) in which a wide range of relevant stakeholders 
(i.e., CwD, relatives, volunteers, local authorities, demen-
tia coordinators, healthcare professionals, AI/data science 
experts, and social scientists/philosophers) have construc-
tively been involved from the beginning in co-design prac-
tices (including the usability tests).

This unusual participatory VSD approach has been cru-
cial to identify values and priority rules suitable to solve 
in practice the typical value dilemmas and value conflicts 
entailed in making ethical, collective decisions in real cir-
cumstances and in view of unambiguously informing the 
technical development of the main components of the SOD 
app (i.e., the communication means and user interfaces 
in the front-end) and establishing an agreed protocol for 
its usage (see Appendix 1) underlying “rescue missions” 
primarily benefitting most vulnerable stakeholders (CwD). 
In the SOD mHealth app priority is given to the safety of 
CwD while preserving acceptable levels of privacy, free-
dom, autonomy, and self-determination of these vulnerable 
individuals; indeed, important functions and components 
of the SOD app require their explicit consent to be acti-
vated. Important democratic desiderata like transparency 
and accountability of design procedures are largely ful-
filled in the various stages of the participatory VSD and 
the consecutive iterations carried out (wherein the legiti-
macy of values embraced, and the digital tool generated 
is fostered accordingly).

Several suggestions for future developments of mHealth 
apps extrapolated by the focus groups with stakeholders that 
could not be realized in the SOD app (mainly due to budget 
constraints) are listed below:

• Linking personal calendars with other applications 
(Google calendar, Outlook calendar, and Apple calen-
dar). This function could help the detecting algorithm to 
better calculate deviations, since it would allow know-
ing the typical times of usual routes [e.g., a young (early 
onset) CwD who collects her daughter every day at 
school].

• Smartwatch compatibility.
• Voice interaction.

• A match-making tool between CwD and volunteers inter-
ested in similar recreational activities.

• A messaging system, for instance, a tool to exchange 
experiences among relatives or communicating with GP 
doctors and to introduce CwD to volunteers.

• A function offering cognitive and physical training 
exercises suitable for the diagnosis and monitoring 
of individuals’ dementia status (this function appeals 
to GP doctors, but it was too technologically complex 
and,thus, too expensive to be realized in this occasion).

Another suggestion, mainly coming from relatives 
and DC, is to introduce a function by which CwD can 
send a caption (headline) before leaving home to indicate 
where they are going (e.g., by choosing from a list of usual 
activities or places “going to the bakery” or “going to the 
gym”), so that the app can detect immediately if/when a 
person is lost or going to another direction. In the SOD 
app, this option has been discharged to keep it as less inva-
sive as possible. As seen before, the data processing tool 
incorporated already does something similar without being 
so intrusive. It learns and stores the usual routes of CwD 
and when a route is totally new or significantly different it 
triggers an alarm (“are you lost?”) to which people must 
reply in few seconds (“yes” or “no”). Even so, a func-
tion informing the relatives that their kin are moving away 
from a stay place (home, office, dementia centre, etc.) is 
currently under construction.

To conclude, a procedural VSD directly engaging a 
wide range of stakeholders in the technological develop-
ment of the SOD mHealth app via participatory-deliber-
ative methods brought about several novelties and contri-
butions to mHealth technologies for the management of 
dementia and likewise, it can shed a new light on public 
attitudes regarding AI and contentious surveillance tech-
nologies (tracking devices). Further developments are 
expected when this inclusive, participative, and coopera-
tive citizen science approach will be extended completely 
to the design of algorithms (already planned in the SOD 
project). There are some concrete indications that cur-
rently unsettled ethical, social, and epistemic challenges 
with explicability, fairness and, public trust raised by AI 
and algorithmic decisions (see [35, Ch. 6–12; 59, 71, 103, 
104], inter alia), especially in AI for health and health-
care [107, 108], can better be handled once applying the 
methodology devised in this study. When the problems 
usually related to “explainable” and “trustworthy” AI and 
technical-digital innovation are re-addressed pragmati-
cally and by increasing human agency and control [103] 
through more transparent and accountable democratic 
science practices, most likely, the public acceptability of 
outputs can be higher as well. These intuitions and claims 
seem largely validated by the obtainment of an AI-based 
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tool (the SOD mHealth app) that can be considered more 
ethical and democratic, since the underlying technologi-
cal design has meaningfully been informed by the values 
of a wide range of relevant stakeholders, including CwD 
and their legitimate right to privacy, personal autonomy, 
and freedom without undermining its technical efficiency; 
namely, the app’s surveillance ability and capacity to 
detect wandering behaviors and enhancing the safety of 
the vulnerable recipients.

Appendix 1

Although it is not really a part of the VSD technological 
phase, the protocol behind rescue missions managed by the 
SOD app is closely related to it, since it has been agreed 
with participants of all stakeholder groups during the vari-
ous focus group-based workshops. The rescue protocol so 
agreed proceeds as follows: once an alarm is triggered a 
video call is established between the CwD and their next 
of kin (NOK). In the case of more relatives registered for 
every CwD, the one registered with the highest priority is 
chosen in the first place. After a call to the CwD (to verify if 
he/she is actually lost), the NOK decides either to close the 
case or instead, that a CwD needs help. In this latter case, 
the SOD app alerts the three nearest volunteers. When the 
notification that someone got lost is received on the device 
of a volunteer, an alarm sound is triggered to warn the user. 
Volunteers who receive a notification can see the location of 

the lost CwD in their smart phones and can accept or decline 
the request of help. After that, the NOK can see the state of 
volunteers on their smart phones: if they accepted and took 
up the mission heading to the location, or haven’t answered 
yet, or they have declined. In the case that a volunteer does 
not answer to a help request within 2 min, the back-end reg-
isters the volunteer’s answer as negative and contacts the 
next available volunteer in the surrounding area. If one of 
the three volunteers declines, a fourth volunteer is engaged 
(in the same way of the first three). Volunteers who have 
accepted will see a map with the shortest path to the location 
of the lost CwD and, for the first time, the personal profile of 
the lost CwD to rescue (a picture and the free text that CwD 
have entered themselves). In this process, the primary NOK 
has the option to phone call the activated volunteer/s. If two 
volunteers have already accepted the rescue mission then, 
the third volunteer is notified automatically by the back-end 
that two other volunteers have already responded positively 
and the help from a third volunteer is not needed. Similarly, 
the NOK can call the two volunteers to let them know that 
someone else is already on the case. To fulfill vital privacy 
concerns (not showing where CwD live), when volunteers 
meet the lost CwD will help him/her to reach the closest safe 
place (e.g., the dementia centre, a police station or the like) 
which position is also shown on their maps. When they reach 
the safe place (or earlier, if so agreed with NOK), volunteers 
notify the NOK, who is in charge of ending the mission. In 
the case that the primary NOK is not responding or is no 
longer active, the mission is taken over by the back-end that 

Fig. 4  Data processing pipeline in the anomaly detection engine. A 
continuous stream of location data points, received from the front-
end, is split into blocks of stay points obtained through the  merg-
ing of several location points (data compression). These blocks are 
stored and analyzed periodically (white area) to extract a database 
of frequent trajectories (sequential patterns) of CwD between origin 
and destination points (geofenced regions), e.g., home, shops, demen-

tia center and, friends' places. The continuous stream of data is also 
analyzed in real-time and compared with the trajectories in the data-
base (gray area). An anomaly is claimed if the current sequence is 
sufficiently dissimilar from those in the data base. The comparison is 
made by means of a sequential pattern matching algorithm (PrefixS-
pan) on geohash-transformed points. The sensitivity to anomalies is 
controlled by a threshold parameter
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immediately notifies the volunteer who carried out/ended the 
mission that, in this case, he/she can close the mission (once 
the safe place is reached). In the unfortunate (and remote) 
case that none replies (both NOK and volunteers), the lost 
CwD will receive a text message in his/her smartphone 

saying that he/she must call the 112. A simplified sequence 
diagram of a rescue operation/mission is shown in Fig. 5. 5.

Fig. 5  Simplified diagram representing the sequence of messages that might be exchanged between the various actors involved in a “rescue mis-
sion” (CwD, relatives and, volunteers)
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