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Abstract. Evaluation conferences such as TREC, CLEF, and NTCIR
are modern examples of the Cranfield evaluation paradigm. In the Cran-
field paradigm, researchers perform experiments on test collections to
compare the relative effectiveness of different retrieval approaches. The
test collections allow the researchers to control the effects of different
system parameters, increasing the power and decreasing the cost of re-
trieval experiments as compared to user-based evaluations. This paper
reviews the fundamental assumptions and appropriate uses of the Cran-
field paradigm, especially as they apply in the context of the evaluation
conferences.

The evaluation of information retrieval (IR) systems is the process of assess-
ing how well a system meets the information needs of its users. There are two
broad classes of evaluation, system evaluation and user-based evaluation. User-
based evaluation measures the user’s satisfaction with the system, while system
evaluation focuses on how well the system can rank documents. Since the goal is
to determine how well a retrieval system meets the information needs of users,
user-based evaluation would seem to be much preferable over system evaluation:
it is a much more direct measure of the the overall goal. However, user-based
evaluation is extremely expensive and difficult to do correctly. A properly de-
signed user-based evaluation must use a sufficiently large, representative sample
of actual users of the retrieval system (whose daily routine will be interrupted
by the evaluation); each of the systems to be compared must be equally well
developed and complete with an appropriate user interface; each subject must
be equally well trained on all systems and care must be taken to control for
the learning effect [18]. Such considerations lead IR researchers to use the less
expensive system evaluation for some purposes.

System evaluation is, by design, an abstraction of the retrieval process that
equates good performance with good document rankings. The abstraction allows
experimenters to control some of the variables that affect retrieval performance
thus increasing the power of comparative experiments. These laboratory tests are
much less expensive than user-based evaluations while providing more diagnostic
information regarding system behavior.

Laboratory testing of retrieval systems was first done in the Cranfield 2 ex-
periment [3]. The experiment introduced a paradigm for system evaluation that
has been the dominant experimental IR model for four decades, and is the model



used in evaluation efforts such as the Text REtrieval Conference (TREC), the
Cross-Language Evaluation Forum (CLEF), and the NII-NACSIS Test Collec-
tion for IR Systems (NTCIR). This paper examines the assumptions inherent in
the Cranfield paradigm, thereby prescribing when such system testing is appro-
priate. The first section reviews the history of the Cranfield tradition. Section 2
describes how test collections used in current evaluation conferences are built
using pooling, and examines the effect of pooling on the quality of the test col-
lection. Section 3 summarizes a series of experiments run on TREC collections
that demonstrates that comparative evaluations are stable despite changes in
the relevance judgments. The results of the experiments validate the utility of
test collections as laboratory tools. The evaluation of cross-language retrieval
systems presents special challenges that are considered in section 4. The paper
concludes with some general reminders of the limits of laboratory tests.

1 The Cranfield Paradigm

The Cranfield experiments were an investigation into which of several alternative
indexing languages was best [3]. A design goal for the Cranfield 2 experiment was
to create “a laboratory type situation where, freed as far as possible from the
contamination of operational variables, the performance of index languages could
be considered in isolation” [4]. The experimental design called for the same set of
documents and same set of information needs to be used for each language, and
for the use of both precision and recall to evaluate the effectiveness of the search.
(Recall is the proportion of relevant documents that are retrieved while precision
is the proportion of retrieved documents that are relevant.) Relevance was based
on topical similarity where the judgments were made by domain experts (i.e.,
aeronautics experts since the document collection was an aeronautics collection).

While the Cranfield 2 experiment had its detractors [16], many other re-
searchers adopted the concept of retrieval test collections as a mechanism for
comparing system performance [18,13,17]. A test collection consists of three
distinct components: the documents, the statements of information need (called
“topics” in this paper), and a set of relevance judgments. The relevance judg-
ments are a list of which documents should be retrieved for each topic.

The Cranfield experiments made three major simplifying assumptions. The
first assumption was that relevance can be approximated by topical similarity.
This assumption has several implications: that all relevant documents are equally
desirable, that the relevance of one document is independent of the relevance of
any other document, and that the user information need is static. The second
assumption was that a single set of judgments for a topic is representative of the
user population. The final assumption was that the lists of relevant documents for
each topic is complete (all relevant documents are known). The vast majority
of test collection experiments since then have also assumed that relevance is
a binary choice, though the original Cranfield experiments used a five-point
relevance scale.



Of course, in general these assumptions are not true, which makes labora-
tory evaluation of retrieval systems a noisy process. Researchers have evolved a
standard experimental design to decrease the noise, and this design has become
an intrinsic part of the Cranfield paradigm. In the design, each retrieval strategy
to be compared produces a ranked list of documents for each topic in a test
collection, where the list is ordered by decreasing likelihood that the document
should be retrieved for that topic. The effectiveness of a strategy for a single
topic is computed as a function of the ranks of the relevant documents. The
effectiveness of the strategy on the whole is then computed as the average score
across the set of topics in the test collection.

This design contains three interrelated components—the number of topics
used, the evaluation measures used, and the difference in scores required to
consider one method better than the other—that can be manipulated to increase
the reliability of experimental findings [2]. Since retrieval system effectiveness is
known to vary widely across topics, the greater the number of topics used in
an experiment the more confident the experimenter can be in its conclusions.
TREC uses 25 topics as a minimum and 50 topics as the norm. A wide variety
of different evaluation measures have been developed (see van Rijsbergen [22]
for a summary), and some are inherently less stable than others. For example,
measures based on very little data such as precision at one document retrieved
(i-e., is the first retrieved document relevant?) are very noisy, and the mean
average precision measure, which measures the area underneath the entire recall-
precision curve, is much more stable. Requiring a larger difference between scores
before considering the respective retrieval methods to be truly different increases
reliability at the cost of not being able to discriminate between as many methods.

The remainder of this paper reviews a series of experiments that examine the
reliability of test collections for comparing retrieval systems. The experiments
show that the basic assumptions of the Cranfield paradigm need not be strictly
true for test collections to be viable laboratory tools. The focus on comparative
results is deliberate and important. A consequence of the abstraction used in the
paradigm is that the absolute score of an evaluation measure for some retrieval
run is not meaningful in isolation. The only valid use of such a score is to compare
it to the score of a different retrieval run that used the exact same test collection.
Note that this means that comparing the score a retrieval system obtained in
TREC or CLEF one year to to the score the system obtained the following year
is invalid since the test collection is different in the two years. It is also invalid
to compare the score obtained over a subset of topics in a collection to the score
obtained over the whole set of topics (or a different subset of topics).

2 Completeness of Relevance Judgments

A major departure from the original Cranfield 2 experiments and modern test
collections such as the TREC collections is the relative emphasis given to col-
lection size and the completeness of relevance judgments. In his account of the
Cranfield experiments [4], Cleverdon remarks



Experience had shown that a large collection was not essential, but it
was vital that there should be a complete set of relevance decisions for
every question against every document, and, for this to be practical, the
collection had to be limited in size.

However, further experience has shown that collection size (i.e., the number
of documents in the collection) does matter. IR is challenging because of the
large number of different ways the same concept can be expressed in natural
language, and larger collections are generally more diverse. Unfortunately, even
a moderately large collection cannot possibly have complete relevance judgments.
Assuming a judgment rate of one document per 30 seconds, and judging round-
the-clock with no breaks, it would still take more than nine months to judge
one topic for a collection of 800,000 documents (the average size of a TREC
collection). Instead, modern collections use a technique called pooling [15] to
create a subset of the documents (the “pool”) to judge for a topic. Each document
in the pool for a topic is judged for relevance by the topic author, and documents
not in the pool are assumed to be irrelevant to that topic.

Before describing the effects of incompleteness on a test collection, we will
describe the process by which the collections are built in more detail. The build-
ing process will be described in terms of the TREC workshops here, but the
process is similar for other evaluation conferences as well.

2.1 Building Large Test Collections

NIST provides a document set and a set of topics to the TREC participants.
Each participant runs the topics against the documents using their retrieval sys-
tem, and returns to NIST a ranked list of the top 1000 documents per topic.
NIST forms pools from the participants’ submissions, which are judged by the
relevance assessors. Each submission is then evaluated using the resulting rele-
vance judgments, and the evaluation results are returned to the participant.

The document set of a test collection should be a sample of the kinds of texts
that will be encountered in the operational setting of interest. It is important
that the document set reflect the diversity of subject matter, word choice, literary
styles, document formats, etc. of the operational setting for the retrieval results
to be representative of the performance in the real task. For example, if the
operational setting is a medical library it makes little sense to use a collection of
movie reviews as the document set. The TREC ad hoc collections contain mostly
newspaper or newswire articles, though some government documents (the Federal
Register, a small collection of patent applications) are also included in some of
the collections to add variety. These collections contain about about 2 gigabytes
of text (between 500,000 and 1,000,000 documents). The document sets used in
various tracks have been smaller and larger depending on the needs of the track
and the availability of data.

TREC distinguishes between a statement of information need (the topic) and
the data structure that is actually given to a retrieval system (the query). The
TREC test collections provide topics to allow a wide range of query construction



methods to be tested and also to include a clear statement of what criteria make
a document relevant. The format of a topic statement has evolved since the
beginning of TREC, but it has been stable for the past several years. A topic
statement generally consists of four sections: an identifier, a title, a description,
and a narrative.

TREC topic statements are created by the same person who performs the
relevance assessments for that topic. Usually, each assessor comes to NIST with
ideas for topics based on his or her own interests, and searches the document
collection using NIST’s PRISE system to estimate the likely number of relevant
documents per candidate topic. The NIST TREC team selects the final set of
topics from among these candidate topics based on the estimated number of
relevant documents and balancing the load across assessors. The TREC ad hoc
collections contain 50 topics.

The relevance judgments are what turns a set of documents and topics into
a test collection. TREC has almost always used binary relevance judgments—
either a document is relevant to the document or it is not. To define relevance for
the assessors, the assessors are told to assume that they are writing a report on
the subject of the topic statement. If they would use any information contained
in the document in the report, then the (entire) document should be marked
relevant, otherwise it should be marked irrelevant. The assessors are instructed
to judge a document as relevant regardless of the number of other documents
that contain the same information.

The judgment pools are created as follows. NIST selects the maximum num-
ber of runs that can be contributed to the pools by a single participating group;
each group contributes this many runs to the pools unless they submitted fewer
runs to NIST (in which case all their runs contribute to the pools). When par-
ticipants submit their retrieval runs to NIST, they rank their runs in the order
they prefer them to be judged. NIST merges the runs into the pools respecting
this preferred ordering. For each selected run, the top X documents (usually,
X = 100) per topic are added to the topics’ pools. Since the retrieval results are
ranked by decreasing similarity to the query, the top documents are the doc-
uments most likely to be relevant to the topic. Many documents are retrieved
in the top X for more than one run, so the pools are generally much smaller
the theoretical maximum of X x the-number-of-selected-runs documents (usu-
ally about 1/3 the maximum size). Each pool is sorted by document identifier
so assessors cannot tell if a document was highly ranked by some system or how
many systems (or which systems) retrieved the document.

2.2 Effects of Incompleteness

As mentioned above, pooling violates one of the original tenets of the Cranfield
paradigm since it does not produce complete judgments. The concern is that
evaluation scores for methods that did not contribute to the pools will be deflated
relative to methods that did contribute because the non-contributors will have
highly ranked unjudged documents that are assumed to be not relevant.



Figure 1 shows that there are relevant documents that are contributed to
the pool by exactly one group (call these the unique relevant documents). The
figure contains a histogram of the total number of unique relevant documents
found by a group over the 50 test topics for four of the TREC ad hoc collec-
tions. The totals are subdivided into categories where “Automatic” designates
documents that were retrieved only by completely automatic runs, “Manual”
designates documents that were retrieved only by manual runs, “Mixture” des-
ignates documents that were retrieved by runs of different types, and “Others”
designates documents that were retrieved by other tracks that contributed to
the ad hoc pools. Each of the histograms in the figure uses the same scale. A
dot underneath the x-axis indicates a group is plotted there, and all groups that
retrieved at least one unique relevant document are plotted. For each year, the
majority of unique documents was retrieved by manual runs. The distribution
of unique relevant documents found was roughly the same over the four years.

Figure 1 suggests that the TREC collections contain relevant documents
that have not been judged. If the particular group that contributed a unique
relevant document had not participated in TREC that year, that document
would not have been judged and would have been assumed to be not relevant.
Presumably, there are other documents that didn’t make it into the pools that
also would have been judged relevant. Indeed, a test of the TREC-2 and TREC-3
collections demonstrated the presence of unjudged relevant documents [8]. In
this test, relevance assessors judged the documents in new pools formed from
the second 100 documents in the ranked results submitted by participants. On
average, the assessors found approximately one new relevant document per run
(i-e., one relevant document that was not in the pool created from the top 100
documents of each ranking). The distribution of the new relevant documents
was roughly uniform across runs, but was skewed across topics—topics that had
many relevant documents initially also had many more new relevant documents.

Zobel found the same pattern of unjudged documents in his analysis of the
effect of pooling [26]. He also demonstrated that the TREC collections could
still be used to compare different retrieval methods since the collections were
not biased against the unjudged runs. In this test, he evaluated each run that
contributed to the pools using both the official set of relevant documents pub-
lished for that collection and the set of relevant documents produced by removing
the relevant documents uniquely retrieved by the run being evaluated. For the
TREC-5 ad hoc collection, he found that using the unique relevant documents
increased a run’s 11 point average precision score by an average of 0.5 %. The
maximum increase for any run was 3.5 %. The average increase for the TREC-3
ad hoc collection was somewhat higher at 2.2 %.

Most of the subsequent TREC collections have been examined using a sim-
ilar test. In these tests, the entire set of uniquely retrieved relevant documents
for a group across all of the runs that group submitted are removed from the
relevance judgment set when evaluating a run from that group. This is a more
stringent variation of the test used by Zobel in that it completely removes any
effect of that group’s participation. For the TREC-8 ad hoc collection, the mean
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Fig. 1. Total number of unique relevant documents retrieved per TREC. Each total
gives the percentages of the total that were retrieved by Automatic, Manual, Mixed, or
Other runs. Groups are indicated by a dot beneath the x-axis. All groups that retrieved
at least one unique relevant document are plotted.



percentage difference in mean average precision over the 71 runs that contributed
to pools was 0.78 %, with a maximum difference of 9.9 %. Not surprisingly, the
manual groups that had the largest number of unique relevant documents (see
figure 1) also had the largest percentage differences in mean average precision.
But given that the manual runs’ contributions are in the pool, the difference
in evaluation results for automatic runs is negligible. For automatic runs, the
largest percentage difference in mean average precision scores was 3.85 %, which
corresponded to an absolute difference of only .0001. Every automatic run that
had a mean average precision score of at least .1 had a percentage difference of
less than 1 %.

Figure 2 shows the absolute difference in mean average precision scores plot-
ted against the number of unique relevant documents contributed by that run’s
group for each automatic run for TREC-8. The runs are sorted by increasing dif-
ference and then by number of unique relevant documents. The two obvious out-
liers in number of unique relevant documents (for runs GESATDN1 and iit99aul)
reflect organizations that submitted manual runs in addition to automatic runs;
the vast majority of their unique relevant documents were contributed by their
manual run.
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Fig. 2. Absolute difference in mean average precision scores when a run is evaluated
using relevance pools with and without that group’s unique relevant document for
TREC-8 automatic, ad hoc runs. Also plotted is the number of unique relevant docu-
ments contributed to the pools by that group. Runs are ordered by increasing absolute
difference and by increasing number of unique relevant documents.



While the lack of any appreciable difference in the scores of the automatic
runs is not a guarantee that all relevant documents have been found, it is very
strong evidence that the test collection is reliable for comparative evaluations
of retrieval runs. Pool depth and diversity are important factors in building a
test collection through pooling, but with adequate controls, the resulting test
collection is not biased against runs that did not contribute to the pools. The
quality of the pools is significantly enhanced by the presence of recall-oriented
manual runs, an effect exploited by the organizers of the NTCIR workshops who
perform their own manual runs to supplement the pools [11].

In the end, the concern regarding completeness is something of a red herring.
Since test collections support only comparative evaluations, the important fac-
tor is whether the relevance judgments are unbiased. Having complete judgments
ensures that there is no bias in the judgments; pooling with sufficiently diverse
pools is a good approximation. The importance of an unbiased judgment set ar-
gues against the proposals for different pooling strategies that find more relevant
documents in fewer total documents judged. Zobel suggests judging more docu-
ments for topics that have had many relevant documents found so far and fewer
documents for topics with fewer relevant documents found so far [26]. However,
assessors would know that documents added later in the pools came from lower
in the systems’ rankings and that may affect their judgments. Cormack et al.
suggest judging more documents from runs that have returned more relevant
documents recently and fewer documents from runs that have returned fewer
relevant document recently [5]. But that would bias the pools toward systems
that retrieve relevant documents early in their rankings. For test collections, a
smaller, fair judgment set is always preferable to a larger biased set.

3 Differences in Relevance Judgments

Incompleteness is a relatively recent criticism of the Cranfield paradigm since
the original test collections were complete. Inconsistency—the fact that different
relevance assessors produce different relevance sets for the same topics—has
been the main perceived problem with test collections since the initial Cranfield
experiments [20,7,9]. The main gist of the critics’ complaint is that relevance is
inherently subjective. Relevance judgments are known to differ across judges and
for the same judge at different times [14]. Critics question how valid conclusions
can be drawn when the evaluation process is based on something as volatile as
relevance.

To study the effect of different relevance judgments on the stability of com-
parative evaluation results, NIST obtained three independent sets of assessments
for each of the 49 topics used in the TREC-4 evaluation (Topics 202-250). The
TREC-4 relevance assessors were asked to judge additional topics once they had
finished with the main TREC-4 assessing. Call the author of a topic its primary
assessor. After the primary assessor was finished with a topic, a new document
pool was created for it. This new pool consisted of all of the relevant documents
as judged by the primary assessor up to a maximum of 200 relevant documents



(a random sample of 200 relevant documents was used if there were more than
200 relevant documents) plus 200 randomly selected documents that the primary
assessor judged not relevant. The new pool was sorted by document identifier
and given to two additional assessors (the secondary assessors) who each inde-
pendently judged the new pool for relevance. Because of the logistics involved,
a topic was given to whatever secondary assessor was available at the time, so
some individual assessors judged many more topics than others. However, each
topic was judged by three individuals.

3.1 Assessor Agreement

The overlap of the relevant document sets can be used to quantify the level of
agreement among different sets of relevance assessments [12]. Overlap is defined
as the size of the intersection of the relevant document sets divided by the size
of the union of the relevant document sets. Table 1 gives the mean overlap
for each pair of assessors and the set of three assessors. Documents that the
primary assessor judged relevant but that were not included in the secondary
pool (because of the 200 document limit) were added as relevant documents to
the secondary assessors’ judgments for the analysis. The overlap is less than 50%,
indicating that the assessors substantially disagreed on the judgments. Across
all topics, 30% of the documents that the primary assessor marked relevant were
judged nonrelevant by both secondary assessors.

Table 1. Mean overlap for each assessor pair and the set of three assessors.

Assessor Group|Overlap
Primary & A 421
Primary & B .494
A&B .426
All three 301

3.2 Effect of Inconsistency

To test how evaluation results change with these differences in assessments, we
compare system rankings produced using different relevance judgments sets. A
system ranking is a list of the systems under consideration sorted by the value
each system obtained for some evaluation measure.

Each system is evaluated over a set of topics, and each topic has a different set
of judgments produced by each assessor. Call the concatenation of one judgment
set per topic a grels (for query-relevance set). With three independent judgments
for each of 49 topics, we can theoretically create 3*° different qrels by using
different combinations of assessor’s judgments for the topics, and evaluate the
systems using each qrels. Note that each of these qrels might have been the qrels



produced after the TREC conference if that set of assessors had been assigned
those topics. To simplify the analysis that follows, we discarded Topic 214 since
Secondary Assessor A judged no documents relevant for it. That leaves 48 topics
and 38 possible grels.

Three of the 3*® possible qrels are special cases. The original qrels set consists
of the primary assessments for each topic—this is the qrels released after TREC-4
except that it lacks Topic 214. The set of judgments produced by the Secondary A
judge for each topic, and the set of judgments produced by the Secondary B
judge for each topic constitute the Secondary A qrels and the Secondary B
qrels respectively. We created a sample of size 100,000 of the remaining qrels
by randomly selecting one of the primary or secondary assessors for each of
the 48 topics and combining the selected judgments into a qrels. Adding the
three distinguished qrels to the sample gives a total of 100,003 grels that were
used to evaluate retrieval systems. Finally, two additional grels, the union and
intersection grels, were created from the relevance judgments. In the union grels
a document is considered to be relevant to a topic if any assessor judged it
relevant to that topic; in the intersection grels a document is considered to be
relevant to a topic if all three assessors judged it relevant to that topic. Because
two topics had no documents that all assessors agreed were relevant (219 and
232), the intersection qrels contains only 46 topics.

There were 33 category A ad hoc retrieval systems used in TREC-4. We
evaluated each of these systems against each of the qrels in the sample of 100,003
grels and computed the sample mean of the mean average precision for each
system. The means are plotted in Figure 3 where the systems are sorted by
decreasing mean. The error bars in Figure 3 indicate the minimum and the
maximum mean average precision obtained for that system over the sample.
Also plotted in the figure are the mean average precision scores computed using
the original, union, and intersection qrels. These points demonstrate how the
system ranking changes for an individual qrels versus the ranking by the mean:
a system with a symbol higher than the corresponding symbol of a system to
its left would be ranked differently in the individual grels ranking. For example,
the pircs2 and uwgcll systems (shown in position 2 and 3 in Figure 3) would
switch positions when evaluated by the Original grels.

The plot in Figure 3 demonstrates that the mean average precision score does
change depending on the grels used in the evaluation. The difference between the
minimum and maximum mean average precision values is greater than .05 for
most systems. However, the changes are very highly correlated across systems.
That is, if a particular system gets a relatively high score with a particular qrels,
then it is very likely that the other systems will also get a relatively high score
with that grels. The union grels (the triangle in Figure 3) is close to the top of
the range for each system, for example.

The correlation can be quantified by using a measure of association between
the different system rankings. We used a correlation based on Kendall’s tau [19]
as the measure of association between two rankings. Kendall’s tau computes the
distance between two rankings as the minimum number of pairwise adjacent
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Fig. 3. Sample mean, min, and max of the mean average precision computed for each of
33 TREC-4 systems over a sample of 100,003 grels. Also plotted are the mean average
precision for the original, union, and intersection grels. Systems are labeled as either
manual (M) or automatic (A).

swaps to turn one ranking into the other. The distance is normalized by the
number of items being ranked such that two identical rankings produce a cor-
relation of 1.0, the correlation between a ranking and its perfect inverse is -1.0,
and the expected correlation of two rankings chosen at random is 0.0.

We computed the mean of the Kendall correlations in the sample of 100,003
grels in two ways. In the first case, we took the mean of the correlations between
the ranking produced by the original qrels and the rankings produced by each
of the other 100,002 qrels. In the second case, we took a random subsample of
1000 grels and computed the mean correlation across all pairs in the subsample.
The mean, minimum, and maximum Kendall correlations for the two methods
are given in Table 2. The numbers in parentheses show the number of pairwise
adjacent swaps a correlation represents given that there are 33 systems in the
rankings. (Note that the way in which the qrels were constructed means that
any two qrels are likely to contain the same judgments for 1/3 of the topics.
Since the grels are not independent of one another, the Kendall correlation is
probably slightly higher than the correlation that would result from completely
independent grels.)

On average, it takes only 16 pairwise, adjacent swaps to turn one ranking
into another ranking. The vast majority of the swaps that do take place are
between systems whose mean average precisions are very close (a difference of
less than .01).



Table 2. Kendall correlation of system rankings and corresponding number of pairwise
adjacent swaps produced by different qrels. With 33 systems, there is a maximum of
528 possible pairwise adjacent swaps.

Mean Min Max
with Original|.9380 (16)].8712 (34)].9962 (1)
in subsample |.9382 (16)|.8409 (42)|.9962 (1)

The plots of the union and intersection qrels evaluations in Figure 3 show that
the evaluation using those grels sets is not different from the evaluation using the
other qrels sets. The intersection and union qrels differ from the other sets in that
each topics’ judgments are a combination of judges’ opinions in the union and
intersection grels. The intersection qrels set represents a particularly stringent
definition of relevance, and the union qrels a very weak definition of relevance.
Nonetheless, in all but two cases (intersection qrels for systems pircs2 and
uwgcll), the mean average precision as computed by the union and intersection
grels falls within the range of values observed in the sample of 100,003 qrels.
The corresponding rankings are also similar: the Kendall correlation between
the original grels ranking and the union grels ranking is .9508, and between the
original and intersection rankings is .9015.

This entire experiment was repeated several times using different evalua-
tion measures, different topic sets, different systems, and different groups of
assessors [23]. The correlation between system rankings was very high in each
experiment, thus confirming that the comparative evaluation of ranked retrieval
results is stable despite the idiosyncratic nature of relevance judgments.

4 Cross-Language Test Collections

The Cranfield paradigm is appropriate for cross-language retrieval experiments,
though building a good cross-language test collection is more difficult than build-
ing a monolingual collection. In monolingual collections, the judgments for a
topic are produced by one assessor. While this assessor’s judgments may differ
from another assessor’s judgments, the judgment set represents an internally
consistent sample of judgments. CLEF cross-language collections are produced
using a separate set of assessors for each language represented in the document
set. Thus multiple assessors judge a single topic across the entire collection.
This necessitates close coordination among assessors so that “gray areas” can
be judged consistently across languages.

Pooling is also much more difficult to coordinate for cross-language collec-
tions. As the results in section 2 demonstrate, the quality of the test collection
depends on having diverse pools. Yet it is very difficult to get equally large, di-
verse pools for all languages contained within a multilingual collection. Both the
number of runs submitted by participants and the documents retrieved within a
run are usually skewed in favor of some languages at the expense of others. As



a result, the pools for the minority languages are smaller and less diverse than
the pools for the majority languages, which introduces an unknown bias into the
judgments.

Another concern with the TREC cross-language collections is that the cross-
language tasks have tended not to receive the recall-oriented manual runs that
are beneficial for collection building. Analysis of the effect of incompleteness on
the cross-language collections (as described in section 2) has sometimes showed
mean differences in mean average precision scores computed with and without a
group’s unique relevant documents as large as 6-8 %, compared to mean percent-
age differences of less than 2 % for automatic runs for the monolingual TREC
collections [24, 25]. (The same analysis on the CLEF 2000 multilingual collection
showed an average difference of less than 1 % [1].) The somewhat larger aver-
age differences do not invalidate the collections since comparative results are
generally remain quite stable. However, experiments who find many unjudged
documents in the top-ranked list of only one of a pair of runs to be contrasted
should proceed with care.

5 Conclusion

Test collections are research tools that provide a means for researchers to explore
the relative benefits of different retrieval strategies in a laboratory setting. As
such they are abstractions of an operational retrieval environment. Test collec-
tions are useful because they allow researchers to control some of the variables
that affect retrieval performance, increasing the power of comparative experi-
ments while drastically decreasing the cost as compared to user-based evalua-
tions.

This paper has summarized a set of experiments that demonstrate the validity
of using test collections as laboratory tools. In response to the criticism that test
collections use of a static set of binary, topical relevance judgments to represent
correct retrieval behavior, we showed that comparative retrieval results are stable
despite changes in the relevance judgments. We also showed that an adequately
controlled pooling process can produce an unbiased judgment set, which is all
that is needed for comparative evaluation.

The final test of the Cranfield paradigm is whether the conclusions reached
from the laboratory experiments transfer to operational settings. Hersh and his
colleagues suggest that the results may not transfer since they were unable to
verify the conclusions from a laboratory experiment in either of two user stud-
ies [10, 21]. However, the first user study involved only 24 searchers and six topics,
and the second user study involved 25 searchers and eight topics. The results of
the user studies did not show that the conclusions from the laboratory test were
wrong, simply that the user studies could not detect any differences. As such,
the studies are a good illustration of the difficulties of performing user studies
to evaluate retrieval systems. Any measure of the retrieval technology actually
in use today demonstrates the results do transfer. Basic components of current
web search engines and other commercial retrieval systems—including full text



indexing, term weighting, and relevance feedback—were first developed on test
collections.

Because the assumptions upon which the Cranfield paradigm is based are
not strictly true, the evaluation of retrieval systems is a noisy process. The
primary consequence of the noise is the fact that evaluation scores computed
from a test collection are valid only in comparison to scores computed for other
runs using the exact same collection. A second consequence of the noise is that
there is an (unknown) amount of error when comparing two systems on the
same collection. This error can be reduced by using many topics, by repeating
the whole experiment (different sets of topics/judgments) multiple times, and
by accepting two systems as different only if the delta between their respective
scores is larger.
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