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Introduction.

Let £ be a locally compact, non-discrete, totally disconnected topological
field, with an odd residual characteristic. Let G=SL,(k) be the group of two
by two unimodular matrices with entries in k. Let S(G) be the space of complex
valued functions which are locally constant and compactly supported. We define
and study the Plancherel transform of f=S(G), and next define the Plancherel
transform of a distribution on G, applying the Plancherel formula. We discuss
tensor products of irreducible unitary representations of G, of the principal
series, of the supplementary series or the special representation. Calculating the
Plancherel transform of certain distributions, we give their explicit decomposition
formulas into irreducibles.

To decompose tensor products is one of the fundamental problems in group
representation theory, and many authors have been studying this problem.
Historically, as to semisimple Lie groups and their related groups, there are
works of L. Pukanszky [12], R.P. Martin [5] and J. Repka [13] for SL.,R),
and G. Mackey [7] and M. A. Naimark [9], [10] and [11] for SL,(C), and N.
Tatsuuma [18] for inhomogeneous Lorentz group. For principal series repre-
sentations, the problem was studied by 1. Gel’fand-M. Graev [2] and N. Anh [1]
for SL,(C), and by F. Williams [19] for general complex semisimple Lie groups.
For the present group G=SL,(k), Martin [6] studied the tensor products of a
principal series representation with any irreducible one. He gave the decom-
position formulas by an approach analogous to that of [19], that is, by using
Mackey’s subgroup theorem, tensor product theorem and Mackey-Anh’s reci-
procity theorem. The decompositions are expressed as a direct integral on the
subset of the -unitary dual G of G with respect to the Plancherel measure.

However, the harmonic analysis on a semisimple Lie group is now much
studied. So, it seems desirable to establish the decomposition formula in more
explicit manner. Here, we give the decompositions directly, naturally obtaining
the intertwining projections of the product spaces to each irreducible component.
Our method is an extension of Naimark’s idea and available for other groups.
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We sketch the contents of this paper. W denoted by p a fixed prime ele-
ment in k£, ¢g=|p|~} and by ¢ a fixed (¢g—1)-st primitive root of unity in k. In
the first three sections, we summarize results concerning the Fourier analysis
over k, given in [4] and [14], reconstructing some of them to fit on our pur-
pose. In §4 summarize results on the irreducible unitary representation of G.
Most of them are well known ([4], [16] etc.). In this paper, we realize, for
instance, the principal series representation ®. on the space S., and its X-
realization R, is on the space §.. The operator for g€ of the representation
R, is given by means of a kernel K,(g|u, v). The X-realization is useful for
our decomposition.

In §5, we define and study the Plancherel transform on G: for feS(G),
we make correspond the function K.(f|u, v) of u, vek™ and =, where

Ko(flu, 0={_f(g)K(glu, v)dg .

In §6, we describe the tensor products R, ®R,, of

Case (I): principal series @ principal series,

Case (II): supplementary series @ principal series,

Case (I): supplementary series @ supplementary series.
As the limiting cases of Case (II) and Case (1), we consider tensor products

Case (IV): the special representation @ principal series,

Case (V): the special representation & supplementary series,

Case (VI): the special representation @ the special representation.
For the tensor product in Case (1), we define an intertwining operator U of R
={R,, S(G)}, the right regular representation, into R, QR., whose image is
dense in L*®L% Let {,> be the inner product in L@ L2 Put B(f, f)={e, ¢>
for f=S8(G), where ¢=Uf. Then

M B(f, N=| | g /(@) T@Igdg.,
where H(g) is a certain distribution on G. We give H explicitly.

We define in §7 the Plancherel transform D of a distribution D on G.
D(u, v, =) is formally given by SGD(g)K,,(g"‘]v, u)dg. We prove in Theorem
7.1 that for H above H vanishes outside of IT, where IT is the set of = deter-
mined by the value of m;7,(—1). The right hand side of (1) is rewritten as

@) Sggkgkﬁ(u, v, DKFIt, WEL(FIt, v)didudvm(z)dr |

where m(zx)dn is the Plancherel measure on G. After computing explicitly in
§ 8 the Plancherel transform ﬁ, we have in §9, the decomposition formula for
Case (1). In more detail, rewriting (2) we obtain

3) o, o= };,Sﬂ(@ Dy .m(z)dr .



Plancherel transform on SL.(k) 371

Here @=®(t; =, s) is a function on EXIIX {1, ¢, p, ep}, and as a function in
t, @ is in the spaces of irreducible representations. A linear mapping W: ¢p—@
is extended to a unitary G-morphism of the space L*®L? onto the Hilbert space
$ (in §9.2). To prove that W is onto, we use “continuous analogue of the Schur
lemma” in [7]. The G-morphism W display the decomposition for this case
(Theorems 9.4 and 9.5).

In §10, we can compute easily A for Case (I1) by using results in Case (1)
and establish the formula (3) and finally get the decomposition (Theorem 10.3).
In §11, 12, we treat the tensor product for Case (II). This case is further
devided into two cases: for = (x)=|x|%, —1<a;<0 (=1, 2),

Case (IlI. A): 0<14a,+a,; Case (i.B): —1<l4a,+a,=0.

We again compute H for H in (1.A) by using results in Case (II) and the
Hankel transform of a “homogeneous distribution” (Proposition 3.7). Then we
get the decomposition (Theorem 11.4). For Case (lIl. B), H can not be computed
directly, so we do it by analytic continuation of A in (1. A). In the decom-
position formula, there appears a supplementary series representation as a new
discrete component (Theorem 12.3).

In the last section, § 13, we give the decomposition formulas of the limiting
cases. For Case (VI), it is obtained by taking the limit a;——1 in the formula
(3) for Case (II) (Theorem 13.4). For Cases (V) and (VI), decompositions are
obtained from the formula (3) in Case (lil), but the supplementary series com-
ponent disappears here (Theorems 13.5, 13.6).

The author is very grateful to Professor T. Hirai, who read the original
manuscript and let to the improvement for this paper.

1. Preliminaries.

Let % be a locally compact, totally disconnected, non-discrete topological
field, k* the additive group, k* the multiplicative group, O the ring of integers
in £, P the maximal ideal in O and p a generator of P. O/P is a finite field
with ¢ elements, ¢ a prime power. Throughout this paper we assume that ¢ is

odd. Let dx denote the Haar measure on k*, normalized that Sodle. The

valuation (non-archimedean) |+| on £ is determined by d(ax)=|a|dx, a€k*, and
|0]=0 for which |p|'=q, O={x; |x|=1} and P={x; |x|<1}. Let O"=O0O\P
be the group of units in O. Let ¢ be a primitive (g—1)-st root of unity in O7,
then the collection {0, 1,2, ---, 7% is a complete set of coset representatives
for O/P. The set A,;=14+P={x; |1—x]|<1} is a compact subgroup of O*, and
every element x of 2* can be uniquely written as x=p"y, y=c"a, (n€Z, 0=
m=Zg—2, y€0" and a€ A,). Thus |x|=¢ " and k=ZXO0*=ZXZ; XAy, Z,,
=Z/(g—1).

We denote by (k£*)? the set of square elements in k%, then it is known that
in our case, ¢ an odd number, (£*)? is a subgroup of k" of index four, and a
complete set of coset representatives of k*/(k*)? is given by E={1, ¢, p, ep}:
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b=k ) Je(R" )\ I p(k") " Jep(k™).

Any quadratic extension of k is, up to isomorphism, given by L.=£k(/7),
t€E'={e, p, ep}. The norm N, and the trace S, for z=x-++/7 y are defined
by N.(z2)=zzZ=x*—7y? and S.(2)=z+Zz=2x respectively.

The subgroup kX=N.(L}) of k* includes (k*)>and [2*: k;]=[k;: (k*)*]=2.
Furthermore if —1e(£*)? ki=(R*)Jr(k*)® for each z€E’, and if —1&(k%)?
by =R Je(k™ ), ky=(R"*Jep(k*)* and X=(k*)"Jp(k*).

The collection {P™} n-y. ... of ideals P*={x; [x|=¢~!} in k, gives a neigh-
borhood basis of 0 in £*. There is a unitary character X(x) on k* which is
trivial on O=P° but non-trivial on P-*. Every unitary character on 4+ has the
form X(ux) for some usk. The Fourier transform on %.* is defined for feL?

as f(u)zEff(u)zgkf(x)x(ux)dx, and its inverse transform as f(u)=%F ‘f(u)=
Skf(x)X(—ux)dx.

Let S be the space of testing functions on £k, that is, the space of complex
valued functions which are locally constant and compactly supported. The space
S is topologized by defining a null sequence to be {¢,} where {¢,} all vanish
outside a fixed compact set, and are constant on each cosets of a fixed P™, and
tend uniformly to zero. The Fourier transform ¢ of ¢S again belongs to S
and, if ¢ is constant on the cosets of P* and supported by P-™, then ¢ is con-
stant on the cosets of P™ and supported in P~ Thus the Fourier transform
is a topological isomorphism of S onto itself. Each element in &’, the topological
dual of &, is called a distribution on .. The Fourier transform f of a distri-
bution f is defined by (f, p)=(f, §) for p&S.

The principal value integral is defined for a locally summable function f by

(1.1 P-| fwde=lim | [/1ux)dx,

where [f], is a function equal to f on the set {x; ¢ "=<|x|=¢"} and zero out-
side. The principal value integral Fourier transform P- Skf(x)x(ux)dx:

(P - 9)f(u) coincides with the usual transform for fe L, and if (P - &)f(u) exists
for fe L? it coincides for almost all u =k with the usual f(u) by the Plancherel
theorem.

We set A,=1+P" nz=1 and A,=0. The collection A, is a neighborhoods
basis of 1 in k" The character group k¢ of k* is expressed as k =T xO",
(:)X=Zq_1><f~11, where T=[—=/log q, n/log q) is one dimensional torus and O* a
countable set, Each element = of E* is written as n(x)=|x|"6(x) where reT,
and @ is determined by 6(p)=1 and §|0*. The measure dx on k" is given by
sdr, | dr=1.
peg* T

Following [14], we say that, when #=1, r is unramified or has ramification
degree 0 and that, when @ is trivial on A, and non-trivial on A,_,(A=1), = is
ramified of degree /.
© Non-unitary characters on 2* are obtained by replacing the pure imaginary
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ir by a complex number a« with non-zero real part. Non-unitary characters in
which we are specially interested are of the form =(x)=|x|% a real and —1
<a<0. The following character is called the signature of 2 with respect to z:

1 xekl,

(1.2) Sgnr(x):{
—1 xek™\k;.

The character sgn.(x)=]x|"7/'82 is unramified, and sgn,(x) and sgn.,(x) are
both ramified of degree 1. In the following, we will denote [x| by p(x), and
x|™! by m,,(x). The latter relates with the special representation.

Let $* be the space of functions ¢ in &, satisfying ¢(0)=0. It is the space
of testing functions on %*. On this space the Mellin transform is defined by

(,b(rc)zgkﬁo(f’f)fr(x)dxx where d“x=p '(x)dx (the Haar measure on %2%).

The image & under the Mellin transform of S$* is a space of functions on
k*. It is proved that, for ¢ supported by the set {x; ¢ "=<[x|=¢"}, the Mellin
transform ¢(z)=¢(a, d) is characterized by

(1.3) Ha, )= 3 au@qg*e,  w(x)=|x|"0(x).

Here, a,(6) vanish except for only a finite number of 4.
The gamma function is defined for all characters = of %2* (not necessarily
unitary) except n=1. If z(x)=|x]%8(x) is ramified of degree h=1,

(1.4) I(m)=T¢(a)=P- Skn(x)x(x)dxx=Coq"‘““’2) ,

where C, is a complex number such that [C4|=1 and C4C,,=0(—1). If =(x)
={x]% Re(a)>0,

1—q®-!
(1'5) f(n):F(a):P~Skn(x)x(x)d"x: 1’0(,
For Re (@)<0, a#0, ['(a) is defined as the analytic continuation of (1.5) and is
meromorphic, zero at a=1 and has a pole at a=0.

The gamma function on % is closely related to the Fourier analysis on & as
in the case of the usual gamma function on R. For instance, f(x)=I"(z)"'z(x)p (x)
=I'(z)"'mp~*(x) is a homogeneous distribution on k, and if x=1, it denotes the
delta function 4 on k supported at 0. The Fourier transform f of this distri-
bution is given by f=r"':

AN 1 -1 AN —— -1

(1.6) f, ¢)——F(ﬂ) (mp™!, @)=(x71, @),
For w#(x)=]x]%6(x), this is proved first in case (0<Re a<1) by changing the
order of integration, then by analitic continuation to any a.
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§2. The spaces S, and S..

Let #=|-|%8 be a non unitary character of k%, p(x)=|x|, T5 a mapping
of S such that Tip(x)==mp *(x)p(—1/x), and S, the linear span of § and TZS.
In this section we study the Fourier transform &, of the space S,, in the sense
of principal value integral, and in the next section we study the Fourier trans-
form of TZ.

2.1. For ¢&S8, mp~(x)p(—1/x) is locally constant, zero on a neighborhood
of 0 in %, and mp~'(x)p(0) for large |x|. Therefore every function f in S, is
canonically expressed as

2.1 f=p+ag.,
where ¢ &S, a a complex number and

0, Ix[=1,
2.1a) ha(x)=

zp Y (x), [x|>1.

The topology in S, is defined in such a way that {p,+a.¢:} is a null
sequence, if {¢,} is a null sequence in S and a,—0. Then T is an isomorphic
mapping of S, onto itself.

Lemma 2.1, ([14], Lemmas 1 and 2)

q’*(l—%), <0,
(A) Suxw"ﬂx)dx: -1, k=1,
0, k>1.
If © is ramified of degree h=1,
I'(n), k=h,
(B) S 2 (Ux)d x =
1z1=qk 0, k+h.
We set
2.2) Galu; n):P—S . ro (xM(x)dx, uek”, n>0.
Qruisi x|
Then the following holds.
Lemma 2.2. For n=|-|%, a#0,
A G ) {0, [u|>g="*,
2lu; = (n-ha 1
_q 1 “n+t
Fw- (=), 0<]ul=g,
and for n=1 (a=0),
B®) Galuts ) {0’ ulza
mitls )= loglul BEAYES < g-n+l
( og ¢ u+1)<l q> pt 0<|nl=gq .
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For © is ramified of degree h=1,
0, lu| >g=+*,

© Gnlu; 71')2{
I(x), 0<|ul g+,

Proof. It is easy to see, from Lemma 2.1, that the values of G.(u; n) are
zero for |u|>g %' in (A) and (B), and for |u|>¢ "** in (C). Let =(x)=|x|®
and |u|=¢"™=<q¢ "*!, then

Galu; 7:):5 rqo“(x)?((x)dx:k:;_"mq“’*(l—q“)—q“‘l .

qtiurs|zy

By the direct calculation we obtain the required formulas in (A) and (B).
Similarly we obtain the formula in (C). Q.E.D.

Remark. For n=1, G,(u; n)= lil’l(’)l Galu; [+]9%.

2.2. We consider the Fourier transform of f&S.. Let f=¢+4a¢, be as in
(2.1). We consider

Fa)=(P- F)f(u)=P - Skf(x)X(xu)dx o uekr.

Since (P-9)¢. is given in Lemma 2.2 as (P- F)).=P- 7o Y (x)X(xu)dx
0

1<l x|
=7n"%u)G,(u; ), the principal value integral Fourier transform f of fes$, al-
ways exists and f:¢+a7r“(~)GJ(- ; w) for every m=1-|%0. In particular, take

the constant function 1=¢y(x)+¢.(x)in S., where ¢, is the characteristic func-
tion of O and =(x)=|x|. Then iZg’bo(u)—l—]ul"Gl(u;n’):O for uek*. Note
that if Re (a)<1/2, then S,CL? and f€S, coincides for almost all » with the
Fourier transform in L®sense, and moreover if Re (a)<0, S,CL"' and then f
coincides with the usual one,

As to the inverse transform, we consider the integral P—Sngv,,(u)X(—xu)du.

This integral converges only for = in Re (a)<1 and coincides with ¢.(x). Thus
we have the following proposition,

Prooposition 2.3. The principal value integral Fourier transform 8. of S,
is the space of the functions on k™ of the form f:¢+a7r“(-)G,(-;7r) where
¢0E€S, a€C and G,(u; w) is in (2.2). For m in Re(a)<1, the inverse transform
8:—8, is given by the usual inverse Fourier transform F%.

The space 8. is topologized by null sequences {p,+ a7 '(-)G,(-; )} where
{¢.} are null sequences in & and a,—0, then the mapping P-F:S.—38: is
continuous and moreover for = with Re (a)<1, it is topological.

For the case n=n,,=||7!, there exists a T-invariant subspace S;, in S,,

consisting of functions f such that Skf(x)dx:O. Since §.C L%, every function
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f in S, has the usual Fourier transform f(u):go(u)—l—a || Gy(u; |+ 7Y with p€8.
The condition “f&S,,” is equivalent to “p=8*”. Therefore §,, is the space of
functions of the form ¢+alulG,(u; ||, eES™.

2.3. Let 1 be a non-unitary character of &%, then for f=S, the integrals
gkl(x)f(x)dx and Skl(u)f(u)du converge under suitable conditions on 4 and =,

and they give linear forms, “distributions” on &, and 8. respectively. The fol-
lowing is on the Fourier transform of distributions.

Proposition 2.4. Let n=|-1"0 and A=|-|%z, 8, 7€ 0*. Assume that 0<
Re (B)<1 and Re (B—a)>0. Then for fE€S,,

[ 2o 00fdu=r @ 10

To prove this, we need the following:
Lemma 2.5. Let A and © be as above. Then the function
<1)(u):k‘=21 [Az u)p () {G p(u; 1)~ Grpaue: m} |

s zero if |u|=¢°, s=max. (1, h), and h the ramified degree of n. Moreover @
is summable.

Proof. This is proved by concrete forms on G (u; 7)—Gs(u; #) which
we can calculate from Lemma 2.2.

Proof of Proposition 2.4. Let f=p+a¢, be in S.. For f=¢, we have al-
ready the desired equality in (1.6).
Now for ¢,

T M (x) X ux)dxdu

—~oa Sl<|x|sq"

Sklp"(u)(P— F)(u)du :Sklp"(u) Jim
:Sk lim @, (u)du

where @ (uw)=Az"'p (w){Gi(u; 7)—Gnps(u; n)}. We have
| @a()| =127 () (Giu; m)— sl 7} |
< 3 122707 G (w5 W)= Gl s T} S O(w),

where @ is the function in Lemma 2.5 which is zero if |u]>¢®, s large enough,
and is summable. So, by Lebesgue’s theorem,

S lim @, (u)du= limg O, (u)du
k n—co 1ulsq8

=00

= lim SImsqs).p"(u){SKmsqnﬂp“’(x)X(ux)dx}du ,

TL—oo
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and by Fubini’s theorem, we can change the order of integration and finally
come to

Ll-TogKmsqn SXp“’(u)X(ux)du}dx

ﬂp“(X){S

Jlulsq

=I"(2) lim

lim SKmsqnl“n‘o"‘(x)dxZF(X)SkZ"(x)g[),,(x)dx . QE.D.

Corollary 2.6. Let A and = be as in Proposition 2.4, and moreover we assume
Re(a)<1. Then it holds

Sklp“(x)ﬂ"lf(x)deF(l)2(—1)Sk1“(u)f(u)du . fESs.

Proof. Replace 2 by A7'p in the formula of Proposition 2.4, and used
I'a-HI'Qe)=i-1). Q.E.D.

§3. The Hankel transform.

3.1. The Bessel function of order = is defined as follows: for u,vek™

3.1 Jo(u, v)=P- SkX(ux—I-vx“‘)n'(x)dxx

= lim i S Wuxtvx Hrlx)d x .
|zi=gk

n—oo k=-n

This principal value integral converges. In fact, for fixed u, vE k™, except only
a finite number of £ in (3.1), integration terms vanish. Because, from Lemma
2.1, for large k>0,

S kX(ux-i—vx“)rr(x)dxx:S _kX(vx'l)n(x)dxx
1ZI=q~

1Z]=q

ZH(U)S vqu(x)n"‘(x)d*x:O,

1x1=19l

and

S kX(ux—i—vx“)rr(x)d‘x:n“(u)g 1x)m(x)d*x=0.
1Z1=q

1zi=1ul~1gk

Thus we remark that for every compact subset ACk*, there exist large n>0
such that

J=(u, U)Zki S Kux+vx Hr(xd x u,veA.
=-nJIZI=g"
The Bessel functions have the following properties:

(B.1) JA{—u, —v)y=n(—1)](u, v),
(B.2) Jx(u, v)=Jz-1(v, u),
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(B.3) =) Jx(u, v)=rW)]z-1(u, v),
(B.4) Jelu, v)=Jz(—u, —v), where #(x)=7(x).
(B.5) If m is ramified of degree /=0, a#1 and |uv|<q', [=max.(l, h),
Jalu, v)=r)(x~)+z" () (),
and if z=1 and |uv|<gq, J.(u,v) is obtained by the limit of J.(u, v), =#=|-]%,
—log |uv|

as a—0. It equals (l—q")<~m4+l>—24‘l. (see [147).

3.2. The Hankel transform of order = is defined for fe&, by

(3.2) H,,f(u):Sk]n(u, Wiwdy, uek*.

Proposition 3.1. Let 7=|-]%0 such that —1<Re(a)<l, and f€3,. For
uek”,

(3.3) Hof(w)=P- Skﬂp“’(x)f<_Tl)X(ux)dx .

Proof. Since f=F '(P- F)f=9"'f from Proposition 2.3, then it holds

S S X(ux+vx“‘)7rp“(x)f(v)dvdx
q-TsizisqP Jk

ap (X)) f(—x N ux)dx.

Sq—"smsw

The right hand side tends, as n—oo, to that of (3.3). Since the integrand on
the left hand side of above is summable, we can change the order of integra-
tion, and then it equals

(3.4) Skf(v)gq_ns‘rlsan(ux—I—vx“)n'p“(x)dxdv .

We prove this tends to the left hand side of (3.3). Let |u]|=¢™ and n>m.
Choose an integer [ such that f is zero for |v|>q'. Then, (3.4) equals

(3'5) Sq-msmsqtf(v)Sq-"sms:z"m dXdU+Slm<q'mf(v)5q'"5|z|sq"m dxdv
=(1)+(ii).
Since S X(ux+vx Yrp " (x)dx=](u, v), for n large enough and for |v|

¢ "siz1sgh
such that ¢ ™<= |v|<q', we have

(3.6) )= F) Je(u, v)dv.

Sq—mswmql

On the other hand,
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&1 (ii):Sq‘"s|v1Sq—mf(v){gq_nsmsqﬁmx(vx_l)ﬂp"l(x)dx}dv
+Sw1<q—nf(v){sq-nsmsq_mx(vx-l)ﬂp_’(x)dx}dv

7 -1
+Sm<q‘mf(v){grmelsqﬂX(ux)rrp (x)dx}a’v.
We denote the inner integrals in (3.7) by A,(v), B,(v) and C,(u) respectively.

An(v)ZN(V)S X(x)r o () dx=a@){Gnlv; 77— Gnys(u; D}

qmvISI TSRV

For B,®),

B,,(v):B,,ZS Xwx Hrp Y (x)dx :S T lp Y (x)dx

g-"sizisq—™ qms|z18q?

(1_q—1)q—ma {q4(n—m+1)n_1} (q—(l_l)—-l s T= [ . la, a;/__o ,
= 1—¢g Hn—m+1), T=1,
0, 7 ramified.

For C,(u) with n large enough,

Cw=Catw=| _  Aunzinds

“Mmgixis
—q* 'n Y u), 7 unramified,

) (x), & ramified.

zn‘l(u)g

1<iziSqhiu)

X(x)mp Hx)dx :{
Thus

(ii):Sq_"smsq_m f(v)n(v)A,,(v)dv—f—B,.S o f(v)dv—i—C(u)S S @)

191<g vl

f) {z@)Gnlv; n~*>+c<u>}dv—§ F0)2@)Grsrlv; = Y)dv

Sq'"sw1<q'"‘ grsin<eT™

+B"Sm<q_nf(v)dv+C(u)S q«nf(v)dv

1<

=(a)+b)+(c)+(d).

We show that, as n—co,

(3.8) @) —»S F)a(u, v¥dv,  and (b), (0), (d) —0.

1v<g =™

For (a), since |v|<¢~™, the direct calculation and (B.5) leads us to
TW)Gn(v; m ) +C)=n) [ (x~ )+~ (W) (7)=J(u, v).

Considering the function of the form fzgo—l-an'l(-)Gm(- ; ), we get
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@—| o), vdv.

Next we show the other integral terms (b), (¢) and (d) tend to zero. For
B), Gpeiv; z71) is zero if Jv|>¢™", then

(b):Sm:q—nf\(v)n(v)cnﬂ(v s Ydy

:S|U|=q_"¢(v)n(v)6n+l(v; n—l)dU+S —nGl(v ) n)Gn+l(v ) ﬁ’l)dv .

ivt=q

These integrals converge for 7, —1<Re(a)<1, and tend to zero as n—oco with
order of ¢ ™= and ¢**~¥". For (c), if = is unramifed and #1, B, is bounded as
n—oo, and from the summability of f, we get (c) tends to zero. If =1, (c)
equals

191 <

It is easy to see that this tends to zero as n—co. If z is ramified, the integral
(c) already equals zero. Thus (c) tends to zero.
It is also easy to see that (d) tends to zero. Thus we proved (ii) tends to

S < F@)J<(u, v)dv. Combining this with (3.6), we get the proof. Q.E.D.
1n<Lg—m

From this proposition, for = in —1<Re(a)<1 and uek*, the integral in
(3.2) converges, and H,=(P- F)T;F"'. Note that for fed,, H.f is again in
8., and moreover H, gives an isomorphism of &, onto itself.

Corollary 3.2. For m in —1<Re(a)<1, Hi=n(—1)1.

Proof. 1t is a consequence of the fact that (TZ)*=n=(—1)I, and Propositions
2.3 and 3.1.

3.3. We have the following propositions:

Proposition 3.3. Let n=|-1%8 in —1<Re(a)<1, then

(1) SkH,f(u)Hx-lﬁ(u)du:nr(—l)gkf(u)ﬁ(u)du, Fed. hed .

A

(1) Skrr(u)H,,f(u)H,,ﬁ(u)duZn(—l)gkn(u)f(u)ﬁ(u)du . fhes,.

Proof. (I) Let m be as above. We can assume that —1<Re(a)<0. In
case Re (a)=0 (z is unitary), H,=(P- F)T3F-' by Proposition 3.1 and each
operator in the right hand side is defined on L2 then the usual Plancherel trans-
form for L? gives the formula ().

In case —1<Re (@)<0, fed,CL? and H,f€S, is a bounded function on k.
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On the other hand, Hﬁ_lﬁeS,‘_1 is in L' and is the Ilimit of g,(u)=
Skgn(x)X(ux)dx, where g.(x)€S is a function equal to m-'p " x)h(—x"1) if |x|

=q¢" and zero otherwise. We have an expression n7'p ' (x)i(—x")=¢+c¢__,,
pES, ¢_-1 as (2, la) and ceC. Then

én(u)=¢7+cS T lp " (x)X(ux)dx

=d+cn(u){Glu; 1) —Gasi(u; m7 1},
and
[ &) S 1P|+ el | w(u){Ci(u; 7 ) —Grei(u; T}
Slgw)+1cll élﬂ(u){Gk(u; T ) —=Greru; 79}
<P +1cl P,

where @ is the summable function given by @(u)= Zn) |7(u){Gp(u; =~ ") —
k=1
Gia(u:; 7Y} |. By the Lebesgue’s theorem,

[ He fO0H shodu={ tim H, fagadu=lim | H. fagaodu.
Since 7p (x)f(—x"')e L? the above equals
lim | %p-(—x)f(— 5 Dga(—)dx=a(—D FOIh(—)dx
=a(~){ fahwdu.
() =(wh(u) is in §_-,, therefore from (I),

SkHﬂf(u)Hx_l(nhA)(u)duzn(—l)gkn(u)f(u)ﬁ(u)du )

On the other hand, Hx_l(nﬁ)(u):Sk]:-l(u, v)r(W)h()dv, and (B.3) shows that
H__(xh)Yw)==(uw)HA(w). This gives the formula (II). ~ Q.E.D.

Corollary 3.4. Let f, h€8.. If m is unitary (Re (a)=0),

[ B fao iR du={ fokodu.
If w=1-1%, «a real and —1<a<],
Skn(waf(u)Hﬂﬁ(u)du:Skn(u)f(u)fk—mciu .

Proof. First equality is obtained from the fact z=="", (B.4) and (I). The
second one from (1II). Q.E.D.
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By the corollary, there hold that, for z unitary, |H: fll=|fl, where ||f 2=
S | f(u)|2du, and that for m(x)=|x|*, a real and —1<a<1, |HxF ==z where
||f||,-“,:gk7r(u)|f(u)|2du. If z is unitary, 8; is dense in L% If n(x)=|x|%, —1<

a<l, 8§, is dense in L2, the space of square summable functions with respect
to the measure m(u)du. Thus H, can be extended as a unitary operator of L?
and of L} respectively.

3.4. Proposition 3.1 is extended to the cases w=n,,=||"* and z=|:]| as
follows.
Proposition 3.5. (1) For n=|-| and f€S it holds

H, flu)=P- Skf(_Tl)X(ux)dx:(P— FTrFf(u) .

(2) For n=mp, lot Hsp:H,,splS“,, Ssp the space of functions f in Sz, such
that Skf(x)dxzo. Then it holds for fES“,.

H,,f=P- szf( ) (ux)dx=FTIF1f(u)

Proof. The proofs are similar to that of Proposition 3.1 but the convergence
of integrations (a), (b), (¢) and (d) in (ii) in this proposition should be checked.
Q.E.D.

Proposition 3.6. For f, hes,,, it holds

Sk L —le,,f‘(u)Hs,,li(u)du=Sk PIRIOIOLTE

Proof. Since for n=rm,,, anpI;:Hn_l(nﬁ) and 7hes, it is enough to prove
the equality

)\

S H, F)H,_ - h(w)du= § Fahwdu,  fes,, and hes.

In case hes*, h(—x"") is also in $* and then Hn_lﬁ(u):P—gkh(—x")-
WHux)dxsS. Thus H,,f, Hz_lﬁe L2, This leads to the equality by the Plancherel
theorem. In case he&S*, h(—x"") is expressed as ¢, (x)+c¢, ¢, €8 and c€C. Since
P—Skl X(ux)dx=0 for uck”, we get Hz_,ﬁ(u):gﬁ,(u) by Proposition 3.5, and

| oo Fa0H hGdu={ p-4)f(—xgi(x)dx

zskf(x){h(—x)—c}dx:Skf(x)h(—x)dx———Skf(u)l;(u)du, Q.E.D.
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By Proposition 3.5 (2), H,, gives an isomorphism of S,, onto it self. Again,
by Proposition 36, it holds for feS,, |Hepflp=IFlsp where [FlI2,=

Sklul"lf(u)lzdu, and H,, can be extended as a unitary operator of L},. Here

L2, the space of square summable functions with respect to the measure |u| 'du.

3.5. The Hankel transform H., z=]|-|%@ and —1<Re(a)<1, is an isomor-
phism of §, onto itself, and so is H,, for 8,,. The following proposition is on
the Hankel transform of the distribution i=1-|#z, re0*,

Proposition 3.7. Let n=|-|%8, —1<Re (a)<1 (resp. n=ns,), and A=|-|*r
such that 0<Re (8)<1 and 0<Re (8—a). Then for f€§, (resp. f€3,,),

Sklp‘l(u)H,,f(u)duzF(X)F(Zﬂ")Zn(—l)gkl“n(u)f(u)du :

Proof. This equalily is a consquence of Proposition 3.1 (resp. Proposition
3.6), Proposition 2.4 and Corollary 2.6. In fact,

[ 207 00P - Dmp () (= N0du=T Q| Amp (1) (—x dx
ZF(Z)Zn:(—l)San'lp“(x)f(x)dx:F(Z)F(Xﬂ‘l)ln(—l)gkl“n(u)f(u)du . Q.E.D.
§4. Unitary representations of SL,(k).

In this section we describe unitary representations of G=SL,(k).

Let G be the group of matrices g:(? ‘B), ad—PBr=1, with elements a,

)
B, v and & in k. We consider the subgroups of G as follows:
a? 0
4.1 D=1d(a)= cagk*y=k",
0 a
1 y 1 0
N*=in*(y)= s y€k, N=1n(x)= ; x€hp=kt.
0 1 x 1
Put
0 1
(4.2) w= .
—1 0

Let G° be the dense subset in G of elements g such that 0. Every ele-
ment g G° can be decomposed as follows:

4.3) g=d(a)n*(y)n(x), with a=d, y=08 and x=yd""'.

4.1. Let = be a (not necessary unitary) character of £*. It is extended to
that of the subgroup B=DN* by n(b)=r(a) for b=d(a)n*(y)eB. The induced
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representation Ind§x is realized on S, and for which the operator T is

ax+T4)’ oS, .

(4.4) Tip(x)=r(Bx+8)| fx+3]"¢( Bx+o

In particular, TZp(x)=nmp '(x)e(—1/x). We denote this representation by R
={Tr, S.}.

When r<E£*, &, is extended to a unitary representation with respect to the
norm

45) lote={ 1ot %dx,

known as a representation of principal series, and is irreducible except in the
cases m(x)=sgn.x with r=¢, p, ep.

When zn(x)=]x]%, —1<a<l and a#0, R, is extended to a unitary one
with respect to the norm

, 1 - —
(4.6) ||¢|¥n=—mSkgkn To M (x1—x2)p(x)p(x)d x1d X, ,
known as an irreducible representation of supplementary series.

Representations R, and R _.; of principl series or of supplementary series,
are equivalent and the intertwining operator E.: R.—R __, is given by
4.7) E,,(p(x):wAl* ——S Tl (x—xe(x")dx’,

Iz e

The special representation R, arises as the limiting case of supplementary
series R,, w(x)=|x[% as a——1. R, is defined as R_,_|S;,, and is extended
to a unitary one with respect to the norm

TSP

“8) loht=c| § tog|x,— x| px)plmidxidxe

where ¢c=(1—g¢ Y(log ¢)~!, and is irreducible. As to this norm, I[gp]lm,:alilp1 lella
for a compactly supported function ¢ in S;,.

Representations R, given above are realized in another way called the X-
realization. It is the Fourier transform ®,={T", 3.} of the representation R..
We already discussed the space S;. The transformed operator T{,f:(P -F)Tzg"?
are expressed by means of a kernel K. (g|u, v) which is a distribution for every
ucsk given as follows:

for peds, T;go(u)ZSkK,r(gW, Ve)dv
(4.9) :Skn(a)la]d(v—a2u)gp(v)dv:7r(a)|a|¢(a2u), g=d(a),

(4.10) ZSkX(—ux)d(v-*u)gp(v)dv:X(—ux)go(u) s g=n(x),
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(4.11) =Hngo(u)=Sk],r(u, vpw)dv, g=w,

where 4 is the delta distribution on » supported at 0. The operator T'Z for
other elements g=g,g, is given as

@12 Kuggoluw, veeido={ | Kula:lu, 0K.alt, pwidvdt .
The relation T 'E,=E.T? is transformed into
(4.13) K__(glu, vyrw)=r(uw)K (glu, v).

In the Fourier transform &,,={T%, 8,,} of the special representation, the
transformed operators T'* for d(a), n(x) and w have the same expression as
(4.9), (4.10) and (4.11) for ¢ =38,, respectively.

4.2, Let = be a fixed element in {¢, p, ep}, L.=k(4/7) the quadratic exten-
sion. L, is a local field of the same kind as &2 with the valuation |z|.=N.(2)
for z=x++/7ye L, The Haar measure on L, and L) are given by dz=dxdy
and d*z=dxdy/|z]. respectively. A set of elements ¢ in L, satisfying tf=a for
an a€k* is called a circle in L.. The circle C, with ¢=1 is the (compact)
kernel of the homomorphism N,: LX—k£Z. On a circle C. we denote a measure

d*t, invariant under multiplication of element in C,, normalized as Sc d“t=1.
T

Fix ve L such that vbe&(k*)% If N (z)=r?c(k*)? z is written as rt for
some t€C,. If N (z2)e&(k*)? then N (z)=vir’evi(k*)? and z is written as vrt.
(r, t) or (vr, ) is the polar coordinate of z, but (r, t) and (—r, —t), or (vr, t) and
(—vr, —t) give the same elements.

If a function f(z) on L. satisfies f(tz)=/f(z) for teC,, then f(2)=p(N(2)),
where ¢ is a function on k. For a summable function f, we have

(4.14) SL-f(z)dzza’Sk(p(x)dx ,
where
_ AL+ ~ X
REA Py and Q(N:(Z))—Scrf(tz)d t.

Representations of the discrete series are obtained as invariant components
of the Weil representation. The latter is defined as follows. Let S(L.) be the
space of complex valued, compactly supported, locally constant functions @ on
L.. For @es(L,),

sgn(a)la|P(az), g=d(a),

(4.15) WD(2)=1 XxNL(2)D(2), g=n(x),
cj)(z) , g=w,

where the coefficient ¢, is determined by c¢.= %SkX(x)sgn,(x)dx, and
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(4.16) (ﬁ(z):SL X(S.(zz')D(z")dz’ with S.(z2)=z+42Z.

For t=C,, we define the opertor R, in S(L,) by R, @(z)=®(tz), then R, com-
mutes with W,. Let n be a unitary character of C., and S(L., n) be the sub-
space of functions @ in S(L.) satisfying R,@=n=()®. Then, S(L., x) is an in-
variant subspace. Putting T2=W,]S(L,, n), we define a representation Ri=
{T7, S(L., m)}.

We set

(4.17) O (2)= SC_ (27D d "t

for @=8(L.). Then @ is in S(L, 7) and we have the inversion formula @(z)

=2 @ .(z), where é, is the character group of C., and the Plancherel formula
rECT

SL, 10(2)|"dz= % S

reCT

into {T%, S(L., 7)}.

B |@.(z)|*dz. So we get the decomposition of {W,, S(L,)}

T

Lemma 4.1. For every nl and PS(L,), D vanishes on a neighborhood
of 0in L.. Moreover, @.=0 except for a finite number of rreé,.

Proof. Let B, be the maximal ideal in £, the ring of integers in L..
Suppose that @ is supported by P;" and constant on the cosets of P2 for some
positive integer n. We set @=0,+@,, @, equal to @ if z&PR? and zero otherwise.
Then @,=(0,).+(D,).. Clearly (9,).=0 for z=£1. @, is supported by B;*~\(Br)¢
and constant on the cosets of PB?, then P,(tz)=D,(z) for t(1+B2")NC, and
ze L.. Therefore, if x is not trivial on (1+P2HNC,, (D,).=0. The number of
characters which are trivial on (14+R2)NC, is finite. Thus the lemma. Q.E.D.

The following is known. If = is not of order two, the representation R}
is irreducible, ®% and & _.,* are equivalent, and the interwining operator E.
between % and ®__,* is given by the form

(4.18) E:: @:(2) — 0.(2).

4.3. If n is of order two, the intertwining operator E, maps S(L,, x) into
itself. In order to study the reducibility of R%, we should discuss in detail the
character 7. We confine ourselves r=m, the character of order two in C..
Let C; be the subgroup (1+PBINC. of C.. The index of C] in C, is ¢g+1. Since
o is of order two. m, is trivial on C/, and r,(t)=1 or —1 according as ¢ is a
square element in C, or not. Weset S'={zeL.; NJ(z)e(k*)’} and S*’={zcL,;
N.(2)&(k*)?}. The following proposition holds.

Proposition 4.2. The representation of discrete series RY,, m, the character
of C. of order two, splits into two irreducible components Ry={T2°, S(L., m,)|S"}
and Ri={T30, S(L, mo)|S?, where S(L., m,)|S* is the space of functions in
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S(L., m,) supported in S*.
To prove this, we need the following lemmas.

Lemma 4.3. If —1=(k™)? then n(—1)=—1, and if —1€(k*)?, then m,(—1)
=1.

Proof. First we show that, if —1€(£*)?, —1is not a square element in C..
Assume that —1=z=(x++/¢ ). Since zZ=1, we have zx=0, and then x=0
and —1=¢y?ce(k™)? which is a contradiction. Second, it is easy to see that,
if —1e(k*)?, —1 is a square in C., and hence m,(—1)=1. Q.E.D.

Lemma 4.4. 4.4. Put A(z)=n,(2zz7"), then

1, ze St

A(z):{

-1, ze 8%,

Proof. The proof is obtained by using the polar coordinate of z. Since
every z&S! is expressed as z=rt, rek* and t€C, AQR)=z,(/)=n{H)=1.
Next, let z be in S2 If —1€(k*)?, z is expressed as z=+/¢ rt, and then by the
above lemma A(z)=rm(—I)=m,(—1)=—1. If —1&(k”)?% take an element v such
that vw=—1. Then z can be expressed as z=vrt and hence A(2)=nr((H/V)I>)=
To(—P2)=m(0?) by the above lemma. It holds $2<C, but v&C,, and hence A(z)
=-—1. Q.E.D.

Proof of Proposition 3.2. On the space S(L., m,), the operator E., in (4.18)
is a non-trivial intertwining operator of ®f onto itself, and

E. 0. ()=, (B)=mn,22"")D (2)= A2)Pr (2},
The space of intertwining operators is at most two dimensional, and therefore

we have the proposition. Q.E.D.

44. Fix z in E'={e, p, ep}. Let reC., n=l1 and extend it to a unitary
character of LY. Put @'(z2)=@.(z2)x (z). Then @'(tz)=9P’'(z) for all teC,, so
@'(z2)=p(N,(2)), and ¢ is a locally constant function on k7, vanishing near 0.

By (4.14), SL |Q)’(z)lzdz:a,gklgo(u)lzdu. Thus the mapping U: @;—¢ is an iso-

metry, up to the multiple by a., of S(L., #) onto S*(k}), the space of functions
in &* supported in %2;. The operator UTZU"!, denoted again by T3, is given
by the kernel as follows:

ngo(u)ZSkK;(glu, Dp()dy
(4.19) =(sgn.a)|a|n{a)p(a®u), g=d(a),

(4.20) =X—xu)p(u), g=nlx),
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4.21) =Hzgo(u)=achgk]%(u, vew)dv, g=w,
where
(4.22) T =ttt rnd .

(4.19), (4.20) and (4.21) are analogous to (4.9), (4.10) and (4.11) respectively.
For the later discussion, we deduce (4.21) in detail.

T;},gp(u):C,SL US (230" (2" )2 )d2 ™ (z)

:c,g {S XS (2 (@ /2 d ) 0 (2)dz
Ly Cr
On the other hand, the inner integral is
SC X(S,(Zélf))ﬂ((zl/z)f)dXl":SC Wzz't*+zz')n((2'/2))d "t ,
and changing the variable (z’/z)t by t, then it equals
T w={ | Auttotmodt,
where u=N.z) and y=N.z’). So we have, for g=w

ngo(u):SLr]?,(u, v)@’(z’)dz'=a,c,5k]%(u, Vew)dy .

4.5. The intertwining operator F.: Ri—>R%-,, in (4.18), is transformed on
the space S*(k;) as E.p(u)=n(u)p(u), because ¢(u)=0'(z)=@.(z)x '(z) and
D .(2)n(2)=D'(2)n(22)=¢(u)m(u). In particular, in case R%, Er o(u)=Au)p(u),
where A(u)=A(z) in Lemma 4.4 and u=N.z). Since A(u)=1 for u=(k*)?* and
=—1 for use(k™)? the representations R} and R§ in Proposition 4.2 are realized
on S*((E)H=8*{(k)?* and S*(e(k*)))=S8"|e(£™)? respectively.

4.6. For xeé,, another discrete series representation comming from R} is
given on S*|(k*\k}) as

Tg(/)(u):SkK;(g{u,v)gb(v)dv, peES (k*\kD).

The kernel K7 is obtained from (4.18), (4.19) and (4.20) by replacing “u, vek?”
by “u,vek:\k:”. We denote this representation by Rz={T%, S*(F*\k)}. If =
is not of order two, R is again irreducible, equivalent to R5-1, but inequivalent
to any Ri.

In the following, ®% and Ry appear in the form of their direct sum R.=
RIPR5;. The kernel K.(g|u, v) for R, is defined on £*X k™, equal to K¥{g|u,v)
on krXkZ equal to Kz(glu, v) on (kF)*X(k;), and zero if u-'ve k!,
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For m, of order two in CN‘h R7, again splits into RE=R; [S*(p(k*)?) and
RiP=Rz,|S*(ep(k™)®). The representations R}, Ri, R and R® are all irre-
ducible and mutually inequivalent. The kernel for R. =RIPR;PRIPR:? is
defined similarly as above, and is zero if u~'ve(k*)%. As to an other character
of order two in 51, or in (N,‘Ep, reducible representations is constructed similarly

but it is equivalent to R,
The representation R™* is extended to a unitary one Ri={T3%, L*(k})}, and
R is also to Rz={T3%, L*(k:))} and R}, s€E, to Ri={T3o, L¥s(k™)?)}.

We denote by £, the set of characters of the form ==|-|% —1<a<1, and
by £, the set of all elements in C, with r€ E'={e, p, ep}, except of order two.
Put Q=E"U{r,,} UL, {7} and 2,=02UR0,. We have seen that any irreducible
unitary representation appears as a completion of a subrepresentation in one of
R, w<82,. Moreover the “support” of the Plancherel measure is £2.

§5. The Plancherel transform.

In this section, reviewing the Plancherel formula, we define and discuss the
Plancherel transform.

5.1. Let S(G) be the space of locally constant, compactly supported func-
tions on G. For every feS8(G) and e Q=FEU {r,,} ULQ,J{r,}, the operator
T*(f)zSGf(g)ET’,ng, g*=T" if rek*U{n,,} and 9°=T" if r€Q,\J{n,}, has

an integral kernel K_.(f|u, v) given by
D) Kolf 1w, 0)={_f(@)Kxglu, v)dg,

where K (glu,v) is in (4.9), (4.10) and (4.11) for neE*U{r:W}, and in (4.19),
(4.20) and (4.21) for r=2,\J{m,}. As will be proved soon, the kernel is a func-
tion on kX k and of trace class with tr T“(f):SkKﬁ(f[u, u)du.

The inversion formula is proved in [4] and [15]: for feS(G),

(5.2) 110 =Sgtr T=(fym(z)dx

:Sixtr T=(im(z)dr+mzsy) tr T=so(f)
+ Zg m(z) tr T*(f)+m(m,) tr To(f),
x€ly

where m(m)=1/(2|(z)|?) for x<E* but as to mimsp), m(z) for x4 and mim),
see [15].

The inversion formula and Proposition 5.1 lead us immediately to the Plan-
cherel formula:
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(5.3) [, 7@ 1dg={ tr (Terermmmdz
=LV e v dudomas
+ln(7rsp)SkSkIK=”,(f| u, V)| mep(uv ) dudy
+ .3 @ § K 0 2dudy

+m(7[°)SkSk|K‘_‘°(flu’ v)|3dudv.

The above equality implies the map f—K.(f|u, v) is an isometry of S(G)
into L3,aemcera=(E X EX ) and by the general theorem of the Plancherel formula
on a locally compact group the image of S(G) is dense in the latter space. We
call K.(f|u, v) the Plancherel transform of f.

5.2. Again let fe€S(G) and consider the kernel K .(f|u, v) of the operator
T=(f).

Proposition 5.1. The following equalities hold:

KeR,f 1w, v)=| Ku(f |u, DE-(g™ 12, v)dt,
W
KolLof |u, 0)=] Kelglu, DKL 11 v)dt,
where R, is the right regular representation of G and L, the left regular one.
@) Kgu, v)=K__(glv, u), where K(glu, )=K(g|—u, —v).
(3) K_(flu, v)=K(f|u, v)x(uv),
@) Ko(flu, )=K:(flv, n(u'v),  where flg)=F(g™).
&) K:flu, =Kz(flu,v), where fig)=Fg).
(6) K u, )=K=(To, win(u™),  where f*=1.

M Kalffalu, )= Klfilu, DE(falt, v)dt,
where fixfu(g)=\ fig)fAer'e)dg:.

®  Kulfofthu, o= Kelfilu, ORI, Dat vt

and especially if = is unitary,
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Ko (fef 0= Kelfilu, OFTT0, Ddt

Proof. The proof is routine. Take (2) for instance, it is easily to proved
for g=d(a) and n(x). For g=uw, it is proved by the Bessel functions properties
§3). Q.E.D.

5.3. Now, we express the kernel K.(f|u, v), f€S(G), explicitly as a func-
tion on kX k.

0

G JwG® and every function f in S(G) is expressed as f=f,+f, where f,, f,€
S(G) are supported in G° and wG° respectively. We discuss the Plancherel
transform K.(f|u, v) for f supported in wG°®. For the function f; supported in
G’ it is expressed as f,=L,-if, f as above. Then the Plancherel transform of
f1 is given by Proposition 5.1 (1). Since each element in wG® is given as
wn*(x)d(a Hn(y)=n(x)d(a)wn(y), f(g)=f(n(x)d(a)wn(y)=f(x, y, a) is locally
constant with respect to parameters x, yek and ak*. So, f(x, y, a) is ex-
pressed as a finite linear combination of functions of the form &(x)n(y)s(a), &
n€S and kS*. The Haar measure on G is given by dg=|a| *d*adxdy on
wG®, g=n(x)d(e)wn(y). Note that

Let G° be the set of elements g:(? ﬁ) in G such that d#0, then G=

| s0Trmpdx=] EKn(0) 1w, vipe)dvd s =Eawpw) .
Let f(g)=&x)n(v)x(a) as above, then

GH | Kelflu vpodv={ | | &m0M@eimemunaelal dadxdy

={ fwr@rgiwaielwlel*d"a.
Further we discuss the forms of kernel K.(f|u, v) dividing into two cases:
(A) rek*\U{rn,,} and (B) 7€,V {x,}.
Case (A). In (564), rewrite é and % by § and » respectively.

Ska(flu, v)go(v)dv=ské(u)x(a)7r(a)| al|(Tipe)a*u)la|?d a

:KkSkE(u)lc(a)],(au, av)n(v)¢(y)dv|a [“'d*a.

because J.(a*u, v)=n"Ya)J.(au, av). As weseein §3. J.(u,v) is a function on
k*xk*. Hence the kernel K.(f|u, v) is a function on B*Xk*:

(5.5) K(flu, v)=8u)nw)M-(u, v)

where M (u, v)zgkx(a)]n(au, av)|a|'d*a
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Suppose &, » are supported by P-™ (m>0). Take an integer £ (£>>0), and
set £=&,4&,, where £, is equal to & on P* and zero outside and &, is equal to
& on (P*)° and zero outside. Set p=y,+7. similarly. Then

(5.6) E(u)nW) =&, ())& (1) (0) +E:(w) () +E(u) 1) .

The first three terms on the right hand side are zero outside of the set {(u, v);
|luv|<g™-*} and the last is zero for |ul, |v|<g %

Let &(u)y(v) of f be one of the first three terms. Suppose £(a) is supported
by {a; ¢ "<la|<q"}. If we take k as k=m-+2n—1, it holds that |q’uv|=
gmttr-k<g for u, veSupp [n] and aSupp [«]. By the Bessel function property
(B.4),

M. (u, v)=§k{F(n“)n(av)—l—[’(ﬂ)n"(au)}/c(a)I al'd*a

=)z Ve(2)+a () (m)k(x 7).

where for m=|-|%8, kl(n):Sk/c(a)lalrz(a)dxa:%cn(ﬁ)q"" (finite sum). Thus we
have
(5.7 Ko (flu, vy=Eu)n@) @) (x k() + w7 (@) (m)k (D).

Let &(u)p(w) of f be the last term in (5.6). Then for all ueSupp[£]Ck™,
veSupp [p]Ck%,

M.(u, v)zgk/c(a)«{P— SkX(aux—}-av/x)n(x)dxx}lal‘ld“a

:S x(a){g X(aux—i—avx‘l)zr(x)d“x}lal"d“a s
£ g~ lsizisqt
for an integer [ large enough. We chang the order of integration, then

M (u, v):Skkg(ux—}—vx“)Xl(x)n(x)d‘x ,

where kz(ux+vx“1):SkX(a(ux+vx“))/c(a)1al‘zda and X, is the characteristic

function of {x; ¢ '<|x|=¢'}. The function G(u, v, x)=E(u)pW)k(ux+vx 1) X,(x)
is locally constant and supported on ¢ *<|u|, |v]|=<¢ ™ and on ¢-'<|x|<¢’, and
therefore G is written as X a(u)b;(v)c,(x) (finite sum), a;, b; and ¢;€8*. Thus
we have '

(5.8) K:(flu, v)=3 a;(w)b;(v)é(x) (finite sum).

Now, as to f,€8(G) supported in G° set fi(wg)=f(g). Then fis in wG",
fi=L,-1f and

5.9 Kelfslu, 0= Kowlu, 0K.f1t, v)dt

On the right hand side, for a fixed ve £*, a function K.(f|u, v) in u is operated
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by H,.
Case (B). We treat the kernel for discrete series representations. Let r&
2,V {x}. From (5.4),

Ssz(f fu, v)go(v)dv=gkE(u)x(a)(T§<a>ww)(u) lal*d*a

=a.c)| (| p0@)n(a)sgn-a)l al 2T atu, vip@)dv)d e,

where a. and ¢, are in (4.14) and (4.15) respectively. As in (4.22), J&(u, v) is a
function on 2*X k%, and then

K:(flu, v)=a.c.£0)npw)M(u, v),

where M, (u, v):gkx(a)n(a)(sgn,a)]al"]ﬁ(azu, v)d*a. Note that

J4au, v):SC AUS(azz'D)alalz’/2)0)d t

T

where u=N.(z), v=N.z’). Then we have

G.10)  M.(u, v):gkﬂc (a)sgn.a)| a|-U(aS.(z5' D)x(a(z' /2))d"td" a

=\ &(Suez Dz /20d

where /Eg(x)zgkx(a)(sgn,a)lal"X(ax)d‘a. £, is in S. Since £, is constant on

the neighborhood of 0, the last side of (5.10) is zero for small |uv|. Thus
M.(u, v) is locally constant, supported in the set {(u, v); s<|uv|, s a small
number} and except a finite number of ze@,, M,=0. So, &u)pW)M.(u, v) is
in $*XS8* and we obtain K.(f|u, v)=2 a'(u)f*(v) (finite sum), &, f*€S*. From
§4.6, it is easy to see that for re 2,AC., al(u)Bv)=0 if uv e k;, and more-

over for n=m, a’(uw)B*v)=0 if wwle(k*)

Theorem 5.2, The Plancherel transform K. (f|u, v) of f€8(G) is expressed
as a finite linear combination of the functions on k*Xk“X8 of the following
Sform:

(A) For nEE‘U{mp}, the functions

F(n“)&(u)p(v)n(v)ﬁ(n)—{—F(rr):r"‘(u)E(u)n(v)E(n“).
Iz Y HE)(w)n)r@)E(a)+ Iz} Hen ) w)p)i(z ™),
a(u)b)é(x), (Hza)(u)b(w)e(x),

where &, n€S and k, a, b, cES™.
(BY For nef2,\J{m.}, the functions a,(u)B:(v), where a, and B.ES* vanish-
ing except for only a finite number of x. Moreover ar(u)B.(w)=0 if uvek;, and
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Az (1) B2, (0)=0 if uve (k™)™

Corollary 5.3. Fix neE‘U{mp}, and consider K.(f|u, v) as a function in
u,v. Then it is a linear combination of e(u)p(w), where if n€k*, g8, and
98,1, and if r=n,,, E8;, and ¢p=8. Fix 7€ Q.nC., then KX(flu,v) is a
linear combination of @(u)p(v) where ¢, pS*(k}), and K7(flu,v) is a linear
combination of @(u)p(v) where @, =S (k:)). For m=m, K5 (flu, v) is ex-
pressed as of the functions p(u)P(v) where ¢, p=S*(s(k*)?), SEE.

§6. Tensor products of irreducible unitary representations.

6.1. Let ®.,={T" S.,;} (=1, 2) be representations of principal series or
of supplementary series. Let S.&S-, denote the tensor product of S, with
Sr, that is, the space of finite linear combinations of £(x,)n(xs), E€E Sz, 7E Sk,
The topology is defined in such a way that a sequence of functions {£.7,} con-
verges to £y if and only if £,—¢ in S, and £,—y in S;,. The operator T, of
the tensor product R, Q@R ., of R and R, is given as follows: for p€S, &S,

ax\+yr  ax;+y )

61 Taplrs w)=mp~Britdmp @rotop(—5 05 5700

R KR, is extended to a unitary representation with respect to the inner

products corresponding to the following norms:
(1) U ny, msk* (Rz,, R, are of principal series),

l|<p||?=SkSk¢(x1, x2)p(x1, x)dx,dxs.
() If myx)=|x]|", —1<a,<0 and m.,€k* (R ., is of supplementary series)
1 —_— ’
lolli= sy}, 0 ) 7ot e, 0@ R dxidxid.

() If m(x)=|x["t and m(x)=]|x|%, —1<a;, a.<0 (R, R, are of sup-
plementary series),
1
2 _ -1,-1 e \p—1 -1 ot
lelif= F(ﬂ}’)F(ngl)SkSkSkgknl o Mxy—x)ws o (xa—x3)
X@(xy, xo)p(x1, x3)dx,dxidx:d xs .

As limiting cases of (1) and (Ili), we have tensor products with the special
representation as follows:
(IV) Rsp®glx2y (7[1:|x|_1 and 7r2ekx); for @ES”,®5”2,

lgttv=cl { | log 1 xi=xt1gtx, 20T widxidxidss,

where ¢=(1—g ")(log ¢)~*.
(V) RepQ@Rq,(mi(x)=|x|"! and m(x)=]x|", —1<a:<0), for 0€8,;&S,,
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o= [ ] log 1 ximxi1 w30 Geamxidptos, x0@TT, 7D dxidxadxs.

(VI) R p®R;p(m; and mo=|x|7"), for o=8,QSsp
igtti=e] (], toglxi—xlitoglxe—xil pxs, x0@ T, TDdx dxidxadxi.

Let (&, w») be one of the pairs of charactersin (I), (II) and (1), and .4 be
the space of p€5.,&S-, satisfying ¢(x,, x,)=0 on a neighborhood of the dia-
gonal “x;=x,". 4 is G-invariant and has the same completion & as S. &QSx,.
We denote the representations on & by R. &®®R.,. Our problem is to decom-
pose these tensor products into irreducibles.

6.2. We consider a linear mapping U of S(G). For feS(G) and g=
d(a)n*(y)n(xy), put

(6.2) U f)xy, xz)=ﬂE‘p(yl)Skﬂ?‘frz(a)f(d(a)n*(yl)n(xl))d‘a ,
where x,=x;+1/y,. In other words,

(W, x9=map (o= 2SN 21, - )

Xe— Xy

where

(SMxs, y)=| mTmda) fd@n*(in(x)d"a

Proposition 6.1. For f€S8(G), Uf=pcd and UR, =T, U where g—R, is
the right regular representation of G.

Proof. Let G° be the open subset in G as in §4.

(I) Let f be supported in G° The function (Sf)(x,, yl):Skrrjlm(a)

fdla)n*(y)n(x))d*a is a finite linear combination of &(x,)n(y.), §, p€S. Then
the function Uf is a linear combination of

1
O(xy, x5)=mp ’(xz——xx)é(xl)r;( xz_;),
and ¢ is locally constant, compactly supported with respect to x;, zero on a
neighborhood of the diagonal “x,=x.", and for large | x.|, ¢(x;, x.)=dr3'p(x2)6(x1)
with d=%(0). Thus we get Ufe4.
(2) Let f be supported in G'w, put fi,=Ry;'f. Then f, is supported in G°
and from (1), Uf,=¢,=4. It holds that

U NHxs, x)=URf1)(x1, xz):nalp(yl)gkﬂ?‘frz(a)fl(d(a)n*(yl)n(xl)w)d*a ,

nH(ynn(xdw=d(x)nH(x,(x;y,+D)n(—x7") by (43), and —x7'+x7(x.y,+1)!
=—y(xy:+ 1) =—x3,
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=n3'p(y.) Skﬂ?’m(a)f(d(a)n*(xl(xlyﬁr1))71(—le))d* a

=r3'p(y )T (X )T (X1 y + D)ei(— 27, —x 7'+ x7 (X, + D7)
=m0 (x)mep N (xDoi(— 17!, —x3)=Twei(x1, x3),
where T, is in (6.1) for g=w. Thus we get Uf=UR,fi=T,p:E 4.

To show that UR,=T,U, it is enough to check it for g=d(a) and n(x),
because for g=w, it is already over. This is easy. Q.E.D.

Proposition 6.2. The linear G-morphism U of S(G) into H in (6.2) is con-
tinuous and surjective.

Proof. The continuity is clear from the definition of U. Let us prove the
surjectivity. Suppose @(xi, x.)=&(x))p(x:)€H4 and £ be compactly supported.
Put

6.3 fldla)n*(yon(x))=mmy(@)k(a)mp (y)e(x:, x1+37Y

where x(a)eS* such that Skx(a)d*azl. Then f is a preimage of ¢ under U.

In fact, f is locally constant in (x;, y,) and compactly supported with repect to
x;, and for large |y,l, ¢(x;, x;+37)=0, and for small |y,|, ¢(x;, x; 47" is
expressed as d&(x)mp '(y7"), d€C. Then f is compactly supported with respect
to vy, and Uf=¢.

If o(x;, x:)=8(x)np(x.)e% and £ is not compactly supported, we can assume
that £ is zero on a neighborhood of x,=0. Then T,p(x,, xo)=mp (x)7ep (x2)
o(—x7!, —x3")€4¢ is compactly supported with respect to x,, and there exists
heS(G) such that Uh=T ,¢. So, U(RG;'h)=T,(Uh)=¢. Q.E.D.

6.3. Let {p, ¢> be one of the inner products in (I), (II) and (H). For
f, heS(G) we define B(f, h) as

6.4) B(f, h)y=<Uf, Uh>.

B is a continuous sesquilinear form on S(G)XS(G) by Proposition 6.2, and there
exists a distribution H,(g,, gz) on GXG such that

B(f; h):SGSGHl(gh gz)f(gl)fl(gz)dgldgg .

Put ¢=Uf, ¢=Uh. Then by Proposition 6.1,
B(Rsf, Reh)=<Typ, Top>={p, $>=B(f, h),

that is, Hi(g:g, g.2)=H,(g:. g.) for all geG. Hence there exists a distribution
H(g) acting on S(G) such that H,(g,, g.)=H(g.:g3"). So we have

(6.5 B(f, w={ | H@)fae)W@dgde= Hgria)dsg,
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where .(g)=|_f(g)ig g)dg,=F+h*g)

Proposition 6.3. Corresponding to the tensor products in (I), (1) and (1),
the kernel distributions in (6.5) are written as follows: for g=d(a)n*(y)n(x),

(H.1) H(g)=n1'n:(a)d(0)4(y),

H.m) H(g):—r(—}rfT

milm(a)m it ()M y)
(H.1) H(g)= i — = a7 m(@)a o (03 0~ Xy)
. F(ﬂ'Il)F(ﬂ'El) 1 e 1 2
To prove this proposition, we apply the following:

Lemma 6.4. Let m,€k° or m(x)=x|%, —1<a,<0, and =, similar. Let
F€8(G) and put Uf=¢. Then, for g=d(a)n*(y)n(xy),

(A) Skﬂlm(a)f(d(a)g)dxa:ﬂlﬂEl(al)mp_’()’x)SD(xl, xa),
B SkSkﬂlm(a)ﬂlp—l(x)f(d(a)n(x)g)dxadx
:”YlﬂZl(al)ﬂzp_l(%)gk”Tlﬂ“’(x)SD(x—i—xl, x2)dx ,

© SkSk’”l”z(a)ﬂ‘!fl(*y)f(d(a)n+(y)g)d‘ady

=7r17rz(al)7r2p“(y1)Skﬂa‘p“(x)go(xl, x+x)dx,

where x,=x,+yi

Proof. We prove this by using (6.2) and by changing variables. (A) is
easy. (B) Remarking n(x)d(a,)=d(a,)n(a7?x) and replacing x by aix, we have

M:Skgkﬂl”2(‘1)”T‘P"(x)f(d(a)n(x)g)d“adx .

:S kS Arm@re)a o 0 fldaa)n(0n (yn(x)d adx .

Since n{x)n*(y)=d(xy,+Dn*(y(xy,+1)n(x(xy,+1)"%) by (4.3), we replace a by
aai(xy+1)"'. Then we have

M:Skgkml”;](a1)”Tlﬂz(a)7r17r3’(xy1+l)zr;lp-l(x)
X fld@)yn*(y(xy,+F1)n(x(xy;+ 1D Hn(x,))d adx

=7rY‘7r5‘(a1)7rep"(y1)Skmp“(xyx+1)7rI‘p“(X)<p(x(xy1+1)“+x1, xa)dx
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because x(xy,+1)'+x,+yi(xy,+1)'=x,+y7'=x.. We change the variable x
by x(xy;+1)'=x’, then x=x(—x"y,+1)"", xy,;+1=(—x"y,+1)7! and dx=
0 %—x"y,+1)dx’. Thus we obtain

M:ﬂI‘né‘(a)nzp“(yl)§kﬁ?’p“(x’)go(x’+x1, x)dx’.
(C) is similar as (B). Q.E.D.
Proof of Proposition 6.3. The formula (H.I) follows from Lemma 6.4 (A),

and (H. 1) from (B). The formula (H.M) follows from (B) and (C). Q.E.D.

§7. The Plancherel transform of a distribution.

Let . be the imge of S(G) under the Plancherel transform. We consider
the induced topology on M from S(G). Let D be a distribution on G. We de-
fine the Plancherel transform D of D as follows: for FE. take f€S8(G) such
that F(u, v, m)=K.(f|u, v) and put

(7.1) SJJPW’ v, IF(u, v, n)dudvm(n)dnzgaD(g) fg)dg.

Then, De.#’, the dual of #. We call D the Plancherel transform of D. From
the inversion formula (5.2), we obtain

a2 | p@r@de=| {| ] D@KL,flv, nidom@dm)de
:SG{SQSkShD(g)K:(g_Ilv, WK:(fu, v)dudvm(n)d(n)}dg.

Thus D can be formally expressed as D(u, v, n)szD(g)K,_(g“\v, u)dg.

According to (5.3), (7.1) is written as

(7.3) SGD(g)f(g)dgzg Skgkﬁ(”’ v, DK (f |, v)dudvm(z)dr

';x
+771(7rxp)SkSkD(u, v, nsp)K,sp(flu, vdudy

Ly m(n)gkgkﬁ(u, v, DK(f |u, dudy

rE€EQq
—}-m(no)gkgkﬁ(u, v, m) Kz (f lu, v)dudyv .

Here the notations m(x) are described in (5.2).
We recall the abbreviation of notations: =m,m.(x)=m(x)7m,(x), 7 sgn.(x)=
n(x) sgn.(x), and so on. We prove the following:

Theorem 7.1. Let H(g) be one of the distributions in Proposition 6.3, and A
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the Plancherel transform of H. Then A(u, v, ©)=0if neE*U{nsp} and myx,m(—1)
#1, and Hu, v, 1)=0 if 1€ (@.NC)U{n) and mimem sgn(—1)=#1.

Proof. In the equality

SGH(g)f(g)dg:SQSkSkﬁ(u, v, OK(f|u, v)dudvm(zx)d(x) .

We replace f by Law-nf(g)=f(d(a)g), ack*. Then it is easy to see from the
explicit form of H(g) that

(7.4 | Hord@pdg=rri@| Hor@dg.

On the other hand, for 7€£*\U{n,,}, Ko(Lucorf |u, v)=mp(a)K.(f|a%u, v), and
for 7e(Q.NCOV {7}, Ke(Lacarflu, v)=mpsgn(a)K.(f|a*u, v). From these
equalities, (7.4) and Proposition 5.1 (1),

@5 | Hor@dg=| HeLiwNd@g)ig
—maizp@|. | | A v, HKf e, v)dudomzydr
+rrmpp@n(o)| | A, v, mp)Ke,,(f late, vdudy
+rmiinp sgn,(a)’tgd nz(n)SkSkﬁ(u, v, ;)K.(f|a’u, vidudv

+ w3 mep sgns(a)m(m)gkgkﬁ(u, v, mo) Kz (f | a®u, v)dudv .

Now, put a=—1 and compare (7.5) with (7.3) for D=H. =7w3'7mp(—1) and
mwy'wp sgn(—1) equal always 1 or —1. So, we easily see that the integral
with respect to = on the set of £, consisted of elements neE*U{nsp} such that
mman(—1)=—1 and 7€ 2,V {r,} such that m,7,7 sgn(—1)=—1, is zero. Thus
we obtain the theorem. Q.E.D.

To simplify the notations on integration domains, we set
I =11 (mymo(—1)= {m€k*; n(—1)=mz(—1)},
=1 —1)=  {2€(2unC); msgnl—D=mm(—1} ,

{ﬂxp}, if mm(—1)=1,

7.6) Q.,,,z{ _
@ ) lf T[]ﬂ'g('—l):_‘l y

{7}, if wo{—1)=mmy(—1),
Qd:{

a, if mo(—D)#mm(—1),
and put
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(7.7) H=1(r7(—D))=1,,\JQ;, VI, Q.

In the succeeding sections, we shall explicitly calculate the Plancherel trans-
form of the distributions H(g) in Proposition 6.3, and after obtaining it, we can
get the decomposition formulas for the tensor products of representations. Note
the following. In (7.3) we replace D by H and f by f,=f*h*, f, heS(G). From
Proposition 5.1 (4) and (8), for r€k~ or €2, {x,},

Ke(filu, =] Kalf 1w, DK0%12, 0)ds

={ Ktf1t, —wR.R1E, —v)aar,
where f(g)=f(g™") and K.(f|u, V=K.(fTu, v), and for m=n,,

Kep(filu, 0=\ K11, =Ry (Rt —)m, (0Dt

Thus from Theorem 7.1 we have for ¢=Uf, ¢=Uhe X TS, RS,

7.8) <. g>=\ H@fie)g

:S S S S B(—u, —v, 2) 2w VK(fIt, WK-(R|t, v)dtdudvm(z)dz
Hpr) el R

Y

+m(7rsp)SkSkSkH(—u, —v, T DKy (F1t, WKy (11, 0)7pt) didudy

Ksp

+ m(zr)gkskgkﬁ(—u, —v, n)ﬁ‘l(uv‘l)K,(flt, u)I?x(let, v)dtdudy

rellyg

+m [ | A=u, —v, 2oz K (£t 0, Kokt vdtdudy.

§8. The Plancherel transform of H(g) in (H.I).

In this section, we calculate the Plancherel transform A of the kernel dis-
tribution H in (H.I) in Proposition 6.3.

First let n(x)=|x|*0(x)(—=x/log ¢<Im (a)=r/log g) be a character of k*
and suppose that it is satisfies #(—1)=6(—1)=1. Then, asin §1, §=46'§, where
@’ is a character of the group {1, ¢, ---, e°%} =Z,_, satisfying /" V/2=1 and
6, is a character of A;,=1+P=(1+P)%. So, we can determine §’(e)'/? for all 4’.
Then we define the square roots of = as zY%(x)=|x|*20'™'*(¢)f.(a,) for x=
pre™a=pre™al, a, a,1+P. Thus, since x in I1,,JQ,, (resp. (ranC\VQy)
satisfies the condition m,m3'n(—1)=1 (resp. m,73'7 sgn.(—1)=1), we can take the
square root of m,wy'mp (resp. mimy'mp sgn,).

Let 7, 7, fix in E*. We define the functions A(r, s)(u), s€E={1, ¢, p, ep},
on k as follows: for rell,,\JQ,,,
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{ (mmyinp) 20~ (u), uess(k™)?,

, otherwise,

8.1 Alr, s)(u)=

and for re(T.NCHVQ,,

(mim3'mpo sgn.) 2 p~(u), ues(k)®,
8.2) Alr, s)(u):{

0, otherwise.

Now we have the Plancherel transform of A in (H. 1).

Theorem 8.1. Let H be in (H.1), H(g)=rn1'ra)4(x)4(y) for g=d(a)n*(y)n{x).
Then it’s Plancherel transform H is given as follows:

Hu, v, 1)=23% Alx, s)wA(x, s)v), for nell,,JIII,VQ,,
Au, v, m)=2 EEA(n', YAz, )W) rsiv),  for n€Qsp,

where Az, s)v)=A(x, s)@).

For the proof we remark the following. For any s€E, sgn, is a character
of E=~pk*/(k*)* and sgn,s=sgn,r. Therefore, for ues’(£*)? 3 sgngs sgnu=
rek

2. sgnr sgn,. r=40d,,., 0 the Kroncker’s delta. Hence we have: for n€ll,,\JQ;,,
TreER

(8.3) Alx, s)u)= %TEZI)S sgny (mw3'mp) 2 p~t sgn(u),
and for re(IT,NCHUQq,

8.4) A, $Yu)=1 3, sgnur (marsmp sgnip™ sgni(u).

Thus, the right hand sides in the formulas in Theorem 8.1 are rewritten as
follows: for n&ll,,,

—

2%‘,: Az, s)Yw)A(w, s)(v)= 77622 (mimyimp) ot sgnlu)ay'mam = p)'* p~* sgn(v),

and for r<Q;,,

2853 Az, s)(w)A(x, )W)z w)

1
=5, 2 (T ep0) 07 sgn, (W) ansp0) 0™ sgn, (V) «

For ﬂe(Hdmér>qur
23 Alr, s)w)A(x, s))
SE€E

= %Té(mﬂalm sgn)'*p "t sgn(u) (x7'men ™ p sgn.)t 2 p " sgn,(v) .
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So, Theorem 8.1 is reduced to the following.

Proposition 8.2. The Plancherel transform A of Hin (H.1) is given as fol-
lows: for well ,,\JQ;,,

Au, v, ﬂ>:%f§;(ﬂmzlﬂp)”2p” sgn(u) (ri'm,m='p)2p"" sgn,(v),
and for neI,NCHIQq,

A 1
H(u, v, m)= =+ 3 (mn3'np sgno)'*p”" sgn(u) (z7'mn™p sgno)'*p™ sgn,v) .

Proof. Let H(g)=n71'na)d(x)4(y), where z,, m,&k*. Then, using Proposi-
tion 5.1 (1), (7.3) and Theorem 7.1, we have for f€S(G),

SGH(g)f(g)dg:Sk[S”Skﬂ]‘nz(a)K:(Ldm-;)f | u, u)dum(n:)dn]dxa

8.5) ZSk[gﬂprgkrrjlngn“p’l(a)Kz(f| o *u, wydum(z) dz |d*a

(®.6) HQu ()| || w7 mmsto (@K, 1a=u, wdud e
.7 +Sk[z§7 dm(n')gkn}’:rgn“‘p'lSgn,(a)K;.—(fl(l_zu, u)du]d*a
8.9) -H:Qd]m(no)Sk[gkrf?nzn;‘p“‘ sgnd @)K, (fla~u, ) du]d"a,

where [Q,] (resp. [Q,]) means that if Q,,=@ (resp. @s=@) the term just
following it does not exist. (cf. Theorem 7.1). We will study each of these
terms separately. First we prove the following lemma.

Lemma 8.3. Let fe Ll ((k*)?), then it holds

8.9 [ fanas=e]  seaes.

Proof. Since the space S*((k*)%) is dense in L}x,((£*)?, it is enough to
prove for the characteristic function f of the set S=p*"¢*(1+P™) (m>0). In
the correspondence x—x? there exist two preimages S,=p"¢'(1+P™) and —S,

of S. Then the left hand side :Ss d"x—l—g < dxx=25 Pmdx=2q"" and also the
1 -1

1+

right hand side :zgstxzzq”". Thus we get the lemma. Q.E.D.

Now, let us continue the proof of Proposition 8.2. First take the term (8.5),
and denote it by A. Change the integration order with respect to d*a and
dum(z)dr and put A=m,x3%, then by Corollary 5.3 and Lemma 8.3



Plancherel transform on SL.(k) 403
A ZS”WSk{Sk(an)"z(az)K,( flau, wd*a}dumiz)dz
=2[ {] . Geoyeo @K lau, wdadum(z)dn
or

:25171”5kg(kX)zv(lnp)”zp‘l(u)(l“‘n"‘p)”zp"(v)K,r(f tu, vYdudvm(z)dn .

As to the integration with respect to dudv, it holds

1
SkS(kx)zv dudv_gljk,uve(kx)z dudv—zrgngkSgn,uv - dudv.
Thus

1
(8.10) A=y T HZXSTSkSk<’f1”?’”P>"2P"Sgnr<u>

=0
(r7'mam ™ p) 20 sgn, (WK .(f | u, v)dudvm(z)dy, (z=|-176).

This gives the formula A for nell,, in Proposition 8.2.

To justify the change of integration orders, we check that the integral
(8.10) is absolutely convergent. This can be done using the explicit form of
K.(flu, v) given in Theorem 5.2, Proposition 3.7 and m(z)==(—1)/QI () (z~")).

Next we treat the term (8.6). It holds that

8.11) Sk{san‘nms’,‘,p"(a)Kz(fla‘zu, wdud*a

-1 > SkSk(mnE‘mpp)”gp" sgn(u)(xi'memsp0)' " 07 sgn, (V) Kz, (flu, v)dudv

2 TEE

The equality (8.11) is given under the condition that integrals of the right hand
side are absolutely convergent, and the absolute convergency is similarly proved.
Thus we have the formula A for T Q;, in the Proposition 8.2.

For the term (8.7) and (8.8), again it holds, for z=(T.NC)UQq,

@12 | [ zimator seni@Kflau, wduda

1
=2 EESkSk(mn’;ln sgn)'?p~t sgn,(u) (z7'mem™'p sgn.)2p~! sgn,(v)

XK.(flu, v)dudv,

under the condition that integals in right hand side are absolutely convergent,
and it is more easy to check this, because of the form K .(f|u, v) in Theorem
5.2 (B). Q.E.D.

§9. The decomposition formula in Case (I).

9.1, Let =, m,€k*, and R Q@R.,={T"QT", S$.KS:,} be the tensor
product of two principal series representations. The inner product correspond-
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ing to || [I; in (I) is §6.1 in L*QL?
loii=1,{, leCe, xo*dnidx,

Take f=S(G) such that Uf=¢ and put f,=f*f* then

0.1 loli={ H@)r (a1

:S”Skgkﬁ(u’ v, n)""(fl' u, v)dudvm(n)dn,

where H is in (H.I). From (7.8), Theorem 8.1 and the fact that F[(—u, —v, )
=I:](u, v, &), we get

02 leli= g, |1} 240 90 100Ac w7
XK-(f1t, wK-(f1t, v)dtdudvm(z)dz
+LQu Itz 2] 1 ] 24000, 91007530 A1, 90)T570)
X Ke (1t WK (11, rsp(O)dtdudy

+ = um 3| ] 246 90w, om0

d SEE

XK(fIt, wR(f1t, v)dtdudy
+0Qanz) 2 [ | 240, sz, 90170

X Koo (fIt, WR. (FIt, v)ditdudy .

where [Q;,] and [Q,] are as in (8.6) and (8.8) respectively.
We put for =&,

9.3 Ot r, )=+ 2—SkA(7r, w)r WK (fIt, wdu

\/2-§s(kt)2(71'17f-—;17r—1p)1/2p-l(u)Kz(f[t, w)ydu, for :TEHI,TUQSP‘

vzl (masno sgn)vp WKLt wdu, for xe(TnEIVQ.

By Theorem 5.2, this integral converges and the function @(¢; 7, s) in ¢ is in
8. if r€ll,, and O@; myp, 5) is in 8p. Let r€ll4~C.. By the definition,
s(k*)*cCky if and only if sgn.s=1. Again Theorem 5.2, we see that @(; 7, s)
eS8 (kr) if sgn.s=1, and €8*((k})°) if sgn.s=—1. For every s€E, @; w,, s)
is in S*(s(k*)*. In addition, we have the following identity:

9.4) O; n, s)=D(t: &, s)m(t) for rell ,,\JII 4,
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which follows from Proposition 5.1 (3) and (9.3).
We define a linear mapping:

9.5) Vif—>0=04; x,s).
Here @ is a function defined on 2XIIXE. From (9.2), we obtain for p=Uf,
(9.6)

igli= 3, {,10¢; 7 9t dm@da+[QuInmnS] 10¢; 7, )70t

pr

+ 3 m@s|, 1005 7, 91d+[QadnEIZ| 100; 70, s(2dt=]0| (pur).

z€llg

Now we have the commutative diagram:

U v
SD(xly xz) f Kx(flt) u) _—9 @
0.7 g g g g
(T3QRT5)e R.f KALDlt, ) —>T,0,

where T,0=3%D(t; 7, s). For rell,, Ti=T% actsint as the principal series
representation R, in §4.1. For m=n,, TI=T3%» as the special representation
R,y in §41. For zell\JQ,, T5=T7} as the discrete series representation: if
nEHdmé, and sgn.s=1, 93=T% as R} in §4.4, and if sgn,s=—1, as R; in
§4.6, and for r€Qy, I2=T7% as R} in §4.6.

Note that if =,m,(—1)=1 the special representation terms appear, and if
Tim(—1)=—1 they disappear. From Lemma 4.2, z,(—1)=1 if —1e(£*)? and
To(—1)=—1 if —1=(k*)%. Then again note that in case m,m,(—1)=1, split dis-
crete series representation terms all appear if —1e(£*)* and disappear if —1e
(k") and in case m;w,(—1)=—1, they appear if —1le(k")* and disappear if
—lea (kX))

9.2. To give the decomposition formula, we construct a Hilbert spaces
P and H¢0. Let

I, =1, (+1)={xck*; n(=D=1},

=1 ,(+ D)=\ {re2,nC;; m sgn(—1)=1},
(9.8) r€E’

{md}, if —le(k™)?,
Q=04+ = X

a, if —le(e™)?,
These sets are in (7.6) for m;7,(—1)=1. Also put
9.9) H =M+ D=1, {z,p} VI ;IQ, .

Let £ be a space of complex valued measurable functions A=A¢; =, s)
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on kXII X E satisfying the following conditions:

(9.1) For zell I, A@; z7t, $)=A@; m, s)z(@).

(9.2) Let rell,AC., then if sgn.s=1, A{¢; m, s)=0 for almost all t(k2)",
and if sgn.s=—1, A{; =, s)=0 for almost all t€k’. Let r=Qq4 then A{; «, s)
=0 for almost all e s(k})2.

H®.3) A=A(t; &, s) is square integrable in the following sense:

©9.10) 4= zES” SkIA(t;n, s)[zdtm(rr)d7t+m(7rx,,)ZSkI/I(t;m,,, s (0)dt
s€ pr s

+ 3 mE| 140 7 9P IQnEIS | 1405 7, ldi<eo,

where [Q,]=[Q4(+1)] means that if —le(k”*)* the term just following it
vanishes.

H* is a separable Hilbert space with the inner product corresponding to
(9.10). We define a representation RP={T™ H} of G by

9.11) TPA=TIA¢; 7, s),

where g7 is the irreducible unitary representation corresponding to z or (z, s)
as is explained for the diagram (9.7).

The unitary representations obtained by completion from & etc. are denoted
as follows: (a) &, for R, with zell,,, (b) R,, for R,,, (¢) &% and R; for
Rt and ®; with =<, respectively, and (¢) R$, s€E, for R§. Let II}, be
the set of the equivalence classes with a relation z~z~' on I ,, and T} similar.
Then the representation R is expressed as a direct integral

9.12) W*):[anl R m(m)drD[4]Rsp

»r

Bl2] 3 (RPRIDLQARDRIDRIDRIT).
€I g

where [4] and [2] are the multiplicities of the representations.
The Hilbert space $¢? is defined similarly as $¢. Let

,,=I,(—)={r€k,; z(—1)=—1},

9.13) My=M(~)=\ lre:nC); 7 sgnl~D=—1},
{zo}, if —1(k™)?,
Qd:Qd(_l):{ .
0, if —le&(k")?.
Put
(9.14) HIH(*I)ZHWUHdUQd .

H¢ is a Hilbert space of functions A=A(t; &, s) on EXIIXE, Il in (9.14),
satisfying (9.1), (§.2) and the condition:
(H°.3) A=A(t; », s) is square integrable in the following sense:
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2 . 2
9.15) A= sEEESHPTS’;I/I(L 7, s)|¥dim(m)dr

+ 3 m(n)ES A 7. 9)1*dt+[QuIn(z0 S | 1465 w0, 9)17dt<o0,
r€llg s Jk s J&

where [Q:]=[Q4(—1)] means that if —1e&(k")* the term just following it
vanishes.
On $7, we define a representation ¢ of G and it is expressed as a direct
integral
9.16) SR('>:[4]S”, R .m(r)dnP[2] E%),(g_{;@ﬁ;)
rellg

BLRIRIDRIDRIDR) .

9.3. Suppose mm(—1)=1. We show the tensor product .CR,,1®.<R,r2 in §6.1
equals R, Similarly, in case =,z (—1)=—1 the tensor product equals R¢.
In this subsection, ® means ®‘* and so on.

Every element @ in (9.5) is in §. So, we get a linear isomorphic G-morphism
W:e—@ of 4 into  such that WU=V, and it is extended to an isomorphic
mapping from L2®L? into $, denoted again by W.

Proposition 9.1. The image of L*QL* under W is the whole space 9.

Proof. For each s€E, let , be the subspace of the functions A=A{; =, s)
in $ such that A(¢; r, s")=0 if s’#s. Then

9.17) R=R,DR.DR,DR.,,

where for seE, ®,={T*, §,}, T the restriction of T to §,. All the irreducible
component in N, appears with multiplicity one. Take #,. It is denoted by

9.18) m={ (a7, ) mim)dr

where $(x)=L? for zell;,, =L%, (in §3.4) for x=m,,, =Lk;) for neﬂgn(:‘,
and =L*(k£*)? for n€Q,.

Let M be the image of LR L? under W, and P, the orthogonal projections
of  onto ,. Then M,=PM is G-invariant.

We shall prove the proposition by two steps: (1) M,=9, for every s€E,
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and (2) M=9.
Step 1. We prove M,;=9,, and the other cases are proved similarly. On

$,, we consider the representation S”,{Er}, Sy m(x)dr of the group algebre

LYG), corresponding to %,. Note that M, is closed and L*(G)-innvariant.

Lemma 9.2. The representations f—9% of LYG) satisfy the following pro-
perties:

1. 9% as an operator valued function on the locally compact space II', is
continuous in the sense of the operator norm and is zero at infinity.

2. The operator IF is compact.

3. Every representation f—I7F is irreducible.

4, For arbitrary m,, me<Il’, n,# m,;, the representations are not equivalent.

Proof. For given fe LYG) and >0, we have h€S(G) such that |f—hl;<e
where || |i; is L*-norm. Since 9% is given as an integral operator with K.(h|u,v)
as in Theorem 5.2, we see easily that 1 and 2 hold for g%. This lead us im-
mediately to 1 and 2 for 7. 3 and 4 are obvious. Q.E.D.

Lemma 9.3. Let N be a Ii-invariant subspace, f € LYG), in O, =
S”;@(n)m(n)dn. Then R is the set of all vectors D=O(n)€D, which satisfy the

condition O(x)=0 for almost all w€ N, where N is a fixed dr-measurable set in II'.

Under the properties in Lemma 9.2, Lemma 9.3 holds and it is obtained by
modifying a little Corollary 1 of Theorem 8, “Continuous Analogue of the Schur
Lemma”, in [8, p. 358, p. 356]. Thus M=, will be proved if we show that
N is a set of measure zero. For this, it suffices to prove that for each nell,
there exists p € HCTSr,@Sx, such that @(t; x, 1)#0 in H(x) where @(t; z, 1) is
the component of @=We.

We give ¢ as o=Uf, f€S(G) supported in wG®. Take f as

9.19) f(@)=&(—x)p(—y)kla™, for g=n(x)d(a)wn(y),

where &, y€S$ and r€8*. Then, f(g):f(g‘l)zn(y)f(x)/c(a), and from (5.5),
KL(f1t, w)=H0Eu)M,(t, u), where

krs(a)jx(at, auw)r (a)d a, for rell ,,\J {r:p},
9.20) M@, u)=
afc,Skfc(a)]%(at, awr-tsgnfa)d e, for mellJiro).

For a given nell,\J{r;,} (resp. x€ll;\JQ,), there exists a neighborhood
of a fixed point (u,, t, ag)ER*XEk“Xk* on which the function J.(at, au) (resp.
J%(at, au)) takes a non-zero constant value. This makes clear to be possible to
choose &, » and & such that



Plancherel transform on SL,(k) 409

o, 1):S(

where A(x, s) is as in (8.1) and (8.2). Thus we get M,=9,.

Step 2. To prove M=, it is enough to show that, for arbitrary 49 and
e>0, we have pe4 such that |A—@||<4e where @=W¢. According to (9.13),
A is decomposed as A=A+ A +A,+4.,, 4,9, If we have p;e4 for every
s€E such that @,=We,€9, and |4,—D,||<e, then for @:sé @s:seEEWgos it
holds [[A—®@| <4¢ and so o= X ¢, is a required function.

rel
From Step (1) there exists ¢ =4 such that |PW¢—A||<e/2. On the other
hand, from the next lemma, there exists ¢,€4 such that We,€9; and
\Weo,—PW¢l<e/2. Hence [We,—A,l<e, and this completes the poof of Pro-
position 9.1. Q.E.D.

LA W wWK(fit, wydu=0,

s

Now the following lemma is left to be proved.

Lemma 9.4. Let g9, ¢>0,and s€E. Then there exists a function ¢4
such that We,€9, and |We,—P,W¢| <e.

Proof. Let ¢=Uh, heS(G). We can assume A is as in (9.19). Then
K (h|t, 0)=7("E@)M(t, u) where M.(t, u) is as in (9.20). For given 6>0, let
k be a natural number such that, for r/ll,,\J {7;,}, it holds

‘ Spk(n'lng‘n"’p)mp_l(u)é(u)du <d,

and if u=P* then |ae®ut|<1 for all t€Supp[7], aSupp [«]. Let {(u) be the
function equal to é(u) if ueP* and zero otheerwise, és be the function such
that é's:é——c on s(k”)? and zero outside. Since é—CES’(, {:'SES" and whence
§,e8. We set fi=(—x)n(—y)k(a)eS(G). We prove for s=1 that ¢,=Uf,
is a required function, namely, prove that Wo,=Vf,€9, and |Vf,—P,Vh|<e

for 6 small enough. For another s, the proof is similar.
Put @,=V/f,. Its component @,(t; =, ) for xll and reFE is given by

Q. x, V)ZSkA(ﬂ, r)(u)ﬁ"(u)f](f)él(u)Mn(t, wdu,
where M.(¢t, u) is in (9.20). Since Supp [é,]c(k*)ﬁ, the above integral is actually
taken over r(£*)?N\(k*)2. Hence @,(¢; =, r)=0 if r#1. Thus Vf,€9,. Put ¥,
=P, Vh and let ¥,(¢t; =, 1) be its component. Then

Witz D—0,¢; l)zg(kx)zz‘l(n, D)z W) FOM(, uydu .

Since the support of {(u)7(t)x(a) is contained in {(u, ¢, a); | aut| <1}, it follows
from the discussions in §5 that if {(u)#(#)#0, then
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() (x Y (m)+ 7O (7)E(x Y, for rell,,
M:(t, w)=1 73O (7sp)Ri(755) , for m=n,,,

0, for nll;\JQ,,

where El(n):Skx(a) la|n(a)d”a. Thus

Wit; 7 =05 7 91 =1 || A D G0swi oML, wdu

is less than d|HM| | (x V() + T (m)kz"")| if nell,, and less than
O ws s AWML (msp)fy(msp)| if a=m,, and equal to 0 if z€ll,\VQ,. Thus we have

Illlfl—q)lllz<52{llf)llzgnp | M= Y& () + ()i (n ) [*m(n)d n
Hlz I s (i) 7

Since I'(z Y& (m)+ ' (m)g(x~*) can be extended as a continuous function, even
at =1, and is compactly supported, then the integral converges. Taking @, for
a sufficiently small §, we have the lemma for s=1. Q.E.D.

9.4. Now we arrive at one of our main results.

Theorem 9.5. Let m, . be fixed unitary characters in k*, II=I1(+1) be in
(9.9) or (9.14). Let H=9H be the Hilbert spoce of the functions on kXIIXE
satisfying the conditions (9.1), (9.2) and (H®.3) in §9.2. Then there exists a
unitary mapping Wip—A of L*QL® onto D, =9V or 0 according as
mr{—D=1 or mm(—1)=—1. W is given on K (CS.,QSx,) by WU=V, where
U and V are defined in (6.2) and (9.5) respectively. Moreover W is a G-morphism,
HNW=WT, (geG), where T, is an operator of the tensor product .‘R,rl®.‘R,r2:
for o€ L*QL?,

Tepls, x)=mip (Bt Omp” (Brot o5 S0,

and T, is given as follows: for A€,
T A=(93A(t; =, s), n€ll, s€E],

where
TrA¢; n, s)=rpla)A(a®; =, s), g=d(a),

=U—tx)Alt; =, 5), g=n(x),
=H.At; =, s), g=w and 7€l ,\JQ,,,
=HiA®t; =, s), g=w and rll,\JQ,,

Here H. and H? are defined in (3.2) and (4.22) respectively.

In other words,
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Theorem 9.6. The unitary transformation W realizes the decomposition of
the tensor product ER,,I®5Q:2 into irreducibles as follows: In case —1(k™), if
7'[177.'2(_1):1

o2 R, OR.,~[4), = KRm@dz@41RLO2], (217,

Hpr+1

and if mr(—1)=—1

02  2.,80%.,>4], | Rm@dd2]_ T (RiDR:)

I pr(-1 Mg~

D(RIDRDRIDR:?).
In case —1&(k™), if mym(—1)=1

9.23) R, @%e,=[4],  Ron(mdr@HIR.,

T pre+1

DL2] HE( )(@IGB."R;)@(ER&@@S@?S@@&”),
zell g(+1)’

and if mw(—1)=—1,

024  R,OR.,~4)],  Rem@dzd2] 3 (RIOR).

I pre-1 Tqc-

9.5. We give the direct form of the intertwining projection for r€71,,JQ;,.
First let for reFE,

D.t; m)=+/ 271 ZE(ngS)(D(t; T, s)

:«/"Z“‘Sk(nm?n“p)”zp“ sgn ()KL (Flt, wydu.

Let @,(x; 7) be the (principal value integral) Fourier transform of @.(¢; ) with
respect to t. Then we have the following direct formula of the intertwining
projection: g0—>(f’r(x; x). This is quite analogous to that given in [9, p. 1247
for the decomposition of the tensor product for SL,(C).

Proposition 9.7. For nell,,\JQ,,,

B, (x; m)=+2 [((z\73'z""p)"'* sgn,)
XSkSk(nI‘nznp)”?p“ sgnAz,)(m w3 ' wp) 2o sgn,(z,)

X(@i'msin~p) 2 p~" sgnz,—z)p(z1t+x, 2+ x)dz1dz, .

Proof. We set, for f€S(G),

F(x, x,, n):Skgkf(n(—x)d(a)n*(y)n(xl))n'p'l(a)dXady

=[], rtnt=rad(@n*neyetp@)d ady .
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For a fixed 7€11,,\JQ,p, F(x, %1, 71)€S:®S--1 and K(f|t, u) is given by

K(f1, u)zPaSkSkF(x, Xy, IO —ux)dxdx, .

Then

-~ _ /\ v
butx; M=/ 2| Tmms'e 00 sgn J KA Ft, w)du)
=42 " ((m7s'n " p)'"? Sgnr)Sk(nI‘ﬂznp)”zp‘l sgn(x)F(x, x1, m)dx,

=2 I'((mym3'a p)'? Sgnr)SkSkSk(rrI’ﬂzﬂp)”zp" sgn,(xy)

Fn(—=xd(a)n*(yIn(x))np " (a)d ad ydx, .
According to the decomposition (4.3), we have

n(—x)n*(y)=d(—xy+Dn*{(—x, -+ Dy)n(—x (—x,y+1)7Y,
then

(milmemp)! 2™t sgn (xy)my w(a)

(d(@)d(—x,y+Dn*((—xy+DyIn(—x(—x, 9+ 1) +x))d adydx, ,
Take, for given g4, f(g)=mzrz'(@)x(a)mp (¥)e(x, x+y7") in S(G), where
£ES8* is such that Skxd*azl. In the last side of A, replace a by a(—x,y+1)-},

then we obtain

A ZSkSk(nT‘mﬂp)‘“p“ sgn(x )7 (—x1y+Drep  ((— 13+ 1) y)
o(—xi(—x1y+1)x, y 4 x)dx.dy,

because (—x,y+1) 'y '—x(—x,y+1)"'+x=y"'+x. Now we change the vari-
able; z;=—x,(—x,y+1)"* and z,=y~'. Then (—x,;y+1)y=(z;—2,)"", —xy+1
=z(zy—25)7Y, x1=—2z12:(2;—2,)7", and dx.,dy=p *z,—z,)dz,dz,. Then we come
to the desired formula for @,(x; z). Q.E.D.

§10. The decomposition formula in Case (II).

In this section, we give the decomposition formula of the tensor product of
a supplementary series representation with a principal series one. Let z; be a
character of the form =,(x)=)x|", —1<a,<0, and m,£*. Note that in this
case the equalities 7,7(—1)=1 or =—1 turn out to =,(—1)=1 or =—1. So,
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Il,, and other sets in (7.6) depend only on m,(—1). We have the following
theorem quite similar to Theorem 8.1.

Theorem 10.1. Let Hin (H.I), H(g)=I'(z1) 'z7'za)n7 0 (x)A(y) for g=
d(a)n*(y)n(x). Then the Plancherel transform H is given as follows:

Hu, v, ©)=2 3 Alz, YA, )0),  for nellIITVQq,
A, v, 7)=23 Alx, sYw)Alx, s))asiv),  for z€Qsp,

SEE

where A(r, s) are similar to (8.1) and (8.2).

This theorem is reduced to the following.

Proposition 10.2. The Plancherel transform H of H in (H.1I) is given as
follows: for nell ,,\JQ,,

A, v, n)z—;- 2 (mimytp) o™ sgn(u)(mimen ™ ) 07" sgn, V),
and for re(IT.NCHVQq,
ﬁ(u, v, n)z% EE(nm;‘np sgn)Y2p !t sgn,(u)(m e~ p sgn,)2p ! sgn,(v) .
Proof. Lgt H@g)=I'(z1") 'a7'zla)n'p " (x)A(y), where m(x)=[x|%, 1<,
<0, and n,=k*. Remark d(a)n(x)=n(ax)d(a), then replace a®x by x, and put

fi=L.cnf. So, we get

I\ Hof@de=] x'o7w{| madar(d@nd a}ds

={ wrtom ) (GG + v
where as in the proof of Proposition 8.2,
H —i -1_-1 12 -1
(1 = 5 %Egnmgkgk(m naimp)2pt sgny(u)
(mimem ) 20 sgn (WK (f 1| u, v)dudvm(z)dr,
() =5LQIn) S| | (rrasiz,e1om seno
) 5P splau ) ) AT T sp0) "0 g0,
(mimems50) 20 g0 (W) K (f1|u, v)dudv,

1

(i) =5 5 mm2| | @iwsine sy sgnw

(mymem™ o sgn.) 2o~ sgn(W) K (f1|u, v)dudv,
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. 1
(iv) = 5 LQadm(z,) ; Sksk(ﬂi‘ﬂ‘ﬂop sgn.)'/?p~' sgng(u)
(zymams'p sgn)' o~ sgn (WK (f1lu, v)dudy.

First consider the integral Azgkn;‘p‘l(x)(i)dx. Put A=m=,73} then

1
4 —7 seESﬂrTlP_l(X) {SﬂprgkgkﬂT!(lﬂ:p)”zp_l sgns(u)
X w(An = p) 20 sgn (W) KL (f1 | u, v)dudvm(n')drr}dx .

Next we change the order of integration with respect to dx and dvm(z)d=, then

A= 1 > S”prgkn'g(ln"‘p)”zp Sgns(v){gkgkﬂ}’(lnp)”gp‘l sgn,(u)

2 TEE
X 21 p (a2 Kx(flu, v)dudx}dvm(n)dn'.

By Corollary 5.3, as a function of u, K.(f|u, v)isin S, for a fixed v and £~
Then it is easy to see that F(u)==1'(Azp)"*p ' sgn(u)K.(f|u, v) is a linear
combination of functions in §, and §,.-i;, where p==7'"(Azp)"?p *sgn,=|-| 4.
Since Re (f)=Re ((—a;—a,+1)/2—1)<1 and 0<—a;<1, we apply Corollary 2.5,
and obtain

Skgkn;l,ﬂ(x)x(xu)F(u)dudx:F(n;I)Skm(u)ﬂu)du

ZF(ET’)L(MP)”ZP" sgny () KL(f |1, v)du
Thus

1
(10.1) A= Tgﬁ,r(n;')g Skgk(mﬂ’ﬂp)”p" sgn.(u)

Tpr
X{(mimen ) 2p "t sgn,(W)K(f |u, v)dudvm(z)dz .

The integral in the last side in A is absolutely convergent and so the above
change of order of integrations is justified.
The calculation for (ii), (iii) and (iv) are similar. Q.E.D.

We put for e =11, \JQ:,\ I ,\VQ,,
(10.2) Dt; m, s)=+/2 SkA(ﬂ', s)(u)n“(u)Kz(flt, u)du
Then, as a function in f, @(; =, s) is in one of the spaces of representations

Rz, Rsp, R: and R§ corresponding to 7 or (z, s). This is similar as in §9.1.
For nell VI, @ satisfies the condition;
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(10.3) O@; Y, s)=00; =, s)=().
We define a linear mapping
(10.4) V,f— 0=0(; n, s).
We have the same diagram as (9.7). From Theorem 10.1 and (7.8), we obtain

(10.5)

lobi= 2, [,10¢; = 91 dim@dz+LQIn(z S 1@ 7oy, 9)i*mep(t)dt

ﬂpr
+ 3 mmE| 106, s)lﬂdz+[0d]m<m>z§ 10(t; 70, 5)|2dt=]D]* (put),
z€llgq s Jk s Jk

where || [y is in §6.1 (II). The right hand side above has the same form as in
(9.10). Therefore =P, where H=9" or P> is the separable Hilbert space in
§9.2. Thus we get a linear isometric G-morphism W: ¢—® of 4 into $ such
that WU=V.

Let L2&L* be the Hilbert space of all measurable functions ¢ on kXk
such that |¢ll;<co. Again by Proposition 9.2, W is extended to a unitary G-
morphism of H£=LZ2®L* onto $. Thus we obtain another one of our main
results.

Theorem 10.3. Let =, and =, be characters of k* as at the beginning of
this section. Then there exists a unitary mapping W of L2 QL® onto 9§, which
is given on 9 by WU=V, where U and V are defined in (6.2) and (10.4) respec-
tively. Moreover W is a G-morphism, that is, WT,=T W, where representations
T, and T, are as in Theorem 9.5. Thus W realizes the decomposition of the
tensor product R QR ., into irreducibles for this case.

In case —1€(k™)® and n,(—1)=1, it is given by the formula (9.21).

In case —1le(k™)? and n.(—1)=—1, by (9.22). In case —1&(k*)? and =x(—1)

=1, by (9.23). In case —1& (k™) and n.(—1)=1, by (9.24).

§11. The decomposition formula in Case (III. A).

The decomposition of the tensor product of two supplementary series repre-
sentations is studied according to the following two cases: for z,(x)=|x|",
m(x)=]x]%® such that —1<a;, a,<0, we say

Case (1. A) if 0<14a;+a, and Case (II.B) if —1<14a,+a,<0.

In this section, we give the formula for (Ill. A), calculating the Plancherel trans-
form H of H. In the next section we give the formula for (Ill. B) by an analytic
continuation of A. Note that, for these cases, in (7.6) and (7.7) it is only
mim(—1)=1, therefore IT=1II(+1) etc.

11.1. Let =; and =, be as in (Il.A). We consider the following products
of gamma functions: for nell,,\J{x,,}
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(11.1) Iz, 72, 7)=1'((m1m,m0)""* sgn) [ (7ymom 1 p)"® sgn,)
I'((z7'memp)? sgn ) ((n 7 mam 1 p) 2 sgny) .

From the property I'(R)=i(—1)['(2), 2 a non-unitary character of 2, we see
that I'y(w,, ws, ) is positive. For zm=mn,, and =,=r, we should understand
Iz mam o)V (1 mems )V =1. It is also that I'y(rx,, 7., 7,p) is positive.

For a character v of 2* and neﬂduéﬁ we define a gamma function on
L.=k(/7) by

(11.2) vz, ) =SL V2B 2US(2)d 2 .
Put
(11.3) 9s(my, mo, m)=cE((mymem ™" p sgN)2 sgny, (7,7,7 p SEN,)Y? sgNy)

I''((z 7w, p sgn.) 2 sgn,, (z7'memp sg0,)Y2 sgny),

where ¢. is in (4.15). We assert that g,>0. Since
z —> y(zZ)r~(2)=(m,momp sgN.)* sgny(22)n Y (2)

is a ramified character of L}, g;=c?x(—1)a with ¢ >0, and c¢?=sgn.(—1) b with
b>0. So we have g;=abr sgn.(—1)=ab>0.
We need the following lemma, which is analogous to Proposition 3.7.

Lemma 11.1. Let v be a character (not necessarly unitary) of k™ such that
v(x)=|x|*0(x), 0<Re(a)<1l. Then for n-eé, and oeS*(k;),

Skvp"(x)H‘f,ga(x)dx:c,]_',(wr‘l, D)Skv'lﬂ(x)gp(x)dx :
where HY is as in (4.22) and I'-(vz™', v) is as in (11.2).
Proof. Take z= L} such that zz=x. As we studied in § 4.4, there exist

O(z)eS(L.) such that ¢(x)=@.(z)x"'(z) with (D"(Z)ZSC D(tz)z~(t)d*t. Then

Higt)=c| JHx, y)p(r)dy

:C’SL AUS(z2 N (2)Po(2)d 2 =c.D (2)n 1 (2) .

From (4.14), we have

Skvp‘l(x)H ;‘igo(x)dx26,5kup"(zé)n“(z)(ls,,(z)dx
= a;‘c,SL up“(zE)x“‘(z)(ﬁ:(z)a’z

=ar'c. I (vr™?, v)S v (22 (2D (2)dz (.° D.€S8(L.)

Lt
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=c.l(vr, u)Skv“n(x)go(x)dx . QE.D,

11.2. We have the following proposition analogous to Proposition 8.2.

Theorem 11.2. Let =,, m, be in Case (. A) and H be in (H.Il), that is,
Hg)=T(at) M (z3) niinla)n o {(x)w5 o~ (») for g=d(a)n*(yIn(x). Then the
Plancherel transform H of H is given as follows.

For nell ,,\J {rsp},

A, v, 7r)=% gEl“s(m, 7, w) Tyt e) ' p7t sgng(u)

(mma'n~tp) %~ sgn,(v) .
For ze(ITsnCIVQu,

A 1
H(u, v, m) =7 s;E.qs(m, T, m)(mmy e sgn.) ot sgn(u)
(mywy'w~'p sgn.)2p~tsgn,(v).

Proof. For feS(G),

T Hig) (g)dg

:SkSkgk”II”z(“)”TIP’l(x)ﬂlp'l(y)f(d(a)w(y)n(x))d*adxdy .

Remark that d{a)n*(y)n(x)=n*(a"?y)n(a*y)d(a). Replace x by a~%x, y by a®y,
and put fi=L,+cpnf- So, we have

=[ mo{], | me@rrewAndandedsldy

=[ mr o) @+ @G+,
where as in the proof of Proposition 10.2,

) 1
(i) :71—'(71?1) > Sﬂprgkgk(ﬂmznp)wp-l sgne(u)

sEE
X(mwygtn~tp) 2o sgn WK (f1lu, v)dudvm(z)dz ,

and (ii), (iii) and (iv) are similarly calculated.

I. First we consider the integral Azgknglp“(y) (i) dy. Put A=m=m,;73!, then

A :%F(ﬂﬁl) ;ES” Sk(ln‘lp)”zp“ sgn)S. r)dvm(z)dr,
s r

where
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(11.4)  Sw, n):SkSkn’-}’p"(y)(m(lnp)”zp" sgn)WK(f1lu, v)dudy .

Since n*(—y)=w ' n(y)w, K.(filu, V=H'K.(Lopwflu, v), where H, acts
on u. Hz;'=H, by Corollary 3.2. Moreover since 0<1+4a,+a,<1, we can apply
Proposition 3.7 and obtain

(1L5)  S(v, n):aNSkSkns‘p“(y)(nz‘(lﬂp)‘”zfr sgn)(u)K(Lacpwflu, v)dudy,

where N=I"(r,(Azxp)"? sgn)[(zo(Azp)*rn~ ' sgn,) and a=m,(Axp)"*n sgn—1).
Note that

K:(Lagpwflu, V)I=2—()K(Luflu, v)=X—yu)H K (f|u, v).

Apply Corollary 2.6 to (11.5) as in the proof of Proposition 8.2. Then apply
Proposition 3.7. So we see that S(v, n) equals

aN S ‘ 72T (U= yu)(a A p) P w sgna K (Lo flu, vidudy
=aNI (39| (o) " sgn,HL Kol f [, v)du

=aa’'NN'I'(z39)\ (Azp)*p ' sgn(w)K.(flu, v)du,
k

where N'=I'((Azp) "%z sgn,)[((Anp) '*sgn,) and a’=(Amp)"*sgn(—1). It is
easy seen that NN'=I(x,, 7., #) and aa’=1. Substituting the last side above
in A, we obtain the desired formula for rell,,.

. Next we consider the integral for (ii). This case can be treated simi-
larly as 1.

. We discuss the integral A:Skn-;‘p"‘(y)(iii)dy. By changing the inte-
gration order,

1
a=5Ta) g | 7070 ] mime senorip sgnw)
X (An"'p sgn.)"*p ™" sgn,(W)K (1| u, v)dudv}dy

:%F(ﬁ?) 3 | (o sz oot sgnw)Sw, mdv,
where
(11.6)  S@, ﬁ)zgkirglp"(y){gkﬂ:g(lnp sgn.) %" sgn, K-/, u, vdu}dy.
Note that

Kz(fllu; U):Kx(Lw‘ln(y)wf|uy v)
=rsgn(—DHIU(—yu)HIK(flu, v)} =HE{X(—yu)HIK (f |u, v)}.
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Apply Lemma 11.1 and Corollary 2.6 repeatedly to (11.6), then we see that the
S(v, n) equals
I(r3goms, o, n)gk(mn;‘np sgn)'p " sgns(u) Ko (f u, v)du,

Substituting this equality to A, we have the formula for n€ll,.

IV. The integral A:Sknglp“(y)(iv)dy is treated similarly as (III).

Summing up these four terms we get the desired formula. Q.E.D.

11.3. We study the formula which gives the decomposition. Put for nell
=1(+1),
(11.7) D(t; 7

¢7-1Sk(nn;1n—lp)'/2p-l sgnGOK(f1t, wdu  for 7€l {m,p)

Ve ainp sgno e sgn (1t wdu for me Q..

For o4 and f€S(G) such that Uf=¢, we apply Theorem 11.2 to (7.8). Then
we get

(11.8) lelta= 3|

sEEJ T py

Iz, W)Skl@s(t; \dim(z)d
+n1(7r8p)§F8(7rl! T, nsp)gk|@x(t; ﬂs;;)lzﬂ'sp(t)dt
+ B m@ Todny, w010, 0t

x€lly s k

+LQuIn(w) Sauls, o, w)| 1040t m)l%dt

where | |l;; is as in §6.1 (III).
To make the decomposition formula, we normalize the formula (11.8). We
define O ; «n, s) for @ (t; =) or OU; #, s) in (9.3): for nell,,\J{n,},

(11.9) O(t; n, s)=I(r;, ms, 7)*P(t; x).

Let z fix in [Idmé,. Let ¢/, ”€FE such that {1, 7, ¢/, "} =E, and r;€F such
that k:=(k")"Jr, (k)% and 7, ;= FE such that {1, 7,, 7, zs) =FE. Then we put

O(t; 7, )= (g1t 10 7, D+ 7, 7)),

O; 7, 7) =3 (g +9.)" (O 7, DOt 7, ),
(11.10) 1
o¢; n, rz)=7(gl+yf)‘”{¢(t; 7, 1)+ 0 ; &, 75},

O; m, )= %(gr' +g. D 7w, 1) Dt 7, 7))
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For r=Q,,
(11.11) O ; m, $)=2"( D g)V2D(t; 7y, S).
We set for el ,NC.

(1L12) K= 3 gJr, n>§ 1@yt ; )] %de
= k

—130f,1_ B o0tz 0t T (senno; x, nlkr.

k sgn, T=

For »=1 or z,, sgn,»=1 and then @{¢; =, r)eS5*(kS). For r=7, or t;, sgnr—=—1
and @(; n, r)ES*((kX)). Then O x, r)es*(kX) if sgny=—1 and O@;: =, 7)
e8*((k2)°) if sgn.r=—1. Therefore

1
K=1 o] 10¢; =, D+ane)0r; 7, 7))t
SEE k
+{ 1(sgn,2)0(; 7, )+ san,r) 0 ; 7, 70|t}
={,106; = Dirar+ 166 7, w1t
k k

+S e . rz>|2dt+g 10t =, 72|t .
k k

For z=Qy,, it holds

AL13) K= Zedm, m w104 moltdi= 51065 @, )1t

cE

13[)1bstituting (11.9), K and K’ to (11.8), (11.8) is rewritten as
(11.

leli= 3, {,16¢; 7, ldm@dz+mza) S, 106 7, 914001
[ {=¥2 pr 8
+ 3 m T 160 7 9IPd+[QAnIT | 1005 m, )%

11.4. We note that for nell,,\JIl 4, O(t; x, s) satisfies the condition
(11.15) O; x7L, s)=060: x, s)r(t).
We define the mapping of S(G) by
V' f—>0=0(;x s)eH=9 .

¢—®(t; x, s) is a G-morphism as in (9.7) and it is easily seen that @—0 is also
a G-morphism. So, by (11.14), W: ¢—0 is an isometric G-morphism of 4 into
H, and it is given by

(11.16) wWuU=Vv’.
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It is extended to that of A=L2®L:Z, into §, where L ®L;, is the Hilbert
space of all measurable functions ¢ on kX% such that |¢|g<co.

Proposition 11.3. The image of L2, QL2, under W is the whole space 9.

Proof. The proposition is proved by modifying that of Proposition 9.1, in
particular, of Lemma 9.4. Q.E.D.

Thus we obtain the result for this case.

Theorem 11.4. Let W be linear mapping of L3 QL3, onto § given in (11.16).
Then W is a unitary G-morphism and it realizes the decomposition of the tensor
product £R,,1®£R,r2 into irreducibles as follows. In case —1€(k™)% it is given by
the formula (9.21). In case —1e& (k™) by (9.23).

§12. The decomposition formula for Case (III. B).

In this section, we give the decomposition formula for Case (Il.B): =,(x)
=|x]% (7=1, 2) such that —1<a;, a,<0, —1<l4a;+a,<0. For this case the
formula (11.8) does not holds, because we can not apply Proposition 3.7 to com-
pute (11.5). To modify (11.8), we apply the method of analytic continuation, so
that we extend a; and a, to complex numbers. We set

(12.1) D= {(a,, az)=C?*; —1<Re (a;), Re (a;)<0}.

12.1. Suppose ¢SRS, that is, ¢ has the compact support on kX% and
vanishes on a neighborhood of the diagonal “x,=x,”. Put

(12.2) fldlayn*(yn(x)=mry (a)ela)m0 (V)plx, x4+1/y),

where £r=S” such that Skx(a)d’azl. Let f” correspond to & similarly. Then

f and f’ are in S(G). We consider them as functions on («;, «,;). The mapping
U=Ula;, az): S(G)—4 defined in (6.2} also depend on («;, @), and Uf=¢ and
Uf'=¢.

We put Ot; 7)=@,(¢: n, 7, ms) for fand @i(t; =) for f/ as in (11.7). Since

Oit; 7 )=8t; n) for a;, a, real and 0<1+a,+a,, we get the following formula
from (11.8).

F(frI’)"T(ﬂE‘)“SkSkSkSan‘p“‘(xl—xi)n?p“(xz—xé)
Xp(x1, 22)p(x1, x5)dx:dx1dx2d x5

(12.4) - %Snmmgkr‘(”" o, D WUt 7 dim(z)d

(125) () ST, 7, )| Oults T DAL s Tap)a(D)dE
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(12.6) + 2 m(m)Xgs(m, 7, ﬂ)S D(t; M@t ; =)t
€l g+ 5 k
(12.7) +LQuInr )T, ma, 7| Oults RO 73t

where I'(m,, s, @) and gs(m,, 7., ) are defined in (11.1) and (11.3) respectively.
This formula holds even for the case (a,, a,)€D and 0<Re (14+a,;+a.). The
left hand side is an analytic function on the whole D. Therefore the right
hand side have an analytic continuation to any («,, @)D, in particular, to
(a1, @) such that a,, a, real and —1<l4a,+a,<0. We shall observe each
integration term in the right hand side.

First we note the following. The function f€S(G) in (12.2) is expressed as
@)= pula;, a)f*(g) (finite sum), where p;(a,, @) is an analytic function on D
and f*eS(G) is independent of (a,, a,). In fact, put fi™(g)=x(a)p(x, x+y~") for
|a|=¢" and|y|=¢q™, and zero otherwise. Then f(g):127)nq““l‘“”q"‘("rl’f“"(g)

is of a desired form. Since K:(flt, u)=2 play, az)l(,,(filt, u), we may consider

that the kernel Kﬁ(flu, v) in the formula of @(¢; 7) is independent of (a;, ay).

12.2. Now, take an integration term in (12.6) or (12.7). For a fixed rell,
or t€Q,, Kﬁ(flt, u) is a linear combination of functions of the form &(t)n(u),
&, peS*. Therefore @,(t; ) is that of functions of the form c(a,, @2)6(t), where

clay, az) :Sk(nm;‘n“’p sgn.)*p "t sgng(u)np(u)du is analytic on D. As a function

of (a,, as), @, i1s analytic on D, because each character in gamma function fac-
tors of g, is a ramified character of L. Hence we conclude that each term in
(12.6) and (12.7) is analytic on the whole D. As to the terms in (12.5), @,(¢; 7sp)
is similarly a linear combination of functions c(a,, @.)6(t), EE€Sp. I's(my, w2, 7sp)
is also analytic on D. Thus each term in (12.5) is analytic.

We discuss the terms in (12.4). Let 05, ={€0"; 0(—1)=1}, n(x)=|x|"10(x),
603, and 7 in the torus T=[—x/log g, =/log ¢). Then (12.4) equals

055;7 SEEM ; gﬁﬁ‘{r’ii—’@l Oult; MOyt s =~ )dtdy
(12.8) == si{- dtd7'+s:e‘£pSTSk . didy
03, @2
(12.9) +Srgk'§f“((7;l)f7§;f)) O.(t; 1)@t - Ydtdy  (B=1)
(12.10) +Srgk7rlg((’;‘)'r’z;_f; O(t; DDt xNdtdy  (B=1),

where the summation over O3, is actually taken over only a finite number of 6.
From Theorem 52 on the form of K.(f[¢, u), it is easy to see that the
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integral Sk(ZF(fr)F(n“’))"‘Dx(t; 7)@i(t; =~ Y)dt is analytic in (a,, a;)eD and con-

tinuous in ye7T. So the singularity of integrals in (12.8), (12.9) and (12.10) come
from only the gamma factors I'y(x,, 7y, 7). On the other hand, since the
characters in gamma function in I'(m,, m;, z) in (12.8) are all ramified,
I'(m,, 7, ) are analytic on D and continuous in yT. The integrals in (12.8)
are analytic functions of (a,, a,;) in D. As for the integral in (12.9),

Fs(n'ly s, 7{.):(1+q(b+1+ir)/2—1)(1+q-(b+1+i7)/2)~1(1+q(b+1~ir)/2—1)
X(1+q-(b+1—ir)/2)—1(1+q(a+1+ir)/2—1)(1+q—(a+1+ir)/2)—1
)((1_|_q(a+l‘ir)/2—1)(1+q—(a+1—ir)/2)‘1 ,

where a=a,—a, and b=a,+a,. Since complex numbers a and b are just given
by the conditions —1<Re(a)<1 and —2Re (b)<0 respectively, I' (m,, 7s, @) is
analytic in (a;, a,)€D and continuous in yT. Hence the integral (12.9) is also
analytic in (a,, a,)ED.

12.3. Now, we discuss the term (12.10). In this case we use the variable
(a, b)y=(a,—a,, a,+a,). The integral (12.10) is analytic on {(a, b); —1<Re(a)
<1 and —1<Re (b)<0}. So, our problem is reduced to study the analytic con-
tinuation with respect to b to the domain —2<Re (b)<—1 for a fixed a.

When 7, n(x)=]x|"%, is extended to a complex variable, the integral I'(r,,

T, n)(ZF(n)F(n”))“Sk@l(t; 7)@(t; #~)dt is analytic on r on the domain

{Re (a)—1<Im ()<Re(a)+1}. Put
B, n=1"({(mmem 0)V) ] (71mom = o)V 014y Xb+1—i7) .

For b+14:y=0, the valus of B(b, y) should be
(12.11) B, i(b+1))= b+11i+r¥17403(b, N=4b+1)1—g ")log ¢)"'I'(m,7,:p) .

Put

_ B, (i mamp) ) (w7 men 1))

Sk@‘(“ D)@t ; z Nt .
Then the integral (12.10) equals STA(b, {b+1)2+7% "'dy. For a fixed a, A, 1)

is analytic on K={(b, 7); —1<Re (b)<0, Re (a)—1<Imy<Re(a)+1 and ReyeT}.
If y=—i(b+1), then (b, 7) is in K, and so A(b, i(b+1)) is analytic in 5. On the
other hand, it is easy to see that

Skdm; N ACE n)dtzgk@l(t; 0@ 7Y dt .
Therefore, it holds that A(b, 7)=A(b, —y). Then A(b, 1)— A(b, i(b+1)) is fac-

tored by (b-+1)2+472 and A,(b, 7)={A, 1)— A, i(b+1)} {(b+1)2+7?} ! is analytic
in (b, )eK. The integral (12.10) equals
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__dr
r b+

The first term in the left hand side is analytic on b, —2<Re (b)<0. But in the
second term

A, Ddr :
ST_(W_STA@, Pdr+A®, ib+1)

2 i T
S g | T g Re@HD>0,
D | 2 i

n—l

<

The analytic continuation of (12.10) to the domain {b; —2<Re (b)<—1} is
given by

Alb, Y)dr A, i(b+1)) -1 T
az1y | G T el Y D log g

:Srgkpl(m, s, )Rz M} 104t ; 7) @it ; =) dtdy

+2I (73" (7, nz)Skdj;(t; )P (mym,p)~Y)dt
where,
i} I'(ni)(x3Y) i} T
. ) =4(l—g! - ! ,

(12.14) r(my, mwo)=4 q ) (log (])F((ﬂlﬂ'zp) D) tan 2(b+1) log q

and,

0.(t; mmp)=v'2 | 7P WKyl 11, W,
Oi(t; (imap) V=V T WK crymgpor P11 0

=2 750 WKy 1, wmmaoXOdu
Thus the analytic continuation had been completely done.

12.4. By Proposition 9.7 valid for =,, =, in (Il. B), we have

~

Dy(x; Timep)=+/2 (@3 VP(X)E Sz yryp

I'(z3")
v 2T ((m1mep)™Y)

(12.15)

Bix; (m1720) )= Skm(mmp)“p'l(x—x’)dx’ .

where,
g0)=| | miemmmp) e—zpttx, tx)dadz.

Thus the second term in (12.13) is rewritten as (71, m2)ll¢p)|3,+4,4+1, Where

1

s L e o e 3

(12.16)  llglid,+apr=
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When T,=T351QT3? acts on ¢, it occurs the supplementary series representation
TF1"2f on J(x).
Now, we obtain the following proposition:

Proposition 12.1. For =, =, in case (II.B), the following formula holds:
for compactly supported function g

(12.17) loll= zg Tiny, w0, 1|04t )| dtm(z) dx

SEE Hpr(+1)gk

+7"(7fsp) 2 I'dm,, 7, xsp) |®s(t y TEsp)|27rsp(t)dt
SEE k

+ = ril(fr)x%‘,sgs(m, T2, n)gklfl)s(t; 7)|2dt

a€llg(+1)

+LQIm(xy) B, 0ums, 7, 7 1045 70141

+r(m, 71'2)“¢||§1+n2+1 .

The last term vanishes when mmep=1 (a,+a,+1=0).

Remark. Except the last term in the formula, the right hand side can be
rewritten by means of (11.14).

12,5. Let $:,.,, be the Hilbert space of all measurable functions ¢ on k
such that [[@lla,+agr1<00. Let & =9DPz,x,,, D=9, be the Hilbert space with
the inner product given for A’'=A@¢ by

(12.18) 1A [F=1 A +r(zs, T PUZ 4 ages -

On 9§, we consider the representation T,=T,DTZ1"2¢, where T be as in Theo-
rem 9.5, and T7™172* is of supplementary series. We define a mapping of S(G)
into §’ by

(12.19) V' f—0'=0(; x, $)PP(x),
where © are in (11.9), (11.10) and (11.11), and ¢ in (12.15). Then V’ induces an
isometric mapping W of 4 into § by

(12.20) wu=v’.

Proposition 12.2. Let =L QL:, be as in §11.3. Then W is extended to
an isometric mapping of A onto 9'.

Proof. As is already seen, the space 9 is decomposed as $=9,DP.PH,B9.,-
The space & is decomposed as &' =HPH:DH,BY., where H;=9,DHx,x,,. Put
P{ the projection of $’ onto $;. We show P{W is extended to the mapping of
G onto P; by applying Lemma 9.3. For this, it is enough to see that

(1) for well, there is an f€S(G) such that @ ; =, 1)+0,
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(2) there is an f€S(G) such that ¢(x)=0.
The assertions are proved analogously to Step (1) in the proof of Proposition 9.1.
Thus PIWH=9,. It is also proved by modifying Step (2) in the same proof
that the image of & under W is the whole space §’. Q.E.D.

Theorem 12.3. The mapping W in (12.20) is a unitary G-morphism of
L:@L:, onto 9 and realizes the decomposition of the tensor product R, QRz,
into irrveducibles. There appears a representation R -,, of supplementary series
as a new component.

In case —1=(k7)?,

5‘%1@52.-.2:[435 | Ran(m)da@lAIRHO2] 2 (RZDRIB Rz =0 -

T pre+1 Tgc+

In case —1e(k™)?,

R BR:, =[], Rommdz@R,S(2] _ S (2:DR)

Marc+D) cellg(+1)/

D(RIDRIBRIDRIID R rymy0 -

§13. Decomposition formulas for limiting cases.

As the limiting cases, we obtain the decomposition formulas for tensor pro-
ducts of the special representation with one of representations of principal
series, supplementary series and the special representation itself. These tensor
products are realized explicity in (IV), (V) and (\VI) in §6.1.

Case (IV). The tensor product of the special representation with a principal
series one, the limiting case of (II). Taking the limits as a;——1 of the both
sides of the formula (10.5), we get the decomposition formula for this case.

Let ¢(x,, x,) be the following function: () ¢ is locally constant, compactly
supported and zero on a neighborhood of the diagonal and satisfies the condition

Skgo(xl, x2)dx,=0. Let m(x)=|x|", —1<a,<0, and fix m,ek*. Put
(13.1) fldlayn*(y)n(xN)=n3"p a)lay Vmep ' (Me(x, x+y HESG),

where £=S” such that Sk/c(a)dxazl. Then it is proved by changing variables
that

(13.2) (Uf)x1, x)=Ulay, a)f)(x,, xz):E(ﬁYIP_l)(Pal(xb X2),

where @, (%, xo))=m0(x.—x)p(x,, x;) and k(n;‘p“)zgkn-;‘p“(a)/c(a)d*a. As

a,——1 we have ¢.,—¢ and Uf—¢p. It is also proved that

(13.3) Skf(n(x’)g)dx'zo for all geG .
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We get from (10.5) that

139 Isep ) lea =B, | 100 7w, 9 dimmdr
s= pr
+LQu I £ 10 mep, 70, )10
+ E m n)ES |D(t; &, my, s)|2dt

FLQuIm(m) j 10t 70, 71, 9)|2dE,

where | [y is as in § 6.1 (@), and @ ; =, 7y, 8)=@(t; =, s) in (10.2). Let || v
be as in §6.1 (V).

Proposition 13.1. For a function ¢ of (*), lloliv equals the sum obtained
the right hand side of (13.4) by replacing =, by m;p.

Proof. (1) First we prove that the left hand side of (13.4) tends to [¢liy.
Since #xn7'p~")—1, it is enough to prove |lpq, lu—le¢lv. We show that [lp.,—¢lu
—0. The function ¢, —¢= {7, p(x.—x,)—1} ¢ is expressed as (a;+1)a(x,, x., 7,)0,
where the function a(x,, x,, &,) is, for every a,, locally constant on Supp[¢]
and it is uniformly bounded as a;,——1. Since (a,+1)*(x7!)"'—0, the assertion
follows from

g —olt=(at )| | | miptei—x0

Xa(xy, xq, wa(xy, xq, w)@(x1, x)p(x], x)dx,1dx1dxs.
Thus

”ﬁDaIH%I:l|¢a1—¢llf1+<<,0, ¢a1—50>11+<90a,—99, §0>II+||90H121 I “(P”%v .

(2) Note that f supported in wG°® is a linear combination of the form
E—x)p(—y)k(a™) for g=n(x)d(a)wn(y) where &, p€S and r€S*. In our dis-
cussion we may assume f in (13.1) is of this form. Then f(g):f(g“):
&(y)n(x)x(a), and Kﬁ(flt, u):f,(t)é(u)Mﬂ(t, u), where M.(¢, u) as in (9.20). The
condition (13.3) is equivalent to “éeS*”. So, on kaXUp,Kz(flt, u) is a linear
combination of functions of the type a(t)b(u)é(x) where a, b and ces*. We
make «, tend to —1 in the right side of (13.4). Let us discuss the first terms.
@t; =m, m,s) (s€E) are linear combinations of functions of the type

at)b(x, =,)é(x), where b(x, m,)= S o [Amrstn T p) o w)b(u)du.  Since beST,

the integral b(x, m,,) converges, and the continous functions b(r, 7,) in = tend
uniformly to b(x, 7,,) as @,——1. Thus we have the limit of @(;x, x,, s) and

lim S Skld)(t; — s)|2dtm(n')drr=S” SkI(D(t; 7, Tops $)|2dtm(z)dx .

ay~-1J11 pp pr

By the similar discussion, we get for r€Q;,,
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lim SkI@(t; Tspy W1, S)|27fsp(z)dt:Sk|d)(t; Tspy Tsp, 5)]27Tsp(t)dty

ay--1

and for 7€l ;,\JQq,

limlgkld)(t; T, ™, s)lzdt=Sk|(D(t; Top Top, S)|2d1 .
aj+~

Thus each term in the right hand side of (13.4) tends to the analogous one
obtained by replacing =, by m,,. This completes the proof. Q.E.D.

Let S-,(G) be the space of functions f in S(G) satisfying (13.3), and 4.,
the space of functions g4 such that Skgo(xl, x5)dx;=0. Then the mapping

U=U(nsp, m2): Uf=¢, is of S_i(G) onto 4 ;. Indeed, for g=d(a,)n*(y)n{x,)
it holds from (B) in Lemma 6.4 that

0:Sksk?fspﬂ‘(a)f(n(x)d(a)g)d*aa’x:SkSkns—;n_—_,l(a)f(d(a)n(x)g)dxadx

=-r;;(a,)nzp"(yl)gkgo(x+xl, xit+yidx

Thus we have pe4_,. By (13.1) and (13.3), the mapping U is surjective.
By the mapping

(13.6) VifesSiG)— O=0(; r, nt5p, S)ED,

and the formula in Proposition 13.1, we can define an isometric G-morphism W
of 4_, into § by WU=V. Here H$=9 or $¢ according as n,(—1)=1 or
m(—1)=—1. We can extend W to an isometry of the Hilbert space L%,QL*?
into §, where L2,®L* is a space functions ¢(x;, x;) on kXk such that [elw
<oo, We can see from the proof of Proposition 9.1 that the surjectivity of W
is also valid for this case.

Theorem 13.2. W is a unitary G-morphism of L%,QL*? onto 9, H=H or
H according as m(—1)=1 or =—1, and realizes the decomposition of the tensor
produdt R ;@R ., into irreducibles as follows.

In case —1€(k™)® and n,(—1)=1, by (9.21). In case —1<(k*)* and m.(—1)
=—1, by (9.22). In case —1&(k*) and m(—1)=1, by (9.23). In case —le&
(B*)? and m(—1)=—1, by (9.24).

Remark. The result for this case is of the same form as that in Theo-
rem 10.3.

Case (V). The tensor product of the special representation with a supple-
mentary series one, the limiting case of (I.B). Let mi(x)=]x|% (=1, 2), —1
<a;<0., We fix 7, and make «; tend to —1. So, =, m, are in Case (I.B).
Let ¢ be of (x) and f as in (13.1). Then Uf=#(r7'p "p., as in (13.2). By
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formula in Proposition 12.1,

(13.7) [#(z7 0" )l @a, i

= ES S Iy, 7y, )@t 7, 7y, 7o) | Bdtm(z)dn
rE€EJ pr) k
) ST, 7o 7ap)| | Ot Ty, 71, ) POl
+ > m(n) gy, 7, n)S @At 7w, =y, ma)|2dt
ne€llg T k

HLQu () gy, 7o, )| 10t 70, 71, 70)

+r(zy, 77:2)”¢”3q+a2+1 ,
where || ||lu is as in §6.1 (), @, in (11.7), r(x,, 7o) in (12.14) and

138 g=| | meimemme) e gtz 2t ndzadz.

We prove the last term in (13.7) tends to zero as a,——1. The last term
is rewritten as

(13.9) pam | T
where
(13.10) g=| | mitoimto eptx, st ndadz,,

Since Skgo(xl, x2)dx,=0, we have that I'(z7)"'¢’ is in § and, as a,——1, it

uniformly converges to

cgkgk loglz,|z3'p zodp(z+x, 2, +x)dzdz, €S .

Let P*XP™ be a neighborhood of (0, 0) in £X % such that ¢(x;. x;)=0 on
P*x P, We divide the integration domain in (13.8) as & X k=(k X P")\J(k X (P™)%)
=I,\JI,. Then (13.8) equals

Sgll... dzldzg—i—SSIZ... dzidz,=J+ s .

The integrand of the first term is equal to 0 if z;€P”, and to =7'p '(z)7.(z2)
¢(z,4x, z,+x) if z,e(P™)°. Thus

1
= g Vel 10 @G 5, 2t )z

— cgk loglz\lelz,+x, x)dz,€8.
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The integral J, also converges to a function in S. So, we get that the integral
(13.9~7 (7, wo)~(a;+1)—0 as a,—>—1.

Similarly as in Case (IV), |&(z7'0 )|ll@a, e, —l¢llv. For other terms in
the right hand side of (13.7), we can change the order of lim1 and integrations.

ay——

Thus, we get

Proposition 13.3. For ¢(x,, x2) be of (*), lel¥ equals the sum obtained from
right side of (13.7) by replacing m, by msp. Here, the last term vonishes.

Similarly as in § 11, we get the decomposition formula for this case.

Theorem 13.4. There exists a unitary G-morphism W of L:,QL2Z, onto §P,
which realized the decomposition of the tensor product R,;QR <, into irreducibles
as follows. In case —1e(k™)?, it is given by (9.21). In case —1 (k™) by (9.23).

Remark. The supplementary series representation appeared in Case (Ill. B)
vanishes here.

Case (IV). The tensor product of two special representations. Let again
m{x)=]x|* (7=1, 2) as in (I.B). Let ¢ be of () and satisfy Sk<p(x,, x9)dx,=0.
Put f(g)=f(d(a)n*n(y)n(x))=rlay )p*»e(x, x+y )ES(G), where k€S such
that | e(@d*a=1. It holds that (Uf)x1, )= &(rr'm)mp(xa— x)glxs, x2)=
E(m7'me)pa,. Then we have

(13.11) |#(n7'72) |2l @a, Ifu=the right hand side of (13.7).

We make a, and a, tend to —1.

First we show that the last term in the right hand side of (13.7) vanishes
as a,, az——1. As aj, as——1, (i) (z3')¢’ with ¢’ in (13.10) converges
uniformly to

CszSk log | z,|log | z:|p(z:+ x, z.+x)dzidz, €S
We divide the integration domain in (13.8) into three parts. Let ¢>0 such that,
if |x:], [x:]<e, then ¢(x,, x))=0. We set I,={(z;, z)ESupp ¢; |z;| <e}, =
{(z1, z)€Supp ¢; |z:|<e} and I, the other part in the support of ¢. Since

|z:—z:|=12;| for (z;, zo)€I, and |z,—z.|=|z,! for (z;, z,)€1,, therefore

g!J(x)ZSSI r1ip Mz w2z 4%, 2.+ x)dzidz,
1
+SSI mo(z)w3 p N 2)p(ztx, 2o+ x)dzidzs
2

+SS[ 71'2(21)7[1(32)(7[17[2;0)7](21'—22)90(21‘*“xy Zz+x)d21d22 .
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As in Case (V), when «a,, a,——1, these three terms converge each to functions
(a4 1)az+1) -0

in S. So, we have the integral (13.9)~#(x,, 7o)~ (@ tatD
1 2

Next we should discuss the integral

S=I\(rn,, @, n)gkld);(t; T, my, T | (t)dt

=I,t; m, ., rr)Skfl)l(x; 7, T, T)Qi(x" s 7, my, w)w(x—2x")dxdx’,

where n(x)=|x|* —1<a<0.
Since, for wp(x)=|x|8, B—0, it holds I'(x)~1/8 and I'(zp)~fB, we have

Iy, 10 )~ o St@zesl
' (ayta,—a+1)(—ait+a,+atl)
as a,, a, and a——1.

On the other hand, for @; we use the formula in Proposition 9.6 which is

applicable for this case. That is,

0.(x; 7, 7, )=V 2 M (mri'n oy | A, 20ptatx, 2t m)dada,

where A(zy, z,)=(z7'7,7p)* p W2 (mw3'wp) 2 p~(20) (m7'm3im ' 0)?p (21— 2y).
We divide the integration domain.

Dix; =, 7, m)ZSSI Az, z00(21+x, z,+x)dz,dz,
1

By similar method as above, we can prove that @ ,~(a,—a,—a—1i(x), [(x)
€ S;p.

Thus we get S~ 7(:(/77717{:(12:&:—1)(({1:({2:70’11)7_)0 with ai, a, and a——1.
o, +a,—a—1

So, we should understand that the term I'\(7,, 7, ns,,)ggk 1Dt msp, mama) | 2ms () dE
vanishes.

Proposition 13.5. Let ¢ be of (x) and satisfy Skgp(xl, x2)dx,=0. Then |plliy
equals the sum obtained from the right hand side of (13.7) by replacing =,, and

7ty by mwsp. Here, the term I“,Sk|¢,127r“,(t)dt and the last term vanish.

Through the analogous discussion to Case (IV) and (V), we get the decom-
position formula.

Theorem 13.6. There exists a unitary G-morphism W of L3,QL%, onto
SPOLE,. It realizes the decomposition of the tensor product R ,QR;, into
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irreducibles as follows.

(1]
£2]

(3]

[4]

(5]

(6]
(7]
£8]
£9]

(103

[11]

[12]
(13]
(14]
[15]
(16]

In case —1e(k*)?, RpQR;p=the right hand side of (9.21) O&,,.
In case —1& (™), R, @R q,~=the right hand side of (9.23) OR,,.
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