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#### Abstract

An exact solution to the Laplace equation is derived for the distribution of electric potential within a long cylinder carrying a circular constriction along its axis. The expression obtained for the potential distribution is reduced to a form which may be readily evaluated and is highly accurate for a ratio of constriction radius to cylinder radius approaching unity. Exact expressions both for the electric current density within the constriction and for the spreading resistance (i.e., the increase in resistance of the cylinder due to constriction of current flow lines) are also obtained.


1. Introduction. The problem of determining the distribution of a vector flow field (an electric current density, for example) within a cylinder carrying a circular constriction along its axis finds application in various areas of fluid dynamics and electromagnetic theory and has been a subject of particular interest to several authors involved in the study of electrical and thermal contact resistance [1-4]. An exact solution to the problem has been derived [5] only in the limit as the ratio of the constriction radius $b$ to the cylinder radius $a$ approaches zero, i.e., for the particular situation of a constriction in an infinite body. The more interesting case when this ratio is an appreciable fraction of unity has heretofore been treated only approximately $[1,2,4]$. The difficulty with this situation is that it involves mixed boundary conditions which cannot be handled by conventional techniques of solution. The purpose of the present contribution is to show how these boundary conditions may be treated rigorously so that an expression, which is valid for all values of $b / a$, can be derived for the potential distribution in a constricted cylinder.

The approximate nature of the solutions obtained previously $[1,2,4]$ relates to the nature of the approximations introduced in dealing with the two boundary conditions in the plane of the constriction. These conditions require that the component of the electric current density normal to that plane vanish beyond the constriction edge and that the electric potential within the constriction be constant. The appproximation common to all previous treatments is a relaxation of these two boundary conditions in favor of the assumption of a specific current density distribution in the constriction. This formulation has the significant advantage of dispensing with the necessity of deriving this distribution from first principles. However, the form of the current density must be judiciously chosen so that violations of the boundary conditions stated above are minimized. Smythe [1], for example, chooses the current density in the constriction empirically to optimize coincidence

[^0]of the zero equipotential surface with the constriction. In the solution obtained this coincidence is only approximately achieved but excursions of this equipotential from the plane of the constriction are minimal for relatively small values of $b / a$; the approach leads to satisfactory results only for $b / a \leqslant 0.5$. In another calculation [4] Timsit uses the known expression for the current density distribution corresponding to the limit $b / a \rightarrow 0$ and chooses a constant term in the solution again to minimize the variations of the potential within the constriction. This procedure leads to a solution capable of high numerical accuracy but only for $b / a \leqq 0.4$.

Clearly any formulation of the problem in terms of relaxed boundary conditions cannot lead to a satisfactory solution for all values of $b / a$. Such a solution must proceed from a rigorous treatment of all boundary conditions. The calculation presented in this paper follows such a treatment; no assumptions regarding the form of the current density distribution in the constriction are introduced. It is shown that the boundary conditions in the plane of the constriction lead to a system of dual Dini series equations which can be solved by a method due to Sneddon and Srivastav [6]. This procedure reduces the problem of solving simultaneously the dual series equations to a problem of solving a Fredholm integral equation of the second kind. The solution of this equation is used to generate the expression for the potential distribution. It is further shown that this expression may be simplified to a form involving a dominant term descriptive of the potential in the limit when $b / a \rightarrow 0$ and a sum of correction terms describing the perturbing effect of the finite radial extent of the cylinder on the current flow lines near the constriction. In this form, the solution may be readily evaluated numerically and is highly accurate for values of $b / a$ approaching unity.
2. Derivation of the solution. Following standard techniques in potential theory, the required axially symmetric solution of the Laplace equation

$$
\begin{equation*}
\nabla^{2} V(r, z)=0 \tag{1}
\end{equation*}
$$

for the distribution $V(r, z)$ of electric potential within the long constricted cylinder shown in Fig. 1 is given by


Fig. 1. 1. Schematic of the constricted cylinder.

$$
\begin{equation*}
V(r, z)=A+B z+\sum_{n=1}^{\infty} a_{n} k_{n}^{-1} J_{0}\left(k_{n} r\right) \exp \left(-k_{n} z\right) \tag{2}
\end{equation*}
$$

in the half-space $z \geq 0$. The quantities $A$ and $B$ are constants and $J_{0}(x)$ is the regular Bessel function of zero order; for an electrically insulated cylinder the quantities $k_{n}$ satisfy the relation $k_{n} a=\beta_{n}$ where $\beta_{n}$ is the $n$th positive zero of $J_{1}(x)$. In the present calculation the zero equipotential surface is defined to coincide with the constriction so that the potential distribution in the lower half-space is determined by the symmetry condition $V(r, z)=$ $-V(r,-z)$. The mixed boundary conditions in the plane of the constriction are given by

$$
\begin{gather*}
V(r, 0)=0, \quad 0 \leq r<b,  \tag{3}\\
\frac{\partial}{\partial z} V(r, z)=0, \quad b<r \leq a, \quad z=0 . \tag{4}
\end{gather*}
$$

In view of expression (2) these conditions lead to the system of dual Dini series equations [7]

$$
\begin{gather*}
A+\sum_{n=1}^{\infty} a_{n} k_{n}^{-1} J_{0}\left(k_{n} r\right)=0, \quad 0 \leq r<b,  \tag{5}\\
B-\sum_{n=1}^{\infty} a_{n} J_{0}\left(k_{n} r\right)=0, \quad b<r \leq a . \tag{6}
\end{gather*}
$$

The object of the present analysis is to derive a solution to the simultaneous equations (5) and (6) for the constant $B$ and coefficients $a_{n}$. The constant $A$ represents a scaling factor and is determined by a normalization condition.

At any point in the conductor the electric current density $\mathbf{J}(r, z)$ satisfies Ohm's law, $\mathbf{J}(r, z)=-\rho^{-1} \nabla V(r, z)$ where $\rho$ is the sample resistivity. It follows from Eq. (2) that the current density $j(r)=-J_{z}(r, 0)$ within the constriction is represented by the Dini series

$$
\begin{equation*}
j(r)=\rho^{-1}\left[B-\sum_{n=1}^{\infty} a_{n} J_{0}\left(k_{n} r\right)\right], \quad 0 \leq r \leq a . \tag{7}
\end{equation*}
$$

This current density vanishes beyond the constriction edge $r=b$ in accordance with Eq. (6). It is clear from Eq. (7) that the constant $B$ and the coefficients $a_{n}$ may be expressed in terms of the unknown current density $j(r)$. Using the orthogonality properties of Bessel functions [7] it is found directly that

$$
\begin{equation*}
B=\frac{2 \rho}{a^{2}} \int_{0}^{a} r j(r) d r \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{n}=-\frac{2 \rho}{a^{2}\left[J_{0}\left(\beta_{n}\right)\right]^{2}} \int_{0}^{a} r j(r) J_{0}\left(\frac{\beta_{n} r}{a}\right) d r . \tag{9}
\end{equation*}
$$

The integral in Eq. (8) is identical with $I / 2 \pi$ where $I$ is the total current through the constriction; the constant $B$ is thus immediately identified as $B=\rho I / \pi a^{2}$. Eq. (9) indicates that the problem of determining the coefficients $a_{n}$ may be reduced to the problem of finding the current density $j(r)$. The remainder of this section focuses on the procedure
adopted for evaluating $j(r)$ explicitly and thus for solving the dual Dini series equations (5) and (6).

The procedure follows generally that developed by Sneddon and Srivastav [6]. The current density in the constriction is represented in terms of an unknown kernel function $h(t)$ as

$$
\begin{equation*}
j(r)=-\rho^{-1} b^{2} \frac{1}{r} \frac{\partial}{\partial r} \int_{r / b}^{1} \frac{t h(t)}{\left(t^{2}-r^{2} / b^{2}\right)^{1 / 2}} d t, \quad r<b \tag{10}
\end{equation*}
$$

Eqs. (8) and (9) may then be written in terms of $h(t)$ as

$$
\begin{gather*}
B=\frac{2 b^{2}}{a^{2}} \int_{0}^{1} h(t) d t  \tag{11}\\
a_{n}=\frac{-2 b^{2}}{a^{2}\left[J_{0}\left(\beta_{n}\right)\right]^{2}} \int_{0}^{1} h(t) \cos \left(\frac{\beta_{n} b t}{a}\right) d t \tag{12}
\end{gather*}
$$

The form of Eq. (10) was chosen so that the resulting representations (11) and (12) have the property that the Neumann boundary condition (6) for $r>b$ is identically satisfied independently of the particular form of the function $h(t)$. The explicit form of this function is thus determined by the Dirichlet condition (5) alone. Some insight into the physical significance of the representation (10) may be gained by examining the consequence of setting $h(t)$ equal to a constant $h_{0}$; in this case, substitution of the known value of $B$ into Eq. (11) yields $h_{0}=\rho I / 2 \pi b^{2}$. From Eq. (10) it then follows that

$$
\begin{equation*}
j(r)=\frac{I}{2 \pi b^{2}} \frac{1}{\left(1-r^{2} / b^{2}\right)^{1 / 2}} \tag{13}
\end{equation*}
$$

Eq. (13) reproduces the known limiting form for the current density as $b / a$ tends to zero [5]. The quantity $\left[h(t)-h_{0}\right.$ ] thus generates, via representation (10), the perturbing effects of the finite radial size of the cylinder on the current density distribution in the constriction. The representation (10) has the further attractive feature of manifestly preserving the singularity in the current density for $r=b$; this divergence is inherent in the formulation of the boundary-value problem with a sharp constriction edge.

The equation determining $h(t)$ is obtained by substituting the representation (12) into the Dirichlet condition (5). This yields immediately

$$
\begin{equation*}
A-\frac{2 b^{2}}{a} \int_{0}^{1} h(t) \sum_{n=1}^{\infty} \frac{J_{0}\left(\beta_{n} r / a\right) \cos \left(\beta_{n} b t / a\right)}{\beta_{n}\left[J_{0}\left(\beta_{n}\right)\right]^{2}} d t=0 \tag{14}
\end{equation*}
$$

where it has been assumed that the interchange in the order of summation and integration of infinite sums is valid (this assumption will be made throughout the remainder of the derivation). The sum in the integrand of Eq. (14) has the integral representation [6]

$$
\begin{align*}
& 2 \sum_{n=1}^{\infty} \frac{J_{0}\left(\beta_{n} u\right) \cos \left(\beta_{n} v\right)}{\beta_{n}\left[J_{0}\left(\beta_{n}\right)\right]^{2}}=\theta(u-v)\left(u^{2}-v^{2}\right)^{-1 / 2}-2\left(1-v^{2}\right)^{1 / 2} \\
&-\frac{2}{\pi} \int_{0}^{\infty} \frac{K_{1}(y)}{y I_{1}(y)} \cosh (v y)\left[2 I_{1}(y)-y I_{0}(u y)\right] d y \tag{15}
\end{align*}
$$

where $\theta(x)$ is the conventional unit step function distribution and $I_{n}(y)$ and $K_{n}(y)$ are respectively the regular modified and singular modified Bessel functions of order $n$. Substi-
tuting representation (15) into Eq. (14) yields the integral equation

$$
\begin{equation*}
\int_{0}^{r / b} \frac{h(t)}{\left(r^{2} / b^{2}-t^{2}\right)^{1 / 2}} d t=\frac{A}{b}+\frac{b}{a} \int_{0}^{1} H(r, t) h(t) d t \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
H(r, t)=2\left(1-\frac{b^{2} t^{2}}{a^{2}}\right)^{1 / 2}+\frac{2}{\pi} \int_{0}^{\infty} \frac{K_{1}(y)}{y I_{1}(y)} \cosh \left(\frac{b t y}{a}\right)\left[2 I_{1}(y)-y I_{0}\left(\frac{r y}{a}\right)\right] d y \tag{17}
\end{equation*}
$$

Eq. (16) may be reduced to a more familiar form by first solving it as though the right-hand side were a known function of $r$. This procedure yields [8]

$$
\begin{equation*}
h(t)=\frac{2 A}{\pi b}+\int_{0}^{1} K(t, u) h(u) d u \tag{18}
\end{equation*}
$$

where $K(t, u)$ is defined by

$$
\begin{equation*}
K(t, u)=\frac{2}{\pi} \frac{b}{a} \frac{d}{d t} \int_{0}^{t} \frac{v H(b v, u)}{\left(t^{2}-v^{2}\right)^{1 / 2}} d v \tag{19}
\end{equation*}
$$

Eq. (18) has the standard form of a linear Fredholm integral equation of the second kind [8]. The kernel may be reduced [9] to the form

$$
\begin{equation*}
K(t, u)=K_{0} \frac{b}{a}+\frac{4}{\pi^{2}} \frac{b}{a} \int_{0}^{\infty} \frac{K_{1}(y)}{I_{1}(y)}\left[1-\cosh \left(\frac{b u y}{a}\right) \cosh \left(\frac{b t y}{a}\right)\right] d y \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{0}=\frac{4}{\pi}+\frac{4}{\pi^{2}} \int_{0}^{\infty} \frac{K_{1}(y)}{y I_{1}(y)}\left[2 I_{1}(y)-y\right] d y \tag{21}
\end{equation*}
$$

Eq. (18) along with relations (20) and (21) now represent all the information required to generate $h(t)$ and thus permit an explicit evaluation of the current density $j(r)$ and of the coefficients $a_{n}$.

Since the function $K(t, u)$ is well-behaved in the range $0 \leq t, u \leq 1$ and vanishes as $b / a$ tends to zero, the classical iterative method of solution may be applied to Eq. (18) to determine $h(t)$. The solution is given by the Neumann series [8]

$$
\begin{equation*}
h(t)=\frac{2 A}{\pi b} \sum_{n=0}^{\infty} h_{n}(t) \tag{22}
\end{equation*}
$$

where the functions $h_{n}(t)$ are determined by the iteration formula

$$
\begin{equation*}
h_{n+1}(t)=\int_{0}^{1} K(t, u) h_{n}(u) d u \tag{23}
\end{equation*}
$$

with $h_{0}(t)=1$. In order to evaluate the functions $h_{n}(t)$ explicitly it will prove convenient to isolate the dependence on $t$ of both $h_{n}(t)$ and $K(t, u)$. Writing

$$
\begin{equation*}
h_{n}(t)=\sum_{m=0}^{\infty} \alpha_{m}^{(n)} t^{2 m}, \quad K(t, u)=\sum_{m=0}^{\infty} \kappa_{m}(u) t^{2 m} \tag{24,25}
\end{equation*}
$$

in Eq. (23), where $\alpha_{m}^{(n)}$ and $\kappa_{m}(u)$ depend on the parameter $b / a$, leads to the recursion relation

$$
\begin{equation*}
\alpha_{m}^{(n)}=\sum_{l=0}^{\infty} \sigma_{m}^{l} \alpha_{l}^{(n-1)} \tag{26}
\end{equation*}
$$

where $\alpha_{m}^{(0)}=\delta_{m o}\left(\delta_{m n}\right.$ is the Kronecker symbol $)$ and

$$
\begin{equation*}
\sigma_{m}^{l}=\int_{0}^{1} u^{2 l} \kappa_{m}(u) d u \tag{27}
\end{equation*}
$$

The coefficients $\kappa_{m}(u)$ are obtained from Eq. (20) by expanding the hyperbolic cosine terms in the integral of that equation in a conventional Taylor series and integrating term by term. It is immediately found that

$$
\begin{equation*}
\kappa_{m}(u)=K_{0} \frac{b}{a} \delta_{m 0}-\frac{4}{\pi^{2}} \frac{b}{a} \sum_{\substack{n=0 \\ m+n \neq 0}}^{\infty} \frac{I_{2(n+m)}}{(2 m)!(2 n)!(2 n+2 m+1)}\left(\frac{b}{a}\right)^{2(n+m)} u^{2 n} \tag{28}
\end{equation*}
$$

where the integrals

$$
\begin{equation*}
I_{2 n}=\int_{0}^{\infty} \frac{1}{\left[I_{1}(y)\right]^{2}} y^{2 n} d y \tag{29}
\end{equation*}
$$

for $n>0$ are well known and have been evaluated numerically by Smythe [10] for a large number of values of $n$. With the particular form of $\kappa_{m}(u)$ given by Eq. (28), Eq. (27) yields $\sigma_{m}^{l}$ directly as a series expansion in powers of $b / a$, i.e.,

$$
\begin{equation*}
\sigma_{m}^{l}=-\sum_{n=0}^{\infty} \gamma_{m n}^{l}\left(\frac{b}{a}\right)^{2(m+n)+1} \tag{30}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{m n}^{l}=-\frac{K_{0}}{(2 l+1)} \delta_{m o} \delta_{n o}+\frac{4}{\pi^{2}} \frac{I_{2(n+m)}}{(2 m)!(2 n)!(2 n+2 l+1)(2 n+2 m+1)} . \tag{31}
\end{equation*}
$$

In Eq. (31) the second term is zero when $m=n=0$. The dependence of $\alpha_{m}^{(n)}$ on $b / a$ can be similarly expressed. From Eqs. (26) and (30) it is found that

$$
\begin{equation*}
\alpha_{m}^{(n)}=(-)^{n} \sum_{l=0}^{\infty} D_{m l}^{(n)}\left(\frac{b}{a}\right)^{2(l+m)+n} \tag{32}
\end{equation*}
$$

where the coefficients $D_{m}^{(n)}$ are independent of $b / a$ and are determined recursively via

$$
\begin{equation*}
D_{m l}^{(n)}=\sum_{k=0}^{l} \sum_{p=0}^{k} \gamma_{m p}^{l-k} D_{l-k, k-p}^{(n-1)} \tag{33}
\end{equation*}
$$

with the definition $D_{m l}^{(1)}=\gamma_{m l}^{0}$. The prescription (23) for generating the function $h(t)$ has thus been reduced to a procedure, given by Eqs. (24), (32) and (33), in which the $b / a$ dependence of $h(t)$ has been made explicit.

The solution for $h(t)$ obtained by including the first $N$ terms in the Neumann series (22) may be concisely expressed as

$$
\begin{equation*}
h(t)=\frac{2 A}{\pi b}\left[1+\sum_{k=0}^{\infty} C_{k} t^{2 k}\right] \tag{34}
\end{equation*}
$$

where the coefficients $C_{k}$ are given by

$$
\begin{equation*}
C_{k}=\sum_{n=1}^{N} \alpha_{k}^{(r)}=\sum_{n=1}^{N} C_{k n}\left(\frac{b}{a}\right)^{2 k+n} \tag{35}
\end{equation*}
$$

with

$$
\begin{equation*}
C_{k n}=(-)^{n} \sum_{l=1}^{p} D_{k,(p-l)}^{(2 l-1)} \tag{36}
\end{equation*}
$$

where $p$ is equal to $(n+1) / 2$ for $n$ odd and to $n / 2$ for $n$ even. The function $h(t)$ is thus conveniently given in terms of the coefficients $C_{k n}$. These coefficients are numerical constants which are independent of $b / a$ and which thus need be computed only once; according to formula (36) the coefficients are known exactly for $n \leq N$. The quantity $A$ is obtained by normalizing the solution (34) through the use of Eq. (11). This procedure yields directly $A=\rho I / 4 b S_{c}$ where

$$
\begin{equation*}
S_{c}=1+\sum_{k=0}^{\infty} \frac{C_{k}}{(2 k+1)} \tag{37}
\end{equation*}
$$

The derivation of the explicit expression (34) for $h(t)$ as generated through Eqs. (35) to (37) completes the formal stage of the calculation and permits the determination both of the current density $j(r)$ and of the potential distribution in the constricted cylinder. This evaluation is presented in the next section along with a calculation of the spreading resistance which represents one further quantity of physical interest.

It is clear from Eq. (34) that the accuracy with which the function $h(t)$ may be evaluated depends entirely on the accuracy with which the coefficients $C_{k}$ are known, i.e., on the number $N$ of terms included in expansion (35). In view of this it is instructive to examine the behavior of the coefficients $C_{k n}$. Values for these coefficients computed from Eq. (36) are given in Table 1. It will be noted that these coefficients increase in magnitude with increasing index $n$; thus for large values of $b / a$ the first few terms in expansion (35) in fact increase in magnitude with $n$. For $b / a<1$, however, the damping effect of the factor $(b / a)^{n}$ eventually overcomes the increasing trend in $C_{k n}$ and successive terms yield decreasing contributions to the sum. As demonstrated in the next section, this behavior of $C_{k n}$ is essential for securing the correct limit for the spreading resistance when $b / a=1$. As a result of this behavior, however, convergence of expression (35) is slow as $b / a$ approaches unity. For any given value of $b / a<1$ the inaccuracy in the values of $C_{k}$ due to truncation of the sum (35) can be minimized by choosing $N$ sufficiently large. The coefficients $C_{k}$ themselves decrease in magnitude with increasing index $k$. These coefficients enter into the computation of the quantities of physical interest described below only through sums of the form (37) where each term involves the product of $C_{k}$ with a factor smaller than unity. Table 1, presented for $N=30$, contains a sufficient number of entries to ensure that the evaluation of these sums may be carried out with an accuracy of $1 \%$ at $b / a=0.8$ and within $0.1 \%$ for $b / a \leq 0.7$. Comparable accuracy for $b / a$ larger than 0.8 may be achieved by extending Table 1 through the use of Eqs. (33) and (36).
3. Results. Before proceeding with the evaluation of the distribution of electric potential it is instructive to consider two quantities of physical interest which may be evaluated directly from the solution for the function $h(t)$. The first of these quantities is the spreading resistance $R_{s}$ representing the contribution to the resistance of the cylinder arising from the constriction of current flow lines and defined by the expression
TABLE 1. Values of the coefficients $C_{k n}$. Numbers in brackets denote negative exponents, i.e. $(\mathrm{m})=x 10^{-m}$

| $n k$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.40925 | -5.07274(1) | -6.36869(2) | -1.31892(2) | -3.03849(3) | -7.26622(4) | -1.76670(4) | -4.33294(5) | -1.06811(5) | -2.64162(6) |
| 2 | 1.98599 | -7.14877(1) | -8.97510(2) | -1.85869(2) | -4.28199(3) | -1.02399(3) | -2.48973(4) | -6.10621(5) | -1.50524(5) | -3.72271 (6) |
| 3 | 2.62967 | -1.13482 | -1.92428(1) | -5.45528(2) | -1.69337(2) | -5.32981 (3) | -1.66519(3) | -5.13297(4) | -1.55935(4) | -4.67154 (5) |
| 4 | 3.22929 | -1.42769 | -2.49641(1) | -7.24183(2) | -2.28363(2) | -7.26532(3) | -2.28693(3) | -7.08712(4) | -2.16140(4) | -6.49404 (5) |
| 5 | 3.86652 | -1.80979 | -3.63994(1) | -1.26288(1) | -4.82244(2) | -1.85669(2) | -7.02659(3) | -2.59477(3) | -9.33983(4) | -3.28081(4) |
| 6 | 4.48673 | -2.11498 | -4.34637(1) | -1.54791(1) | -6.05529(2) | -2.37879(2) | -9.14931(3) | -3.42237(3) | -1.24453(3) | -4.40761(4) |
| 7 | 5.12628 | -2.47291 | -5.45247(1) | -2.16008(1) | -9.59784(2) | -4.32324(2) | -1.91130(2) | -8.20573(3) | -3.41269(3) | -1.37590(3) |
| 8 | 5.75160 | -2.78306 | -6.20934(1) | -2.50749(1) | -1.13896(1) | -5.24209(2) | -2.36309(2) | -1.03185(2) | -4.35377(3) | -1.77690(3) |
| 9 | 6.39181 | -3.12616 | -7.23566(1) | -3.11464(1) | -1.54061(1) | -7.82826(2) | -3.92506(2) | -1.91222(2) | -9.00516(3) | -4.09655(3) |
| 10 | 7.02031 | -3.43858 | -8.01050(1) | -3.49163(1) | -1.75665(1) | -9.09663(2) | -4.64829(2) | -2.30531(2) | -1.10337(2) | -5.09232(3) |
| 11 | 7.66016 | -3.77356 | -8.96813(1) | -4.06094(1) | -2.16139(1) | -1.20151 (1) | -6.65723(2) | -3.60176(2) | -1.88643(2) | -9.53759(3) |
| 12 | 8.29063 | -4.08713 | -9.74904(1) | -4.44976(1) | -2.39727(1) | -1.35294(1) | -7.62162(2) | -4.19332(2) | -2.23206(2) | -1.14568(2) |
| 13 | 8.93006 | -4.41754 | -1.06593 | -4.97785(1) | -2.78170(1) | -1.65017(1) | -9.87773(2) | -5.81991(2) | -3.33435(2) | -1.84752 (2) |
| 14 | 9.56182 | -4.73181 | -1.14422 | -5.37045(1) | -3.02641(1) | -1.81599(1) | -1.10192(1) | -6.58883(2) | -3.83199(2) | -2.15466(2) |
| 15 | 10.2008 | -5.05945 | -1.23221 | -5.86531(1) | -3.38408(1) | -2.10159(1) | -1.33338(1) | -8.40734 (2) | -5.18873(2) | -3.10940(2) |
| 16 | 10.8335 | -5.37423 | -1.31057 | -6.25856(1) | -3.63176(1) | -2.27438(1) | -1.45850(1) | -9.31042(2) | -5.82281 (2) | -3.53705(2) |
| 17 | 11.4723 | -5.70006 | -1.39662 | -6.72966(1) | -3.96513(1) | -2.54174(1) | -1.68310(1) | -1.11859(1) | -7.33344(2) | -4.69430(2) |
| 18 | 12.1055 | -6.01522 | -1.47502 | -7.12258(1) | -4.21314 (1) | -2.71706(1) | -1.81391(1) | -1.21759(1) | -8.07308(2) | -5.23049(2) |
| 19 | 12.7441 | -6.33980 | -1.55979 | -7.57742(1) | -4.52751(1) | -2.96616(1) | -2.02563(1) | -1.40106(1) | -9.63694(2) | -6.51425(2) |
| 20 | 13.3778 | -6.65528 | -1.63824 | -7.96986(1) | -4.77492(1) | -3.14177(1) | -2.15868(1) | -1.50483(1) | -1.04475(1) | -7.13592(2) |
| 21 | 14.0161 | -6.97894 | -1.72212 | -8.41359(1) | -5.07544(1) | -3.37550(1) | -2.35638(1) | -1.67896(1) | -1.19877(1) | -8.46867(2) |
| 22 | 14.6503 | -7.29467 | -1.80061 | -8.80565(1) | -5.32207(1) | -3.55049(1) | -2.48976(1) | -1.78474(1) | -1.28388(1) | -9.14936(2) |
| 23 | 15.2884 | -7.61763 | -1.88386 | -9.24160(1) | -5.61272(1) | -3.77235(1) | -2.67489(1) | -1.94791(1) | -1.43099(1) | -1.04694(1) |
| 24 | 15.9229 | -7.93357 | -1.96239 | -9.63344 (1) | -5.85866(1) | -3.94648(1) | -2.80771(1) | -2.05407(1) | -1.51793(1) | -1.11852(1) |
| 25 | 16.5609 | -8.25598 | -2.04515 | -1.00637 | -6.14225(1) | -4.15954(1) | -2.98264(1) | -2.20685(1) | -1.65635(1) | -1.24533(1) |
| 26 | 17.1956 | -8.57211 | -2.12373 | -1.04555 | -6.38767(1) | -4.33287(1) | -3.11462(1) | -2.31255(1) | -1.74370(1) | -1.31858(1) |
| 27 | 17.8335 | -8.89407 | -2.20611 | -1.08815 | -6.66608(1) | -4.53946(1) | -3.28168(1) | -2.45653(1) | -1.87346(1) | -1.43839(1) |
| 28 | 18.4683 | -9.21037 | -2.28474 | -1.12733 | -6.91115(1) | -4.71213(1) | -3.41284 (1) | -2.56146(1) | -1.96046(1) | -1.51210(1) |
| 29 | 19.1061 | -9.53197 | -2.36681 | -1.16960 | -7.18566(1) | -4.91392(1) | -3.57396(1) | -2.69840(1) | -2.08258(1) | -1.62463 (1) |
| 30 | 19.7411 | -9.84840 | -2.44548 | -1.20878 | -7.43051(1) | -5.08609(1) | -3.70440(1) | -2.80252(1) | -2.16889(1) | -1.69807(1) |

$$
\begin{equation*}
R_{s}=\frac{V(a, l)-V(a,-l)}{I}-\frac{2 \rho l}{\pi a^{2}} \tag{38}
\end{equation*}
$$

where $l \gg a$ (i.e., far from the constriction). From Eq. (2) it is found immediately that $R_{s}=2 A / I$, where $A$ is calculated through Eq. (37), and hence it follows that

$$
\begin{equation*}
R_{s}=\frac{\rho}{2 b}\left[1+\sum_{k=0}^{\infty} \frac{C_{k}}{2 k+1}\right]^{-1} \tag{39}
\end{equation*}
$$

Expression (39) may be readily evaluated as a function of $b / a$ through Eq. (35) and the use of Table 1. This evaluation yields values of $R_{s}$ which coincide with those calculated from the expressions given by Roess [2] and Timsit [4] only for $b / a \lesssim 0.5$ where the results of these earlier treatments are expected to be accurate. For larger values of $b / a$, the results of the present calculation may be compared with the data of Clausing [3] who solved the contact resistance problem numerically for values of $b / a$ as large as 0.84 ; the comparison indicates agreement of the two sets of results to within the $1 \%$ level of accuracy quoted by Clausing for his analysis. It will be noted from the discussion of the preceding section that for $b / a=1$ the coefficients $C_{k}$ are unbounded and the sum in Eq. (39) diverges to yield $R_{s}=0$. The limiting value of $R_{s}$ for $b / a=1$ is thus given correctly by Eq. (39) since in this situation the cylinder is free from constriction and $R_{s}$ must indeed vanish.

A compact expression for the dependence of $R_{s}$ on $b / a$ as obtained from the present analysis may be generated by fitting a least-squares polynomial, with the constraints $R_{s}(b / a=0)=\rho / 2 b$ and $R_{s}(b / a=1)=0$, to values for $R_{s}$ computed from Eq. (39). This procedure leads to the expression

$$
\begin{equation*}
R_{s}=\frac{\rho}{2 b}\left[1-1.41581\left(\frac{b}{a}\right)+0.06322\left(\frac{b}{a}\right)^{2}+0.15261\left(\frac{b}{a}\right)^{3}+0.19998\left(\frac{b}{a}\right)^{4}\right] \tag{40}
\end{equation*}
$$

which reproduces the results computed from the exact expression (39) to within $0.1 \%$ for $b / a \leq 0.7$ and to within a maximum deviation of $1 \%$ at $b / a=0.8$. The error decreases identically to zero at the constraint endpoint $b / a=1$. It is worth noting that Eq. (40) is similar in form to the expression obtained by Roess [2] and Timsit [4].

The second quantity which may be evaluated at this stage is the current density distribution $j(r)$; this evaluation yields some further insight into the effect of the finite diameter of the constricted cylinder on current flow near the constriction. Using expression (34) for $h(t)$, $j(r)$ is found directly from Eq. (10) as

$$
\begin{equation*}
j(r)=\frac{I}{2 \pi b^{2}\left(1-r^{2} / b^{2}\right)^{1 / 2}} \frac{1}{S_{c}}\left[1+\sum_{k=0}^{\infty} \eta_{k}\left(1-\frac{r^{2}}{b^{2}}\right)^{k}\right] \tag{41}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta_{k}=\frac{(-)^{k}(2 k+1)}{(2 k+1)!!} \sum_{l=k}^{\infty} \frac{(2 l)!!}{(2 l-2 k)!!} C_{l} . \tag{42}
\end{equation*}
$$

The current density $j(r)$ can be immediately evaluated for any value of $b / a$ through the use of Eq. (35) and the results in Table 1. For $b / a$ approaching zero the correct limiting form $(13)$ is recovered by noting that $\eta_{k}=0$ and $S_{c}=1$ when $b / a=0$. The variation of $j(r)$ with $r$


Fig. 2. Constriction current density $j(r)$ as a function of $r / b$.
for several values of $b / a$ is illustrated in Fig. 2. It is interesting to note that the deviation of the actual distribution $j(r)$ from the limiting form as $b / a \rightarrow 0$ becomes significant only for values of $b / a$ approaching unity.

The determination of the potential distribution proceeds directly from expression (34) for $h(t)$. Using Eqs. (2) and (12), the solution for the potential can be written in the form

$$
\begin{equation*}
V(r, z)=\frac{1}{2} I R_{s}+B z-\frac{\rho I}{\pi b} V_{0}(r, z) \tag{43}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{0}(r, z)=\frac{b}{a} \sum_{n=1}^{\infty} \frac{J_{0}\left(\beta_{n} r / a\right) \exp \left(-\beta_{n} z / a\right)}{\beta_{n}\left[\left(J_{0}\left(\beta_{n}\right)\right]^{2}\right.} \frac{1}{S_{c}} \sum_{k=0}^{\infty}\left(C_{k}+\delta_{k o}\right) \int_{0}^{1} t^{2 k} \cos \left(\frac{\beta_{n} b t}{a}\right) d t . \tag{44}
\end{equation*}
$$

This expression is exact and rigorously valid for all values of $b / a<1$. However, the particular form given by Eq. (44) is not the most convenient for purposes of evaluation. In particular, for $z$ close to zero the oscillatory behavior of the Bessel function and the loss of damping by the exponential factor in the first sum of Eq. (44) conspire to yield extremely slow convergence of the series. In this case several hundred terms of the sum are required for a satisfactory evaluation of the potential. Clearly a more manageable expression for the potential is desirable. This situation was encountered in a previous publication [4] and is addressed in the next section along the general lines followed in that earlier work.
4. Evaluation of the potential. In order to transform Eq. (44) into a form which may be readily evaluated it proves convenient to write that equation in the form

$$
\begin{equation*}
V_{0}(r, z)=\frac{1}{S_{c}} \sum_{k=0}^{\infty}\left(\delta_{k o}+C_{k}\right) \int_{0}^{1} t^{2 k} \frac{d}{d t} S(r, z, t) d t \tag{45}
\end{equation*}
$$

where

$$
\begin{equation*}
S(r, z, t)=\sum_{n=1}^{\infty} \frac{f\left(r, z, t ; \beta_{n}\right)}{\beta_{n}\left[J_{0}\left(\beta_{n}\right)\right]^{2}} \tag{46}
\end{equation*}
$$

with

$$
\begin{equation*}
f(r, z, t ; \beta)=\frac{1}{\beta} \sin \left(\beta \frac{b}{a} t\right) J_{0}\left(\beta \frac{r}{a}\right) \exp \left(-\beta \frac{z}{a}\right) . \tag{47}
\end{equation*}
$$

Using standard techniques from the theory of residues [7] it is found that sum (46) has the contour integral representation

$$
\begin{equation*}
S(r, z, t)=\frac{1}{2} G(r, z, t ; \infty)-\frac{1}{2 \pi i} \int_{\varepsilon-i \infty}^{\varepsilon+i \infty} \frac{G(r, z, t ; \beta)}{\beta\left[J_{1}(\beta)\right]^{2}} d \beta \tag{48}
\end{equation*}
$$

where $0<\varepsilon<\beta_{1}$ and

$$
\begin{equation*}
G(r, z, t ; \beta)=\int_{0}^{\beta} f(r, z, t ; \omega) d \omega \tag{49}
\end{equation*}
$$

In order to evaluate expression (48) an explicit expression for $G(r, z, t ; \beta)$ must be obtained. This is readily accomplished for finite $\beta$ by representing $f(r, z, t ; \omega$ ) from Eq. (47) as a product of the conventional Taylor series expansion for the sine, Bessel and exponential functions and integrating term by term in Eq. (49). This procedure leads immediately to an expression for $G(r, z, t ; \beta)$ as a product of power series of each of its arguments. Substituting this form into Eq. (48) yields $S(r, z, t)=G(r, z, t ; \infty) / 2-S_{1}(r, z, t)$ where

$$
\begin{equation*}
S_{1}(r, z, t)=\sum_{l, m, n=0}^{\infty} \frac{(-)^{l+m+n} B_{2 l+2 n+m}}{2^{2 l}(l!)^{2} m!(2 n+1)!(2 l+2 n+m+1)}\left(\frac{r}{a}\right)^{2 l}\left(\frac{z}{a}\right)^{m}\left(\frac{b}{a} t\right)^{2 n+1} \tag{50}
\end{equation*}
$$

with

$$
\begin{equation*}
B_{k}=\frac{1}{2 \pi i} \int_{\varepsilon-i \infty}^{\varepsilon+i \infty} \frac{\beta^{k}}{\left[J_{1}(\beta)\right]^{2}} d \beta . \tag{51}
\end{equation*}
$$

The integrals $B_{0}$ and $B_{1}$ have the values $M_{0} / 2 \pi$ and 2 respectively where $M_{0}=6.95437$ [4]. From the relation $J_{1}(i \beta)=i I_{1}(\beta)$ it follows immediately that $\beta_{2 k}$ is identical with $(-)^{(k+1)} I_{2 k} / \pi$ where $I_{2 k}$ is defined by Eq. (29). For odd $k>1, B_{k}$ vanishes from symmetry considerations. Thus beyond the first power, only even powers of $z$ contribute in Eq. (50). On rearranging the summations in that equation and collecting terms homogeneous in $r$ and $z, S_{1}$ can be expressed as
$S_{1}(r, z, t)=\left(\frac{b}{a} t\right)\left(\frac{M_{0}}{2 \pi}-\frac{z}{a}\right)-\frac{1}{\pi} \sum_{i, n=0}^{\infty} \frac{I_{2(l+n)}}{(2 l)!(2 n+1)!(2 l+2 n+1)}$

$$
\begin{equation*}
\times\left(\frac{b}{a} t\right)^{2 n+1}\left(\frac{r^{2}}{a^{2}}+\frac{z^{2}}{a^{2}}\right)^{l} P_{l}^{(-1 / 2,0)}\left(\frac{r^{2}-z^{2}}{r^{2}+z^{2}}\right) \tag{52}
\end{equation*}
$$

where $P_{l}^{(\alpha, \beta)}(x)$ is the orthogonal Jacobi polynomial of order $l$ with parameters $\alpha$ and $\beta$ [11]. The reduction of Eq. (44) can now be completed. From Eqs. (45), (48) and (52) it follows that the potential distribution is given by Eq. (43) with

$$
\begin{align*}
V_{0}(r, z)=\frac{1}{2 S_{c}}\left(1+\sum_{k=0}^{\infty} C_{k}\right) G(r, z, 1 ; \infty) & -\frac{1}{S_{c}} \sum_{k=1}^{\infty} k C_{k} \int_{0}^{1} t^{2 k-1} G(r, z, t ; \infty) d t \\
& -\frac{b}{a}\left(\frac{M_{0}}{2 \pi}-\frac{z}{a}\right)+\frac{1}{\pi S_{c}} \sum_{l=0}^{\infty} F_{l}\left(\frac{r^{2}}{a^{2}}+\frac{z^{2}}{a^{2}}\right)^{l} P_{l}^{(-1 / 2,0)}\left(\frac{r^{2}-z^{2}}{r^{2}+z^{2}}\right) \tag{53}
\end{align*}
$$

where $G(r, z, t ; \infty)$, defined by Eq. (49), is given by [9]

$$
\begin{equation*}
G(r, z, t ; \infty)=\arcsin \left\{\frac{2 b t}{\left[z^{2}+(b t+r)^{2}\right]^{1 / 2}+\left[z^{2}+(b t-r)^{2}\right]^{1 / 2}}\right\} \tag{54}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{l}=\sum_{n=0}^{\infty} \frac{I_{2(l+n)}}{(2 l)!(2 n)!(2 l+2 n+1)}\left(\frac{b}{a}\right)^{2 n+1} \sum_{k=0}^{\infty} \frac{\left(\delta_{k o}+C_{k}\right)}{2 k+2 n+1} . \tag{55}
\end{equation*}
$$

Expression (53) for $V_{0}(r, z$ ) provides considerable computation advantage over the original expression (44) for the evaluation of the potential. One noteworthy feature of expression (53) is the ease with which the limiting form of $V_{0}(r, z)$ as $b / a$ approaches zero is obtained; in this situation all terms except that involving $G(r, z, 1 ; \infty)$ vanish and the factor $\left(1+\Sigma C_{k}\right) / S_{c}$ in this term approaches unity. The closed form given by Eq. (54) for the remaining component $G(r, z, 1 ; \infty)$ is particularly easy to evaluate and represents in fact the exact solution for the case of a constriction in an infinitely large cylinder [5]. For $b / a \neq 0$ the evaluation of expression (53) remains straightforward; the integrals over $G(r, z, t ; \infty)$ can be readily computed numerically and the Jacobi polynomials can be generated without difficulty from well-known recurrence relations [11]. However, the number of terms required from each of the summation components in Eq. (53) to achieve a selected accuracy in $V_{0}(r, z)$ depends on the magnitudes of $b / a, r / a$ and $z / a$. A general account of the effort required to evaluate the potential is best summarized as follows. For $b / a$ appreciably smaller than unity ( $b / a<0.2$ ) the terms additional to the arcsine component may be viewed as perturbations on the potential arising from the distant cylinder walls and very few terms ( $\leq 4$ terms) are required from each of the summations to compute $V_{0}(r, z)$ with high accuracy. Although these perturbations become large when $b / a$ is an appreciable fraction of unity, an accurate evaluation of the potential (subject to the limitations of Table 1) may still be obtained with fewer than ten terms from each of the summations in Eq. (53) when $b / a \leq 0.8$, provided $0 \leq r / a, z / a \leq 0.5$. Under these conditions the full advantage of expression (53) over the form (44) is in fact realized. It is only when $r / a$ and $z / a$ approach unity that caution must be exercised in evaluating the summations to ensure that a sufficient number of terms are included to achieve the accuracy desired.

Finally, it is clear that the procedure outlined in this section ceases to be valid when $z / a \geq 1$; in this case the potential must be evaluated through recourse to the original expression (44).
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