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Abstract

The general idea of discovering knowledge in large amounts of data is both ap-
pealing and intuitive. Typically we focus our attention on learning algorithms, which
provide the core capability of generalizing from large numbers of small, very specific
facts to useful high-level rules; these learning techniques seem to hold the most excite-
ment and perhaps the most substantive scientific content in the knowledge discovery
in databases (KDD) enterprise. However, when we engage in real-world discovery
tasks, we find that they can be extremely complex, and that induction of rules is
only one small part of the overall process. While others have written overviews of

“the concept of KDD, and even provided block diagrams for “knowledge discovery
systems,” no one has begun to identify all of the building blocks in a realistic KDD
process.

This is what we attempt to do here. Besides bringing into the discussion several
parts of the process that have received inadequate attention in the KDD community,
a careful elucidation of the steps in a realistic knowledge discovery process can pro-
vide a framework for comparison of different technologies and tools that are almost
impossible to compare without a clean model.

Keywords: knowledge discovery in databases, knowledge discovery process, knowl-
edge representation, integrated support for knowledge discovery, knowledge discovery
applications.

Focusing on the User and the Process

The general idea of discovering “knowledge” in large amounts of data is both appealing
and intuitive, but technically it is extremely challenging and difficult. Generally speaking,
knowledge discovery in databases (KDD) is considered to be the non-trivial extraction of
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implicit, previously unknown, and potentially useful information from data [5]. Definers of
KDD have also added further conditions in an attempt to fine-tune the term and narrow
its scope.! But while reasonable for starters, this kind of definition tends to focus only on
features of the resultant information. It unfortunately does not accurately reflect the com-

* plexity of the real-world process one goes through in extracting, organizing, and presenting
discovered information. Further, many advocates have implied that systems for doing KDD
should be autonomous. While perhaps desirable in the long run, this approach tends to
underemphasize the absolutely key role played by a human in all current-day knowledge
discovery. Overall, then, we see a clear need for more emphasis on a human-centered KDD
‘process, which, if articulated, might help us understand better how to do knowledge discov-
ery, and how best to support the human analysts without whom there would be no KDD
at all.

On the technology side, as we see it, a “knowledge discovery system” would be an
integrated environment that somehow assisted a user in carrying out the complex knowledge
discovery process. Contrary to the more common notion that the output of a knowledge
discovery system is simply some fragment of “knowledge,” the output of the knowledge
discovery process in a commercial setting, at least, would more typically be the specification
for a knowledge discovery application. Such an application could then be built and installed
in a business environment to provide analysis and action recommendations on an ongoing
basis, using, for example, incoming business data. Its user would be a business person
(product manager, etc.) watching for important events in business data, rather than a
data analyst looking for deep underlying trends and patterns in a domain. In this sense “a
program that monitors the set of facts in a database and produces patterns” [5] is more a
knowledge discovery application than a general KDD system.

Research and development in the rapidly emerging area of KDD has led to a number
of suecessful knowledge discovery applications [1, 2, 4, 11). The development process for
each of these applications can be characterized by (1) an initial laborious discovery of
knowledge by someone who understood the domain as well as specific analysis techniques,
(2) its encoding within a specific problem-solving architecture, and finally (3) its application
in the context of a real world task by a well-understood class of end-users. Note that there
was ultimately a single task supported in each of these applications, and the end-users were
not data analysts but domain experts or business people.

In contrast, most existing systems that label themselves “knowledge discovery systems”
[6, 9, 10, 12, 13] provide one or more discovery techniques, such as decision-tree induction,
clustering, linear regression, etc. These support discovery of knowledge by a user who has
to understand the various discovery techniques themselves, the data elements within the
database, and the task for which knowledge is sought.

The laboriousness of the development of realistic KDD applications, previously re-
ported examples of knowledge discovery [7] in the literature, and our experience in real-
world knowledge discovery situations all lead us to believe that knowledge discovery is a
knowledge-intensive, human task consisting of complez interactions between a human and

1For example, the discovered information should not be obvious; the information extracted should be
simpler than the data itself, implying a high level language for expressing such information; the information
should be interesting; etc. [5)
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a (large) database, possibly supported by a heterogeneous suite of tools. Most existing
knowledge discovery systems have been motivated more by a novel discovery technique
than by a paramount concern for the user’s task. As a result, these have met with mixed
or minimal commercial success. For more successful development of knowledge discovery
support tools, it is critical to understand the exact nature of the interactions between a
human and data that leads to the discovery of knowledge. We characterize the overall
interaction as the knowledge discovery process and we believe that a more user- and task-
centered view of the problem is essential. In this brief paper we begin to lay out each of
the major phases in this process.

In our own previously reported work on IMACS (Interactive Marketing Analysis and
Classification System) [3], we tried ourselves to take a user-centered approach. IMACS
is a prototype system that provides integrated knowledge representation support for the
knowledge discovery task. In its development, we worked continually with a data analyst
who performed knowledge discovery herself on a regular basis as part of her job. Working
with the analyst for more than a year, we eventually came to realize that almost all of her
most important concerns had little to do with particular knowledge discovery techniques
or tools. Rather, the critical issues had to do with the support of her task, which was
iterative, protracted over time, and involved keeping track of numerous files, tables, queries,
programs, and unintegrated systems, not to mention a piethora of subproblems that needed
to be solved before the main problem could be addressed. In other words, the structure
of her task was extremely complex, and she had to deal constantly with data conversions,
messy data, repeated activities with small twists and turns, and computer subsystems that
were not built to work together.

Besides what we learned from IMACS, our understanding has been bolstered by conver-
sations with numerous data analysts who are involved in tasks such as the development of
statistical and operations research models, development of coherent visualizations of large
data sets, and the (manual) interrogation of large databases to find key business informa-
tion. In spite of their varying backgrounds and their use of different tools and techniques,
these analysts all echoed the same general themes regarding the process they followed, the
most important of which is that the knowledge discovery task is much more complex than
simply the discovery of interesting patterns. It involves struggling interactively with the
data to see what it reveals; constant wrestling with dirty, flawed data; wrangling with large
SQL queries with little debugging help; negotiating with the owners of the data; etc. It
is our hope that by taking more seriously this messy, complex process, we will begin to
develop a better understanding of the capabilities that are required in a realistic knowledge
discovery support system. We also hope to focus attention on some key aspects of knowl-
edge discovery that have received little attention to date. Finally, the careful elucidation of
the steps in a realistic knowledge discovery process can provide a framework for comparison
of different technologies and tools that are almost impossible to compare without a general
model.
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2 KDD Process Description

As we have mentioned, a key premise of our framework for understanding knowledge dis-
covery is that the human user is always close at hand, intimately involved with many (if
not all) steps of the process. In addition, it is critical to understand exactly who that
user is and exactly what his or her task is. In our analysis of the knowledge discovery
enterprise, we assume that our customer is not a business end-user interested in business
-applications, but someone? who might ultimately supply such an application, once he or
she has understood what the data has had to say.

2.1 Basic Ingredients: Data Analysis and Visualization

The analyst in a knowledge discovery task goes through a number of steps, but at its core
the process looks like confirmatory data analysis: the analyst has a hypothesis about the
data, and some type of analysis tool is used to confirm or disconfirm that hypothesis with
respect to the data itself. In the simplest possible scenario, the analysis results in a report
of some sort (this might include statistical measures of the goodness of fit of the hypothesis,
data about outliers, etc.). Note that the hypothesis must be expressed in some formal way
in order for it to be tested by some type of implemented tool.

One of the first things one thinks about in a simple report from a simple analysis run is
graphics. Most often scatter plots, line graphs, histograms, and other simple visualizations
will be considered to be the final output of the process. However, in a realistic knowledge
discovery task, visualization is a key ingredient at every turn. Appropriate display of
data points and their relationships can give the analyst insight that is virtually impossible
to get from looking at tables of output or simple summary statistics. In fact, for some
tasks, appropriate visualization is the only thing needed to solve a problem or confirm a
hypothesis, even though we do not usually think of picture-drawing as a kind of analysis.

Visualization techniques that might be appropriate for knowledge discovery tasks are
quite wide-ranging, although there is a standard cadre of graph- and chart-drawing facil-
ities that is common amongst almost all commercial discovery-oriented tools. Statistical
packages like S and SAS provide extremely useful visualizations to complement their math-
ematical analysis capabilities; these include matrices of coordinated scatter-plots, multi-
dimensional “point cloud rotation,” etc. Further, interactive visualizations, such as “brush-
ing,” provide a powerful complement to conventional analysis techniques. Other modern
visualization techniques not expressly designed for knowledge discovery or statistical pack-
ages can also play a role in the KDD process, when we find an appropriate way to integrate
them with other facilities supporting the KDD task.

2.2 “Data Discovery”

Rarely, if ever, does the analyst simply start with a precise, formal hypothesis to be con-
firmed or disconfirmed. In many discovery applications (for example, marketing data anal-
ysis), a key operation is to find subsets of the population that behave enough alike to be

2We will usually refer to our canonical user here as “the analyst.”
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worthy of focused analysis. In other words, in many cases, hypotheses about the entire
world are not worth pursuing, but details about segments of the population or clusters
of items are what count. Similarly, even when we know what subpopulation we want to
analyze, we may need to restrict the parameters used to do the analysis—not all variables
will be of utility in an analysis, there may be correlation relationships amongst them that
we need to correct for, and the sheer amount of data may be too overwhelming to deal
with.

All of this implies that there is a key phase in the knowledge discovery process that
must precede the actual analysis of the data. We might label this “data discovery,” to
indicate that at least initially, the data must lead the way. In fact, a number of the real
world analysts we have interviewed strongly emphasize the fact that interaction with the
data leads to the formation of hypotheses. In this regard, we see the overall activity of
KDD as more akin to what an archaeologist does than what a miner or dredger might
do (IMACS [3] directly addresses this key aspect of interactive knowledge discovery). In
the data discovery phase, the data archaeologist looks at the data landscape, and decides
where to dig based in part on what he or she sees and in part on his or her experience and
background knowledge. Once “at the site,” he or she brushes away the dust (but see below
for more on this “data cleaning” activity), pieces fragments together that seem to fit, and
decides what to do next in order to confirm an evolving hypothesis about the creator and
meaning of the “artifacts.” The data archaeologist also decides what is worthy of further
exploration and what should be ignored in later analysis.

Among the key sub-processes in data discovery are (1) data segmentation, (2) model
selection, and (3) parameter selection. Among the more common aids to data segmentation
are unsupervised learning techniques (clustering) (but note, as we implied earlier, that
proper visualization can have a hugely salutary effect on segmentation). As for model
selection, there are a wide variety of analysis models that could be used on large amounts
of data, ranging from regression to decision trees to neural nets to case-based reasoning.
The analyst has to choose the best type of model before invoking any particular analysis
tool, and has to express his hypothesis in terms of that model.

One key thing to note about data discovery is that it implicitly involves the analyst’s
background knowledge about the domain. A novice archaeologist may have no idea how to
piece together small bits of artifacts, may have no idea where to look next, and may even
break things by not treating them appropriately. When doing the kind of knowledge engi-
neering one does in constructing a hypothesis within a model, the background knowledge
of the domain expert is crucial. Further, some analysis tools (e.g., certain machine learning
algorithms) can actually take advantage of explicitly represented background knowledge.
The engineering of that knowledge for input to an intelligent analysis tool is also part of
this data discovery process.

2.3 Data Analysis

As we mentioned, once we decide what hypothesis we want to test and isolate the interesting
subsets of the population, the heart of KDD is the analysis task. Relevant tools here include
statistical packages like S, SAS, etc., certain machine learning tools (e.g., decision-tree
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induction and other supervised learning techniques), neural networks, case-based reasoning
platforms, and classification tools. In general, the idea is to understand why certain groups
of entities behave the way they do, e.g., determine what rules govern the behavior of a
previously deemed interesting segment of the population, such as “customers who spend
more than $1000 a month.” One starts with a labeled population, that is, one where the
interesting subclasses have already been identified.

It is also clear from looking at real KDD tasks that the Analysis and Discovery phases
complement one another, and that the analyst can bounce back and forth between them
repeatedly. The Discovery/Analysis cycle is the very heart of the discovery process. But,
as we have begun to see, it is by no means the whole story.

2.4 Front-End Requirements Engineering

One truism about realistic KDD expeditions is that the client will tell you his problem or
goal as if it were clear and focused, but further investigation is always warranted. In other
words, the requirements for the task—and thus, for any application that might result once
the basic KDD task is completed—must be engineered by spending time with the customer
and various parts of his organization.

Only as one digs deeper into the questions initially raised, and as one spends time sifting
through the raw data and understanding its form, content, organizational role, and sources,
will the real goal of the discovery emerge. While occasionally the person or organization
who needs the discovery done will have the right questions ready at the beginning, more
often than not, what was initially considered the goal is only a starting point.

This dialectic, up-front process can be very time-consuming and difficult, but without
it, it is all too easy to spend time answering the wrong questions. As much as this does
not seund like a machine learning or data mining problem, it is a crucial one in the overall
KDD process.

2.5 Data Cleaning

Another truism about real-world KDD is that the customer’s data virtually always has
problems. Data may have been collected in an ad hoc manner, unfilled fields in records will
invariably be found, mistakes in data entry may have been made, etc. As a result, a KDD
process cannot succeed without a serious effort to “clean” or “scrub” the data.

Data cleaning is a double-edged sword. It is almost always necessary because of in-
evitably poor data quality, but occasionally what looks like an anomaly to be scrubbed
away is in reality the most crucial indicator of an interesting domain phenomenon. In
other words, what look like outliers to be dismissed can actually be the key data points
worth focusing on.

Data cleaning is also a matter of dealing with symptoms that could reoccur if some base
process for collecting data is faulty. If the data is static and will not be updated, a one-shot
cleaning process will work. But if it is updated in the same way that the initial database was
created, continual data quality problems will occur. As a result, what looks like a simple
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data mining exercise on the surface could really be the impetus for a major organizational
and infrastructure overhaul to produce data that can be collected and analyzed reliably.

2.6 Output

The penultimate piece of the KDD puzzle has to do with the output of the process. Out-
puts can come in many forms, and when thinking about “results,” we need to answer the
question, is the output to be tables, textual descriptions, graphics, actions to be taken, or
something else? An important form of output to consider is a monitor to be placed back
in the database, which will be activated when some set of conditions hold.

Another question to be asked is exactly when an output should be triggered. This is
especially relevant for monitors, but can make sense for other types of output as well.

As we mentioned earlier, it is also appropriate to think of the output of a KDD process
as the specification for an application to be built, which will on a continuous basis answer
a key business question for the customer.

2.7 The Integrating Workspace

Even with the relatively simple set of sub-processes we have defined, it is clear that a KDD
enterprise can be extremely complicated and convoluted. While there may be a nominal
canonical order for the above phases (e.g., it is important to clean the data before analyzing
it), the entire process is iterative and the analyst can move from almost any phase to almost
any other at any time. Work products derived from one phase may serve as input to others.
Further, the process may be repeated at different intervals, either with updated data (e.g.,
each month when the payroll reports come in) or with new data in similar form to that
analyzed before (e.g., business sales data vs. consumer sales data). Figure 1 is a block
diagram representation of the process described above, with solid lines suggesting the flow
of data between the various phases and arrows representing a process connection. Note
that Figure 1 is not intended to be totally comprehensive, but should be thought of as a
first cut, which can allow us to get the discussion started.?

All this implies that a missing component in our process model (and noticeably in the
KDD literature itself) is an integrating workspace and intelligent bookkeeping platform that
supports work that has a long time-course and that would benefit from reuse of previous
work. In the IMACS system [3] we address this issue, providing a common form for objects
shared in the workspace, including queries, abstracted queries, outputs of queries, graphs,
and domain model (schema) concepts. We also provide a reusable template mechanism
for constructing output reports, and the ability to name and reuse queries. Finally, we
provide a way to specify changes that should be monitored in the database over time, in
a high-level way that integrates smoothly with the rest of the analysis environment. The
key to this integration—and much more could be done to really address the analyst’s total
task—is our use of a formal, well-founded knowledge representation system. This system

3The figure is missing things like a post hoc sanity check on the model/rules induced during analysis,
issues of iteration of parts or the entire process over long expanses of time, and other subtle but important
parts of the process.
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Figure 1: Block Diagram Representation of the Knowledge Discovery Process

provides adequate representational power to enhance a relational schema in an interesting
(object-oriented) way, and suficient inferential power to provide key features like automatic
classification of new entities.

There are many approaches that could be taken to this integration task, but it is
important to note how central a role it should play in any KDD environment.

3 Some Additional Requirements

‘We wrap up by suggesting some consequences of the above discussion. Besides providing
tools to support each of the above-mentioned phases, we need technology to support the
integration of the workspace, re-use of work, etc. Further, some other requirements for a
knowledge discovery support environment (KDSE) come to mind:

o tight coupling of the KDSE with the database. Based on the database schema and the
data dictionary it should be possible to create a more natural representation of the
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data for the user to view and interact with. This will support the expression of rela-
tions that the user knows to be true. This requirement is similar to the functionality
available in deductive databases. For example, Recon [10] incorporates a deductive
database component that supports rule-based user views of the data. IMACS can
populate a pre-specified user-created object-oriented domain model from a database

3].

o data structures that can be shared between the various phases of the knowledge
discovery process.

e the ability to suggest to the user the most appropriate discovery technique based on
the outcome variable and the distributions of the dependent variables.

e the ability to suggest the most appropriate graph for relationships that are being
viewed.

e the ability to use relationships expressed by the user during discovery.

e the user should be able to interrogate the discovered knowledge to understand the
rationale for the discovery.

There are, of course, many other key requirements for a KDSE, but these at least highlight
some of the concerns that arise when looking seriously at the process of KDD, as well as
looking at the problem from the point of view of the user.

4 Conclusions

Knowledge discovery is a complex process, and it fundamentally (for the foreseeable future,
at least) requires human participation. As a result, it is paramount to try to understand
what a human who carries out this process actually does, and to consider supporting each
of the phases in the process as well as their integration. As we have seen, the KDD process
includes at least front-end requirements engineering, data cleaning/scrubbing, “data dis-
covery,” analysis, visualization, models/background knowledge, and output. Further study
of analysts at work and related processes in other data-intensive areas is still needed, but
this begins to sketch the skeleton of a process that seems to be quite common in real-world
KDD situations.

We have also proposed that it is valuable to consider knowledge discovery support
environments as very different from KDD applications.* A KDSE facilitates the creation
of a knowledge discovery application, and supports the work of someone who understands
not only the domain, but also data analysis techniques. A KDSE also needs to support
wide-ranging, somewhat unpredictable exploratory interaction (“data archaeology”). The
resulting application, on the other hand, is expected to solve a narrow business problem,
and will be used by someone not familiar with analytic techniques. Even if the application

4There is probably some merit in simply referring to these as “business applications,” but here we focus
on the fact that they arise from knowledge discovery expeditions.
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monitors data streams looking for patterns, its goals and structure are likely to be quite
different from those of a general KDSE.

It is our hope that our experience with commercially significant KDD tasks and the
resulting articulation of a more realistic process model will help provide a context for
understanding the true complexity of knowledge discovery and the true contribution of
KDD support systems. As we further refine our model, we hope to begin to use it to
analyze and compare the various KDD systems that have been built or proposed, a task
that is still in search of some real progress.
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