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INTRODUCTION

Google’s mission is to organize the world’s infor-
mation, and make it universally accessible and use-
ful. To achieve this goal, Google processes more
than 3 billion search queries every day, of which 15
percent are new. Google has found over 30 trillion
unique URLs on the web, and over 230 million
web domains. To ensure the results returned to
users’ queries are as current as possible, Google
has to crawl over 20 billion websites every day to
refresh its index. All these computationally inten-
sive tasks are done in warehouse-scale computers
(WSCs), which are commonly known as mega data
centers. Google offers services in 55 countries
across the world in 146 languages, thereby driving
the need for globally distributed computation
resources and a global network (Fig. 1).

In addition to global reach, service availabili-
ty is another important consideration. To ensure

that user experience is maintained to the extent
possible during unplanned failures or planned
maintenance events, many of Google services’
backend designs maintain redundancy by keep-
ing copies in multiple data centers. This combi-
nation of global reach, large scale, and inherent
redundancy sets the fundamental requirements
for Google’s inter-data-center optical network.

Capacity scaling on existing fiber plants in the
next 5–10 years is one of the main issues to
address. Deployment of new fibers along long-
haul and ultra-long-haul routes is time-consum-
ing and capital-cost-intensive. Therefore, it is
important to maximize the capacity of deployed
fiber plants by utilizing various emerging tech-
niques. Today, coherent 100-Gb/s polarization-
multiplexed quadrature phase shift keying
(PM-QPSK) technologies with increased number
of dense wavelength-division multiplexing
(DWDM) channels (through channel bandwidth
reduction and guard band removal) can likely
provide 12 Tb/s per fiber pair. As Internet traffic
continues to grow at 50–60 percent year after
year [1], solutions for capacity scaling beyond 12
Tb/s are needed. However, fiber capacity scaling
is eventually bounded by the nonlinear Shannon
limit [1]. The conventional paths explored in the
past (e.g., data rate increase per wavelength
channel) cannot easily be exploited going for-
ward as we are getting close to the limit.

In addition to the critical task of capacity
scaling, designing, deploying, and operating a
global optical network on a tens-of-terabits scale
has its own challenges. Network flexibility, agili-
ty, and automation are necessary features to
ensure holistic network scaling.

The Holy Grail for network operators is to
have a closed-loop network control and manage-
ment system that includes monitoring, provision-
ing, commissioning, and configuration of the
network all performed in an automated fashion.
As shown in Fig. 2, this automated network con-
trol and management is required for new capacity
adds as well as online optimization activities such
as optical layer routing and spectrum allocation
based on real-time monitored telemetry. We show
later in this article that a logically centralized net-
work operating system (OS) and a consolidated
packet and optical data layer are desired to enable
this software-defined networking (SDN) paradigm.
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In the remainder of this article, we discuss in
detail these areas for inter-data-center optical
networks: capacity scaling, operational flexibility,
and SDN. We review the latest technologies and
research findings that can push the capacity-dis-
tance envelope on existing fiber plants. We
explain how some of these technologies can pro-
vide operational ease to scale. Finally, we talk
about key optical components and technologies
that are necessary to evolve the network to SDN.

CAPACITY SCALING
100 Gb/s per wavelength DWDM systems with
digital coherent detection have emerged as the
new industry standard and are likely to be the
main workhorse for the next several years due to
their 10× per fiber pair capacity improvement
compared to 10G-based systems while maintain-
ing an optical reach that is comparable to 10G
systems. Novel fibers that have been reported in
many research experiments, such as large-core,
ultra-low-loss, hollow-core, or few-mode fibers,
are very attractive for further capacity scaling.
However, performing a global network-wide fiber
infrastructure build requires a substantial capital
investment and is unlikely to take place within
the next decade. Therefore, capacity scaling on
existing fiber plants remains of great interest to
service providers and network operators, and
deserves continued attention in both industry and
academia as it can solve very practical challenges.

Capacity delivered through a single fiber pair
using DWDM technology is determined by the
product of the channel count and the per-chan-
nel data rate. It is also referred to as DWDM
system capacity. Channel count is, in turn, deter-
mined by the fiber spectrum in use and the band-
width allocated to each channel. Therefore,
pragmatically, there are three major dimensions
to look at for increasing capacity on a fiber pair:
• Number of channels
• Amplification-enabled fiber bandwidth
• Per-channel data rate

It should be noted that these dimensions are not
independent. The number of channels is deter-
mined by the ratio of fiber bandwidth to the chan-
nel spacing (assuming that no guard band is
allocated). Channel spacing is inversely proportion-
al to the channel baud rate. And the channel baud
rate together with the modulation format deter-
mines the channel data rate. Assuming a minimum
optical reach, there is a trade-off between channel
data rate and channel count given fixed fiber band-
width, which makes system capacity scaling chal-
lenging. We review each of these three dimensions
in detail in the rest of this section as they are close-
ly related to DWDM system implementations.

Current DWDM systems typically use fixed 50
GHz spacing and support 80, 88, or 96 channels in
the C-band (ranging from 1530–1565 nm) defined
by the International Telecommunication Union
(ITU). As shown in Fig. 3a, this channel plan was
designed originally to accommodate a guard band
allocated between adjacent channels to minimize
intersymbol interference (ISI) and nonlinear
crosstalk, and also to allow optical filtering of a
single channel for direct detection systems. How-
ever, the use of advanced modulation formats
such as QPSK together with polarization multi-
plexing (PM) and coherent detection obviates the
need for a fixed 50 GHz grid. With the use of
high-speed digital-to-analog converters (DACs),
pulse shapes in the time domain can be synthe-
sized digitally to provide sharp spectral shapes in
the frequency domain and minimize ISI between
successive symbols. Commonly used spectral
shapes are square, raised-cosine, and square-root
raised-cosine [2]. Spectral shaping makes the
channel bandwidth occupation close to the Nyquist
limit for ISI-free transmission, which coincides
with the baud rate. In the case of 100 Gb/s PM-
QPSK, the typical baud rate is around 32 Gbaud/s
(25 Gbaud/s data rate plus ~25 percent error cor-
rection coding overhead). Therefore, the same 150
GHz fiber bandwidth used to fit three individual
wavelength channels, as shown in Fig. 3a, can now
fit four spectrally shaped channels, as shown in

Figure 1. Google’s global inter-data-center network. Each box represents a mega data center. Inset: close-up of a Google data center.
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Fig. 3b. Channels closely packed together can be
viewed as a super-DWDM channel and routed
together at a reconfigurable optical add/drop mul-
tiplexing (ROADM) node provided the wave-
length selective switches (WSSs) in the ROADM
are flex-grid (defined by ITU-T SG15/G.694.1)
enabled. Then the size of the super-DWDM chan-
nel is determined by the WSS setting, and is recon-
figurable at a granularity of 12.5 GHz with current
technologies and finer granularities in the future.
The wider the super-DWDM channel, the higher
the overall spectral efficiency, as the guard band is
needed only between super-channels, not between
individual channels. This can bring 20 to 30 per-
cent more capacity to the same fiber spectrum in
use with the same channel data rate.

Optical fiber provides an enormous amount
of bandwidth as a transmission media. For high-
performance communication, the low-loss win-
dow around 1550 nm has been the main focus.
C-band is particularly popular due to the avail-
ability of low-cost erbium-doped fiber amplifiers
(EDFAs). L-band, ranging from 1565–1625 nm,
has a similar low loss property but is not as
widely utilized because it requires either L-band
EDFAs or Raman amplification. Also, chromatic
dispersion (CD) in L-band is larger than it is in
C- band, which is less desired in traditional dis-
persion-managed systems.

With the channel speed going up to 100 Gb/s,
increasing link optical signal-to-noise ratio (OSNR)
becomes the key to achieving the desired reach.
One obvious approach is to deploy low-noise ampli-
fiers, and it has been demonstrated that distributed
Raman amplifiers can have much lower effective
noise figures than comparable EDFAs because they
leverage the transmission fiber itself as the gain
media where the nonlinear Raman effect can take
place as the signal power propagates down the line.
Therefore, the signal power would not yet fully
drop to its end-of-span value before getting any
amplification, as opposed to the case of an EDFA,
which in turn minimizes the impact of amplified

spontaneous emission on the degradation of OSNR
[2]. It has also been demonstrated that 100 nm
(C+L-band) flat-gain Raman amplifiers can be
achieved [3]. Therefore, Raman amplifiers can both
improve OSNR performance and allow use of both
C and L bands. The latest 100 Gb/s digital coherent
systems compensate CD in bulk at the receiver in
the digital signal processing (DSP) chip, which
removes the need for complex link dispersion man-
agement. Dispersion-unmanaged links are much
more desired for coherent systems as large CD
helps mitigate nonlinear effects through transmis-
sion by allowing strong DWDM channel walk-off.
Hence, the larger CD value in L-band compared to
C-band reduces nonlinear impairments. Previous
implementations of C+L-band transmission sys-
tems had limited maximum reach compared to C-
band-only systems because of the penalty from
spectrum tilt due to severe stimulated Raman scat-
tering (SRS) in the transmission fiber as the num-
ber of channels increased [4]. However, this
scenario was based on 10 Gb/s on/off keying (OOK)
systems where signal launch power was much high-
er. With coherent systems and Raman amplifica-
tion, the optimal signal launch power is much lower
(~ 3-4 dB less compared to OOK). Hence, we
believe that the SRS effect would not be a major
limitation for in-service upgrade to L-band on an
existing terrestrial C- band coherent system.

Given that C+L-band transmission using
coherent optics provides a promising approach
for capacity scaling, it is important for the entire
C+L-band ecosystem to commercially mature to
be robust and cost-competitive. With the addi-
tional available fiber bandwidth in L-band, the
fiber capacity can be more than doubled.

Spectral efficiency (SE), which characterizes the
number of bits per second per hertz, is an insightful
way to evaluate the efficiency of fiber spectrum uti-
lization for digital communication. One direct
approach to increase SE is to apply advanced mod-
ulation formats such as higher-order qaudrature
amplitude modulation (QAM). Figure 4 shows a

Figure 2. The concept of a software-defined packet-optical inter-data-center network. Each node in the net-
work is a packet-optical integrated device. Software functions and their closed-loop interactions are shown
on the right.

Applications

Network OS

Data plane

Online optimization
engine - software

Service demand

Network states
• Network topology
• Network condition

Control plane
• Provisioning
• Commissioning
• Configuring

With coherent sys-
tems and Raman
amplification, the

optimal signal launch
power is much lower

(~ 3-4 dB less 
compared to OOK).
Hence, we believe
that the SRS effect

would not be a
major limitation for

in-service upgrade to
L-band on an 

existing terrestrial 
C- band coherent

system.

ZHAO_LAYOUT_Layout 1  8/26/13  11:41 AM  Page 34



IEEE Communications Magazine • September 2013 35

few well-known examples of QAM constellations.
Each filled circle represents a symbol state. Differ-
ent constellations carry different numbers of bits
per symbol. If all symbols in the constellation are
equally utilized, the number of bits carried per sym-
bol is determined by log2(M), where M is the num-
ber of symbols in the constellation. In the example
constellations shown in Fig. 4, binary phase shift
keying (BPSK) carries 1 b/symbol, quaternary
phase shift keying (QPSK) or 4-QAM carries 2
b/symbol, 8-QAM carries 3 b/symbol, and 16-QAM
carries 4 b/symbol. Assuming everything else
remains the same, SE (and capacity) increases lin-
early with the number of bits per symbol. However,
it also increases the required OSNR threshold at
the receiver as indicated by the reduced Euclidean
distance between symbols on the constellation from
BPSK to higher-order QAM (less tolerance to
noise). This means the increase of fiber capacity is
at the cost of reducing transmission reach. It has
been demonstrated that a 2× increase of symbols in
the constellation will result in about a 3 dB increase
in the receiver OSNR threshold [2], which will
translate to reach penalty. However, if the transmit-
ter is implemented with a DAC, different modula-
tion formats can be selected through system
software configuration. Therefore, a single
transponder can cover different link distances in the
network by operating in different modes.

Reducing space and power consumption in
terrestrial long-haul links is critical as those
resources can be limited in certain geographic
locations. In addition, it is part of the overall
effort to improve data center infrastructure ener-
gy efficiency. Therefore, techniques to increase
optical reach under any particular modulation
format are extremely valuable to reduce the need
for frequent optical-electrical-optical (OEO)
regeneration. Advanced forward error correction
(FEC) and various nonlinear compensation tech-
niques are widely researched to help gain a few
additional dB of OSNR budget. High-perfor-
mance soft-decision (SD) FECs such as turbo
product code (TPC), low-density parity check
(LDPC) convolutional code, and LDPC code
concatenated with hard-decision (HD) FEC all
show net coding gain (NCG) > 10 dB. K. Sugi-
hara et al. recently demonstrated NCG of 12 dB
using a spatially coupled LDPC code concatenat-
ed with BCH HD-FEC [5]. The same team also
proposed that closer interplay of FEC and nonlin-
ear equalization can be very useful to increase
OSNR performance (hence reach), especially at
high bit rate [6]. Similar techniques have been
demonstrated experimentally for high-SE subma-
rine transmission with a record high capacity-
reach product of 203 Pb/s-km [7]. Digital back
propagation (DBP), a technique for reversing the
nonlinear impairments incurred during optical
transmission in the digital domain using DSP, was
proposed and extensively studied to perform com-
pensation for various nonlinear impairments in
optical fibers [8]. However, the number of DBP
stages and gate count required for such computa-
tion prevent it from being implemented in the
DSP chip within a reasonable power and space
footprint. There have been proposals to reduce
the complexity of DBP. For example, a perturba-
tion-based algorithm can treat a multi-span trans-
mission link as a single stage, and the complexity

per stage can be further reduced by algorithms
such as perturbation back propagation or pertur-
bation pre-distortion [9]. It was shown that the
computation can be drastically simplified without
degradation of performance. Another interesting
approach is correlated back propagation, which
correlates the signal powers of neighboring sym-
bols in the time domain to determine the amount
of phase shift for self-phase modulation (SPM)
compensation together with a much smaller num-
ber of DBP stages [10]. This method can achieve
the same performance with more than 70 percent
reduction in complexity. Another observation
worth paying attention to is the interaction
between CD and nonlinear effects. As CD alters
the intensity profile of the optical symbols in the
time domain, it will result in optical pulses with
very high peak power, which generates strong
nonlinear effects. It was observed that CD pre -
compensation can help improve link performance
by reducing nonlinear effects [11]. Therefore, it is
worth investigating the optimal ratio of pre- and
post-compensation of CD to improve the perfor-
mance of coherent systems further.

In long terrestrial links where regeneration is
required, doing full reamplification, reshaping,
retiming (3R) OEO regeneration imposes signif-

Figure 3. Spectral shaping and flex-grid concept for capacity scaling: a) tradi-
tional 50 GHz spaced DWDM channel plan; b) spectrally shaped wavelength
channels can be packed tighter within a flexible super-DWDM channel (defined
by flex-grid WSS) to allow more capacity within the same fiber bandwidth.
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icant challenges on the space and power
required. In the pre-coherent era, there were
many interesting all-optical regeneration ideas to
address the space and power issues of OEO
regeneration [12]. However, with coherent detec-
tion and phase modulation, many of these
approaches are no longer applicable since they
do not preserve signal phase information. We
believe that there is great potential and need for
all-optical regeneration techniques to address
the space and power challenge faced by high-
capacity optical networks. One recent demon-
stration uses a hybrid optical/digital scheme that
combines the signal and its phase-conjugated
copy via four-wave mixing (FWM) to cancel out
nonlinear noise [13]. However, FWM generates
a phase-conjugated idler at a different wave-
length, which takes up usable spectrum in the
fiber, thus reducing system capacity. Ideally, a
viable optical regeneration method should have
the following characteristics:
• It can regenerate all WDM channels at once.
• It does not impose unnecessary wavelength

conversion.
• It is compatible with ROADM architectures.
• The implementation should be space- and

power-efficient.
• It does not reduce the fiber capacity.

OPERATIONAL FLEXIBILITY
In addition to enabling capacity increases
(through tighter spectrum packing and higher-
order modulation formats), transmitter DAC
implementation also significantly increases the
flexibility of network operation. For example,

the super-channel architecture needs to be sup-
ported by WSS with a fine resolution of 12.5
GHz. With this feature, the channel plan is
essentially flexible and opens up rich design
options that can be selected based on the link
characteristics without introducing any addition-
al hardware variants. For example, super-chan-
nels can be created with a different number of
wavelength channels depending on traffic
demand between a source-destination pair, or
conventional 50 GHz spaced channels can coex-
ist with super-channels if the transponders are a
mix of DAC and non-DAC implementations.

In a meshed network architecture, ROADMs
are deployed in a multi-degree junction node to
allow signals to optically express through the
node between different fiber degrees in addition
to local add/drop. Today, ROADMs are com-
posed of a multi-degree WSS and fixed-grid pas-
sive multiplexers/demultiplexers (mux/demux)
for local add/drop. The design is directional (or
directed), meaning each direction has its own
dedicated add/drop mux/demux and transpon-
ders/muxponders (Fig. 5a). With a directional
design, wavelength contention is avoided and
network planning is simplified. However, this
approach has a couple of limitations:
• It is cumbersome and error-prone opera-

tionally, especially for a junction node with
a large number of degrees.

• Transponders are tied to specific fiber
degrees and cannot be remotely reconfig-
ured to transmit on different degrees if
demands change.

The operational complexity with this architec-
ture can be appreciated by noting that for cur-
rently deployed systems, a WSS supports 8
degrees, and each degree can support 88 chan-
nels, which results in 704 color-specific channels
in a fully loaded junction node. This complexity
could be exacerbated in the future when a WSS
can support up to 20 degrees.

With coherent detection and super-channels,
one can achieve colorless add/drop operation by
using power splitters instead of a mux/demux, and
utilizing the local oscillator on the coherent receiv-
er to filter out an individual wavelength channel.
Moving forward, having a directionless design
where all degrees share the same pool of transpon-
ders will simplify network planning and operation
tremendously (Fig. 5b). However, this can intro-
duce wavelength contention when different degrees
use the same wavelength color for add/drop. There
are proposals to achieve colorless, directionless,
and contentionless (CDC) wavelengths simultane-
ously, but cost and scalability prevent it from being
widely adopted today. With expected technology
progression for a more streamlined solution and
lower costs, a CDC ROADM is expected to be a
viable building block for an operationally scalable
optical network in the future.

Variable bit rate per channel by changing the
modulation format (enabled by transmitter DAC)
is another attractive feature that allows the net-
work capacity to be optimized per link without
introducing additional hardware variants. Howev-
er, with packet and optical layer segregation in
current network architectures, it is difficult to truly
take advantage of the variable bit rate feature
because of the fixed client interface mapping

Figure 4. Examples of constellations using both amplitude and phase of the
optical field.
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between the packet and the optical transport
devices, as shown in Fig. 6a. For data center net-
works, the packet processing device (e.g., a router)
is usually deployed with an Ethernet medium
access control (MAC). IEEE Ethernet standards
define fixed-rate MACs at 10, 40, and 100 Gb/s
now, and 400 Gb/s in the near future. These rates
do not match the optical transport variable line
rate supported by different levels of modulation
(e.g., 50, 100, 150, and 200 Gb/s). Also, the MAC
can only operate at a single static rate without the
support of in-service rate change as on the trans-
port side. The incompatibility between Ethernet
MAC and optical transport results in inefficient
use of transport line side capacity and limits the
ability to exploit the value of variable rate trans-
mission. This mismatch can be addressed by tight-
ly integrating the packet layer device with the
optical transport device, as shown in Fig. 6b. This
allows better interoperability or even consolidation
of the Ethernet MAC and optical transport net-
work (OTN) framing schemes.

SOFTWARE-DEFINED
PACKET-OPTICAL NETWORK

As capacity increases, the optical transport cost is
the dominant contributor to the overall global
inter-data-center wide area network (WAN) cost.
Therefore, improving efficiency and optimizing
the network architecture become exceedingly criti-
cal. SDN in the WAN separates the control plane
from the data plane, and allows intelligent applica-
tion software running on the network to exercise
greater control and enable network-wide optimiza-
tion. Many of the aforementioned operational
advantages (e.g., real-time change of data rate and
DWDM channel planning based on traffic
demands) are not practically feasible without SDN
in the WAN. A differentiating aspect of SDN rela-
tive to the conventional networking paradigm is
the decoupling of network hardware (transpon-
ders, ROADMs, etc.) from control software (path
optimization, data rate selection, etc.). This sepa-
ration would allow one to choose hardware based
on necessary features and software based on pro-
tocol and control requirements. With the decou-
pling, a logically centralized control plane with
intelligent software and a global view of the net-
work can be realized, which leads to a more deter-
ministic and fault-tolerant WAN with the potential
for a high degree of automation. This SDN
paradigm also enables a platform where network
operators can use innovative approaches to net-
work optimization and automation that were pre-
viously not possible with a traditional system
where the control software was embedded in and
coupled with a specific hardware implementation.

As shown earlier in Fig. 2, all WAN-layer
packet-optical devices communicate with a logi-
cally centralized network OS. The nodes operate
at the data plane layer (packet forwarding and
optical transport layer), while the network OS
implements all the control functions such as mon-
itoring, data collection, optimization, and configu-
ration. The network OS is aware of the topology,
bandwidth availability, and network redundancy
options, and by communicating with the applica-
tions the network OS provides a topology-aware

network-wide optimized bandwidth allocation. To
optimize for the best throughput and perfor-
mance, applications decide the communication
patterns they need among data centers. With the
intelligence of SDN, resource optimization, traffic
control, and network planning can all be done in
real time and in an automated fashion.

To make a software-defined packet-optical
network a reality, real-time optical performance
monitoring is needed in addition to intelligent
control software. This topic of intelligent optical
performance monitoring to enable “higher stabili-
ty, reconfigurability and flexibility in a self-man-
aged optical network” [14] was researched even
before the current SDN framework was estab-
lished. For example, an interesting research idea
was to use an artificial neural network (ANN)
model trained with parameters derived from asyn-
chronous constellation diagrams to simultaneous-
ly identify levels of OSNR, CD, and polarization
mode dispersion for QPSK signals [15]. Such
schemes match well with, and will likely become
useful in, a software-defined packet-optical WAN.

Figure 5. ROADM architecture illustration: a) today’s color-specific, direction-
al, and contentionless ROADM; b) the future colorless, directionless, and
contentionless ROADM.
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CONCLUSION

Scaling large inter-data-center networks on exist-
ing fiber plants, from both the capacity and
operational perspectives, is the primary chal-
lenge that Google and other large network oper-
ators and carriers will face in the coming decade.
It is exciting to see various technology advances
in digital coherent systems for capacity scaling
and reach enhancement. There are research
areas such as all-optical regeneration for coher-
ent and PSK systems that have promise for fur-
ther scaling. In addition, packet-optical
integration and SDN enable us to fully unlock
the potential of the technology advances on the
transmission side. In summary, the continued
growth and increasing criticality of inter-data-
center networks are likely to be the key drivers
for advances in optical communications over the
next decade.
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Figure 6. Flexible Ethernet MAC proposal: a) today’s fixed Ethernet client-to-
OTN DWDM line mapping; b) proposed packet and DWDM integration with
flexible client-to-line mapping.
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