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ABSTRACT

Multimedia information retrieval in digital libraries is a
difficult task for computers in general. Humans on the
other hand are experts in perception, concept represen-
tation, knowledge organization and memory retrieval.
Cognitive psychology and science describe how cogni-
tion works in humans, but can offer valuable clues to
information retrieval researchers as well. Cognitive psy-
chologists view the human mind as a general-purpose
symbol-processing system that interacts with the world.
A multimedia information retrieval system can also be
regarded as a symbol-processing system that interacts
with the environment. Its underlying information re-
trieval model can be seen as a cognitive framework that
describes how the various aspects of cognition are re-
lated to each other. In this paper we describe the de-
sign and implementation of a combined text/image re-
trieval system (as an example of a multimedia retrieval
system) that is inspired by cognitive theories such as
Paivio’s dual coding theory and Marr’s theory of per-
ception. User interaction and an automatically created
thesaurus that maps text concepts and internal image
concept representations, generated by various feature
extraction algorithms, improve the query formulation
process of the image retrieval system. Unlike most “mul-
timedia databases” found in literature, this image re-
trieval system uses the the functionality provided by an
extensible multimedia DBMS that itself is part of an
open distributed environment.

KEYWORDS: Cognitive psychology and information re-
trieval, user and domain knowledge in query formula-
tion, Paivio’s dual coding theory, Marr’s theory of per-
ception

Introduction
Disclosure of multimedia content is becoming increas-
ingly important as digital libraries grow quickly in both
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size and availability. Traditionally, access to multime-
dia has been through human-generated textual annota-
tion. But annotation is costly in terms of both time
and money and often subjective; how a person anno-
tates differs from person to person and from time to
time. Content-based multimedia retrieval which works
on the perceptual signal itself avoids most of these prob-
lems but is unfortunately a difficult task for non-trivial
application domains. Many content-based retrieval sys-
tems exists, but there is one system that surpasses them
all - the human brain.

There are two reasons why cognitive psychology and sci-
ence, that are concerned with topics like perception,
learning, memory, language, emotion, concept forma-
tion and thinking from a human perspective, are also
important in multimedia databases and content-based
multimedia retrieval in particular. The first is that cog-
nitive models of the human mind, which describe how
the various aspects of cognition are related to each other,
resemble information retrieval models: The human mind
is a general-purpose symbol-processing system that in-
teracts with the world, analogous to an information re-
trieval system that interacts with its world, different
users with different information needs. Since this in-
formation processing system works so remarkably well,
much time and effort can be saved in the search for
some undiscovered, alien mechanism that might do the
same. And secondly, by emulating human perception
in multimedia databases one might automatically get a
query processor that is better suited to capture and un-
derstand the goals, expectations, emotional state and
other cognitive processes in the mind of the user during
query formulation [23].

The remainder of this paper is organized as follows:
First we discuss some important cognitive theories and
show how they relate to methods and techniques, fre-
quently applied in content-based multimedia retrieval
and image retrieval in particular. Then we describe an
extensible multimedia DBMS, the Mirror DBMS, that of-
fers the functionality to build multimedia information
retrieval systems. Next, we show how this functionality
can be used to design and implement an image retrieval
system [9]. The main contribution of this paper is mak-
ing explicit the relationship to cognitive theories that



inspired our work. We conclude this paper with some
experimental results, conclusions and directions for fu-
ture work.

Cognitive psychology and content-based retrieval
Perception appears to be a simple and effortless pro-
cess that we often take for granted. Closer examination
shows that it is actually very complex: Many processes
are involved in transforming and interpreting sensory
input. Over 50% of our brain is estimated to be oc-
cupied by vision alone {13]. Marr’s cognitive theory of
perception (1983) [14] proposes that the processes in-
volved in low-level vision produce a series of representa-
tions providing increasingly detailed information about
the visual environment. Three kinds of representations
are identified:

o The primal sketch provides a two-dimensional descrip-
tion of main light-intensity changes in the visual input
including information about edges, contours and blobs.
e The 2 1/2-D sketch incorporates a description of depth
and orientation of visual surfaces making use of the in-
formation provided by color, texture, motion, and so
on.

¢ The 3-D model representation describes the shapes of
objects in three dimensions that their relative positions
in a way that is independent of the observer’s viewpoint.

Object detection, the transformation of the 2 1/2-D rep-
resentation to the 3-D representation, must cope with
overlapping objects in the visual environment, a wide
range of viewing distances and orientations and the fact
that an object is a representation of concept, say this
paper in front of you. Object recognition in Marr’s 3-
D model involves matching the 3-D representation con-
structed from the visual stimulus against a catalogue of
previously learned 3-D models stored in memory. There
is a significant amount of evidence from cognitive neu-
ropsychology for Marr’s theory of perception {10]. Many
image retrieval systems seem influenced by Marr’s the-
ory of perception: Systems such as QBIC {1} and Pho-
tobook /FourEyes {16] use or combine the information
provided by different feature extraction models to im-
prove retrieval since there appears to be no single best
feature extraction model. Moreover, the performance of
feature extraction techniques depends on the data and
type of query [17]. Image retrieval systems like Visu-
alSEEK [15] and BlobWorld [4] use spatial information
in combination with surface texture and color informa-
tion to represent images. To a certain extent, this in-
formation is similar to the information contained in the
primal and 2 1/2-D representations. However, depth
perception, important in object recognition, is not im-
plemented in most image retrieval systems.

Concept representation is important in higher cogni-
tive processes like reasoning and knowledge organiza-

tion. Paivio’s dual coding theory (1971) (see figure 1)
tries to model mental imagery, i.e. how we represent im-
ages and words in our mind. Basically, Paivio suggests
that two independent but interconnected symbolic sys-
tems underly human cognition: a non-verbal and a ver-
bal system each consisting of basic representation units
called imagens and logogens respectively. The logogens
system can be compared with a textual thesaurus used
in text retrieval to improve query formulation (recall) by
adding related words to the words in the original query.
The imagens system on the other hand can be regarded
as a visual thesaurus [22] that contains the non-verbal,
internal image concept representations and their rela-
tions. The interconnections between these two symbolic
systems would be analogous to a thesaurus that maps
verbal, textual concept representations to non-verbal,
image concept representations and vice-versa.
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Figure 1: Paivio’s dual coding theory (1971)

On the issue of the broad distinctions between verbal
and non-verbal processing in the brain, dual-coding the-
ory is moderately successful. Paivio further found that
pictures were remembered, in both free-recall and recog-
nition tasks, more readily than words, suggesting that
the image code is mnemonically superior to the verbal
code.

Paivio’s theory seems more detailed than general infor-
mation processing models like Wicken’s model (1992)
with regard to modeling long-term memory and the use
of thesauri in concept reasoning. Unfortunately, dual-
coding theory says little about the structure of imagery
[10], the internal organization of knowledge. We need
knowledge about things in order to behave and act in
the world. It is important that knowledge is represented
in natural concept classes and stored in an economic and
informative way at the same time. Otherwise we would
not be able to generalize or learn well over similar but
previously unseen concepts.



Template cognitive theorists argue that stimuli are match-
ed against miniature copies or templates of previously
presented patterns. This is also the approach taken
by most Query By Example (QBE) retrieval systems
[1]. But given there is an almost infinite amount of
templates to handle all previously encountered stimuli,
template theories seem inadequate to account for the
versatility of perceptual processing. Prototype concept
theories view concepts as being organized around proto-
types, expressed as clusters of attribute values similar to
clusters of feature vectors in content-based multimedia
information retrieval. Prototype theories can account
for gradients of typicality, fuzzy boundaries and differ-
ent levels of abstraction. There is a significant amount of
empirical evidence for prototype theories [10], indicating
that perhaps feature comparison in content-based mul-
timedia retrieval systems should also take place at the
concept or feature cluster level instead of at the instance
level. Unfortunately, both template and prototype the-
ories are silent about the knowledge people have about
relations between properties. Schank’s schema theory
(1972) acknowledges this and encodes the temporal and
causal structure of the world in knowledge schemata
which are called frames or scripts [24]. However, little
is known about the way how we form schema-like struc-
tures. There is empirical evidence that some of the most
crucial steps in mental growth in humans are based not
simply on acquiring new skills, but on acquiring new ad-
ministrative ways to use what one already knows; this is
known as Papert’s Principle [18]. These more complex
structures improve our ability to compare previously un-
seen, unknown concepts with existing ones (learning by
analogy) and perhaps also our problem solving capabil-
ities.

Mirror DBMS architecture

Multimedia databases need a database management sys-
tem (DBMS) to handle large amounts of data efficiently
and many users simultaneously. DBMSs traditionally
offer a different kind of retrieval than information re-
trieval (IR) systems [27]: DBMSs are very good at han-
dling large amounts of structured data but do not ade-
quately support searching on content. IR systems on the
other hand are build to cope with incomplete, natural
language queries and partial or best-match searches on
the content of the data but lack the support for struc-
tured data. Multimedia databases must support both
data and information retrieval to support a wide variety
of possible queries. Besides extra functionality, there is
another, architectural, reason for an integrated DB/IR
system for multimedia databases: (relational) DBMSs
deal with issues like persistent, efficient storage of data,
concurrency control and transaction management and
are optimized for handling large amounts of data. By
building IR systems on top of a DBMS, researchers and
developers of IR systems can concentrate on the retrieval

models and let the DBMS take care of the data man-
agement.

The Mirror DBMS is a research database system that
offers exactly this kind of integration [7]: The Mirror
DBMS uses an extensible structural object-oriented log-
ical data model and query algebra, the MOA object al-
gebra. [2] that is mapped on a binary relational physical
database (Monet). This separation of the logical object-
oriented data model and the physical data model brings
the notion of physical data independence to the world of
object-oriented databases and provides an excellent ba-
sis for algebraic query optimization. The Mirror DBMS
extends the MOA object algebra by defining new struc-
tures and operations on these structures for information
retrieval that can be used in combination with the exist-
ing basic structures to create powerful queries that can
manage both the logical and layout structure of multi-
media documents [6]. This way the Mirror DBMS sep-
arates the multimedia retrieval functionality from the
actual multimedia retrieval application.

Since digital libraries typically involve several players
with conflicting wishes and needs (content providers,
users, access providers) and many simultaneous users,
a single database would soon become a bottleneck in
a large digital library setting and difficult to maintain.
An open, distributed environment avoids many of these
problems. New components can easily be added or re-
moved without taking the entire system down and could
also balance workload much more efficiently {8]. The
Mirror DBMS is therefore part of an open distributed
architecture consisting of several components such as
daemons which can perform all sorts of complex tasks,
end-user devices, media-content servers (typically web-
servers) and one or more meta-data databases or search
engines (the actual Mirror DBMS), all connected via a
common software bus (CORBA).

Information retrieval model

In order to build an image retrieval system with the
functionality the Mirror DBMS provides, one must imple-
ment an information retrieval model. According to [28]
an information retrieval model consists of three funda-
mental parts: An appropriate scheme to represent docu-
ments and queries, a ranking function which determines
to which extent a document is relevant to a query and a
query formulation module. Basically, an information re-
trieval model describes how cognition works in an infor-
mation retrieval system: The three fundamental parts
relate to various aspects of human cognition such as vi-
sual perception, concept representation, knowledge or-
ganization and memory. Models of the buman mind
must address how these various aspects relate and in-
fluence each other. As an information retrieval model
describes the same for information retrieval systems, we



might regard it as a model of the mind of a system that
interacts with its world, different users with different
needs. This argues for an information retrieval system
that is highly adaptive and capable of understanding the
cognitive processes in the minds of many different users,
each in a different cognitive state.

Representation scheme

'To model the representation scheme, i.e. computer per-
ception and concept representation, the MOA object al-
gebra has been extended with the DOCREP structure
which represents the document contents (i.e. its words
and their statistics, frequencies). Together with stan-
dard MOA structures such as SET and TUPLE this pro-
vides enough possibilities to model rich, complex, hier-
archical document collections. The DOCREP structure
has been designed for text retrieval, but can also be
applied to images if clusters (groups) of similar feature
vectors are treated as words in text retrieval like in [25]:
These clusters then become the basic blocks of “mean-
ing” or concept representations in multimedia informa-
tion retrieval, similar to words in text retrieval, which
are already concept representations.
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Figure 2: Creating an image DOCREP structure

Figure 2 shows how a DOCREP structure can be created
from a collection of images. Many of these steps are im-
plemented in daemons, software agents that provide ad-
ditional functionality such as image collection from the
web, segmentation and feature extraction. These dae-
mons play an important role in the creation (indexing)

of the meta-data database which provides content-based
access to the multimedia documents stored on different
multimedia content servers.

First, the images of the digital library are collected by
a simple web robot. Another daemon then segments
the images using a simple grid segmentation algorithm
(step 1). The reason for a segmentation stage is the
observation that most images like text documents typ-
ically represent multiple concepts. Grid segmentation
is a rough approximation of region detection in Marr’s
primal sketch representation. The next stage (step 2)
involves feature extraction on the individual image seg-
ments and is handled by several feature extraction dae-
mons'. Like in FourEyes [17] the feature vectors of
multiple feature models are calculated per image seg-
ment because there is no single best feature model. The
feature extraction stage adds color and texture infor-
mation to the individual image segments and belongs in
the 2 1/2-D sketch of Marr’s theory of perception. Each
feature space is then clustered (step 3) using an unsu-
pervised clustering algorithm?. These clustered feature
spaces are similar to the imagens system proposed by
Paivio’s in his dual-coding theory (see figure 1). These
clusters are then concatenated (step 4) and associated
to the image they belong to. The final step creates the
DOCREP structure that gives a content-based represen-
tation of the image. The following MOA structure shows
how a collection of images is represented as a set of im-
ages with an URL and a textual® and internal DOCREP
document representation:

define Imglidb as
SET<
TUPLE<
Atomic<URL>:source,
DOCREP<Text>:annotation,
DOCREP<Image>:content
>
> .

’

Ranking function

To determine which documents are relevant to a par-
ticular query, some sort of ranking function must be
implemented. This is analogous to the process of mem-
ory retrieval in cognitive psychology as the input from
the sensory systems (the user) is processed and com-
pared with past experience (images in the document
collection). MOA has been extended with a structure

1 At this moment four texture and two color histogram feature
extraction daemons have been built, using the reference imple-
mentations of the MeasTex package.

2We use AutoClass [5].

3The creation of a textual DOCREP structure is much easier
because the words in the textual annotation are already concept
representations and is therefore not explained here.



to model the collection statistics, DCSTAT and an op-
eration on a DOCREP structure, getBL, to calculate the
degree or belief to which each document in the collec-
tion is relevant to the given query terms (image fea-
ture clusters). The underlying Mirror retrieval model is
an adaptation of the successful text information system
INQUERY [3] that is based on probabilistic theory of
evidential reasoning using Bayesian inference networks.
The ranking function (the results are not sorted here)
of a content-based query in MOA then becomes*:

map [TUPLE<name, sum(getBL(content, query, stats))>]
( ImgLib );

Query formulation and knowledge

The feature clusters may be equivalent to words in text
retrieval but these clusters are internal image concept
representations (such as ‘gabor_21') that are not suitable
for interaction with the user: A mechanism is needed to
provide a mapping between the concepts in the user’s
mind and these internal, machine-level clusters. A the-
saurus that models the relationships between text con-
cepts and internal image clusters can provide this map-
ping. It also enables us to find the best feature cluster
(and feature model) for a particular query, similar to
FourEyes’ grouping weighting stage [16] which places
prior weights on earlier generated groupings, clusters.
This concept mapping thesaurus can be regarded as a
partial implementation of Paivio’s dual coding theory,
more specifically the interconnections between the lo-
gogens and imagens subsystems in figure 1.

To create an association thesaurus that maps concepts
to image clusters, a partially® annotated image collec-
tion is needed: The words in the textual annotations
can then be associated with the clusters in the image
representations. I a word and a particular cluster co-
occur frequently in the document collection, the word
is attached as a label to this cluster and added to the
thesaurus. In other words, the available textual anno-
tation is used to label or classify the unlabeled image
content, like in [20] but applied to unlabeled multime-
dia content. A similar type of statistical caption-picture
co-occurrence has been applied in the MARIE project
[21]. The association thesaurus can also be represented
as a DOCREP structure except this time the documents
are replaced by image clusters and the getBL operation
is used to measure the degree to which a cluster is rel-
evant to a particular concept®. This approach is taken
from PhraseFinder {12] which also uses the probabilistic

4The specifications of query and stats have been omitted.

5 Annotating just a few images instead of the whole collection
can save a lot of time and money.

6The thesaurus is implemented as a separate daemon but uses
the same code as the meta-data database.

model of the document collection for reasoning in the
concept space.

Unfortunately, this mapping is not perfect: the co-occur-
rence thesaurus generates a lot of false relations, due
to imperfect feature extraction models, clustering tech-
niques and the simplicity of the co-occurrence method
itself. To overcome this problem, the system should be
able to adapt and improve itself. Like the human mind it
should try to get a better understanding of its world, the
individual users: It should learn from user interaction
or relevance feedback across sessions. As explained in
[19] for example, each learner needs an inductive bias to
generalize beyond observed training examples. The con-
cept thesaurus used during query formulation functions
as an inductive bias for the document collection: It pro-
vides a basis for choosing good generalizations or in this
case natural mappings of a concept to a set of internal
representations (image feature clusters) to retrieve doc-
uments from the document collection that are relevant
to the user’s information request. When the number of
examples is large the need for an inductive bias is low;
inductive learning methods like neural networks and de-
cision trees then have enough training data to achieve a
high generalization accuracy. But the low-bias approach
is not suitable for user-interaction since relevance feed-
back is costly in terms of the user’s time. To overcome
this problem the learning component starts with an ini-
tially created but imperfect concept domain model (an
automatically created set of associations between con-
cepts and feature clusters) that can be improved by user
interaction’. The learner can not only change the vo-
cabulary of the document collection, i.e. which feature
clusters belong to a document (by modifying the infer-
ence network of the document collection); it can just
as easily modify the concept language (weightings on
these feature clusters) by changing the thesaurus infer-
ence network. This way, clusters in the thesaurus which
are satisfactory this time for a particular query can be
selected earlier the next time; the learner learns faster
from previous interaction because it can make analogies
from past experience {17]. This combination creates a
continuous learner capable of modifying its concept lan-
guage and transferring training from old problems to
new ones [16].

Query formulation now takes place as follows (see figure
3): First, the user enters a textual query (top left). This
query is used to consult the thesanrus which returns the
most relevant clusters given this initial query. Next, the
result of this query is used to generate a new query based
on the image content (middle left) that is send to the
meta-data database (bottom left). The results of this
query are shown to the user (upper right). Relevance
feedback of the user can be used to improve the query by

"Long-term adaptivity is not implemented at this time.
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Figure 3: Query formulation

creating a new content-based query of the top N most
occurring clusters in the relevant document set (LCA
component) like in [11] is done for text. The middle
column (concept feedback and learning component) in
figure 3 has not been implemented at this moment. For
more implementation details see [26].

Evaluation

The Mirror DBMS is still very experimental and there-
fore no real evaluation with users has taken place. As
a result of this no strong conclusions about the cur-
rent implementation of the retrieval model inspired by
cognitive theories can be made. However, some small-
scale experiments have been performed, to illustrate the
weaknesses of the current retrieval model and stress the
importance of interactive learning from the user and the
results of these experiments will be described here.
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Figure 4: Image clusters related to the concept
“street”

The image collection used is the ‘BT’ collection, also

used in [16], and consists of 99 images. A small number,
but the collection is diverse (pictures ranging from faces
to landscapes) and there is little available training data
for thesaurus construction so it is still quite challeng-
ing. The images have been annotated manually, and the
annotations are used to construct a co-occurrence the-
saurus. For example, figure 4 shows the image feature
clusters co-occurring frequently with the text concept
“street” (obviously, this representation is not intended
to be shown to end-users).

Figure 5: Top 10 for the query “tree, trees, forest”

Figure 5 shows the results of a textual query consisting
of the words “tree”, “trees” and “forest”, expanded us-
ing the automatically constructed concept mapping the-
saurus. Figure 6 and 7 show images that contain clusters
that the thesaurus associated with these words. Closer
examination of the query formulation process shows that
two classes of errors can be recognized: clusters with lit-
tle perceptual meaning and clusters with a wrong label.
In the first class of errors, AutoClass finds clusters of
little semantic value. Figure 6 shows an example of this
class of errors. Labeling errors occur when the same
text concepts and image clusters co-occur frequently in
he text collection; image representations can then be
erroneously labeled during the construction of the asso-
ciation thesaurus because image clusters are associated
with the wrong text concepts as in figure 7 for example.

Figure 7: Images that contain clusters ‘gabor 20’

Fortunately, in other cases, the automatic mapping from
text concepts to image clusters is working. As an exam-
ple consider figure 8 in which the image cluster ‘gicm_47



is correctly associated with the high-level concept repre-
sented by the text keywords “tree”, “trees” and “forest™.

Figure 9: The top 6 images retrieved after rele-
vance feedback on the first and fourth image in
figure 5

User interaction (i.e. relevance judgments of the user)
allows the system to improve itself by removing image
clusters such as ‘gabor 20" and ‘fractal 23’ and adding
image clusters like ‘glem_47’. The system could use this
knowledge to update its domain knowledge stored in
the thesaurus and the document collection itself and
thus learn from interaction within and across sessions.
However, such a continuous learner has not been imple-
mented yet. The first impression of relevance feedback
is that it really improves the content-based query pro-
cessing in the prototype system. For example, if the
first and fourth image of Figure 5 are given as positive
examples, the system returns the images shown in figure
9. Also, it has proven possible to retrieve images with
faces by giving positive relevance feedback on portraits,
even though the current implementation does not have
special features for this purpose.

Conclusions

We believe that cognitive psychology and science, which
are concerned with cognition from the human perspec-
tive, can also provide insight in the difficulties surround-

ing multimedia indexing and retrieval. In this paper we
argued that a better understanding of human cognition
may lead to better-performing content-based multime-
dia information retrieval systems for two reasons: First,
the human mind viewed by cognitive psychologists as
a general-purpose symbol-processing system that inter-
acts with the world, is analogous to a multimedia in-
formation retrieval system that interacts with different
users. The human mind is extremely good at this and
is undoubtably the best-performing example of an “in-
formation retrieval” system in this sense. Secondly, by
emulating human perception in multimedia databases
one might automatically get an information retrieval
system that is better suited to capture and understand
the goals, expectations, emotional state and other cog-
nitive processes in the mind of the user during query for-
mulation. Expressing the user’s information need in a
machine-understandable way is exactly what query for-
mulation in multimedia databases is all about!

An information retrieval model can be regarded as the
cognitive framework for an information retrieval system:
It describes how different cognitive theories are related
to each other. In other words, an information retrieval
model describes how the mind of the information re-
trieval system works and interacts with different users.
An extensible multimedia DBMS, the Mirror DBMS, pro-
vides us with the information retrieval structures needed
for concept and image representation and an operation
for probabilistic inference on these structures, which al-
lows us to retrieve earlier stored concept and image rep-
resentations from memory. With this functionality we
have implemented an image retrieval system inspired by
cognitive theories.

Before images can be represented in a machine-under-
standable way, we need to extract information from the
image signal. Marr’s theory of perception suggests that
vision involves a series of representations providing in-
creasingly detailed information about the visual envi-
ronment. We approximate Marr’s theory in the follow-
ing way: First we use a simple grid segmentation algo-
rithm to segment the images, then we apply multiple
feature extraction techniques on each segment to obtain
multiple representations of each segment. The resulting
feature vectors are grouped using an unsupervised clus-
tering algorithm. Each image in the document collec-
tion is represented as a set of these clusters and stored
in the Mirror DBMS in a so-called DOCREP structure.
We use an automatically constructed co-occurrence the-
saurus (on a partially annotated image collection) to
map (text) concepts to image clusters. This thesaurus
can be regarded as an partial implementation of Paivio’s
dual coding theory, a cognitive theory describing how
we represent imagery in our mind. Furthermore, it al-
lows the system to select feature clusters (and models)



without explicit user-interaction; it assists in the query
formulation process. Since the thesaurus is defined in
the same information retrieval structures as the docu-
ment collection, we can search the thesaurus or concept
representation space using the same probabilistic infer-
ence technique that we use to search in the document
collection: The retrieved concept representations or im-
age clusters provide the query terms for a content-based
search in the image representation or document collec-
tion space. The result of this search is a list of relevant
images, ready to be shown to the user.

The concept and image representations stored in the
thesaurus and image collection is imprecise and incom-
plete at first and changes over time as the goals of the
user change, therefore user-interaction is necessary: Rel-
evance feedback from the user is used to improve the
initial query formulated by the thesaurus and could be
used by a continuous learner to update its inductive bias,
encapsulated in the thesaurus, and the document col-
lection itself to improve the system across sessions. In
Bayesian inference models this implies document collec-
tion and concept thesauri modification, but this has not
been implemented yet.

The image retrieval system has not been evaluated against
large, partially annotated image collections; but, most
components in figure 3 have been implemented and the
extra domain knowledge in the thesaurus is certainly
better than random selection of feature clusters. Rele-
vance feedback on the retrieved image set shows signif-
icant improvements on most queries, so we can expect
good results if the thesaurus and image collection infer-
ence networks can be modified.

Future work

Many improvements can be made to both the design and
implementation of the system. First of all, the cognitive
framework must be made more robust and scalable to
larger, multi-user environments: Empirical results show
that the simple association thesaurus does not scale to
larger annotated image collections due to computational
complexity of the current co-occurrence calculation al-
gorithm. Furthermore, an implementation of the contin-
uous learner, which has shown significant improvements
in FourEyes, is needed to improve the system’s perfor-
mance not only within but also across sessions.

Other interesting future work concerns the combination
of evidence from multiple modalities. Having multiple
modalities could reduce the overall uncertainty in the
formulated query and increase recall and precision in
probabilistic multimedia information retrieval systems:
If humans do not recognize an object by its visual ap-
pearance we can often identify it by using (one or more
of} our other sensory input organs although most of the
time we are probably not even aware of this.

We also need to do usability studies: Evaluation of the
system against larger annotated image collections, test-
ing the effect of a changing system on users and investi-
gating the effects of different granularities of annotation
on retrieval performance for different users are required
before stronger assumptions about the current system
and its underlying cognitive framework can be made.

Finally, we are looking at ways to integrate the cognitive
model underlying our multimedia information retrieval
system with intelligent user interfaces since they com-
plement and are also likely to influence each other.
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