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Abstract. In Bradshaw & Mason (2003) we carried out a hydrodynamic simulation of a cooling solar loop and investigated
the nonequilibrium response of the population of C VII ions to the changing conditions in the plasma. We also compared
equilibrium and nonequilibrium calculations of the total plasma emissivity. In this paper we present two simulations of a solar
loop subject to a transient heating process delivering energy on the nanoflare scale at its apex. One simulation treats the ion
populations and the energy radiated from the loop plasma entirely as though the system were in equilibrium and the other
simulation performs a full nonequilibrium treatment by coupling the time-dependent ion populations to the hydrodynamic
equations through the radiative energy loss. Our radiative model accounts for the 15 most abundant elements of the solar
atmosphere including C, O, Ne, Mg, Si and Fe.
We find some pronounced differences between the populations of certain transition region ions and the corresponding plasma
emissivity curves in the equilibrium and nonequilibrium simulations. Though the apex heating event is relatively weak in
comparison to energy released on the microflare and flare scales, nonetheless a significant amount of energy reaches the loop
footpoint region to heat the plasma there and we find a nonequilibrium spike in emissivity. However, more surprisingly we find
considerable differences between some of the coronal ions in the equilibrium and nonequilibrium simulations, with important
consequences for the plasma emissivity curves. In particular, we find that the total plasma emissivity calculated assuming
equilibrium conditions is up to a factor of 5 lower than the nonequilibrium emissivity and this is due almost entirely to the
response of the coronal Fe ions.
Finally, we suggest possible observational signatures of nonequilibrium ionisation and ways in which one might identify it. This
is important because an invalid assumption of equilibrium ion populations may well lead one to incorrect conclusions about the
properties of the plasma in both a broad-band and narrow-band/emission line based analysis.
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1. Introduction

In our previous work (Bradshaw & Mason 2003, hereafter re-
ferred to as BM) we introduced a hydrodynamic model of a
cooling solar loop with a fully time-dependent treatment of
the ion populations and the radiative energy loss from the loop
plasma. We focused upon the population of C VII in our anal-
ysis for two reasons: (a) because it nicely emphasises the ef-
fect we wish to draw attention to and (b) because of the con-
sequences the nonequilibrium effect on C VII has for the more
weakly ionised states of C that are very important transition re-
gion emitters. We also showed a comparison between the total
plasma emissivity (erg cm−3 s−1) calculated under conditions
of equilibrium and nonequilibrium. We found that the transi-
tion region emission is greatly reduced under nonequilibrium
conditions as the loop plasma cools.
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We now turn our attention to the case of a heated loop and in
particular we consider the case of a loop undergoing a transient
heating process with energy delivered at its apex. One might
envisage, for example, heating via reconnection with an overly-
ing arcade of loops. However, we are not so concerned with the
nature of the heating and its potential significance for the on-
going coronal heating debate, as we are with investigating the
effect of a dynamic heating episode upon the ion populations
of the loop plasma and consequently upon the total amount of
energy radiated.

There are several precedents for carrying out this kind of
work, which have highlighted the importance of considering
the effects of nonequilibrium ionisation for the purposes of
plasma diagnostics and theoretical modelling. A number of au-
thors have carried out studies into the effects that a steady state
flow can have on the ion populations. Dupree et al. (1979) in-
vestigated the effect of a flow on the ionisation state of plasma
in the transition region and showed that the large temperature
gradient combined with the flow can result in a departure from
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ionisation equilibrium as the ions are carried into regions with
temperatures different from their temperatures of peak abun-
dance. Borrini & Noci (1982) investigated the ionisation con-
ditions in coronal loops in the temperature range 0.2−2 MK
and showed that considerable deviations from equilibrium ion-
isation can occur in loops of average or low intensity (or den-
sity) and characterised by high speed flows. This was reported
to be especially true for cool loops, despite having somewhat
lower velocities, because they were found to have larger (neg-
ative) density and temperature gradients than hot loops. Noci
et al. (1989) calculated the number densities of carbon ions for
a selection of loop models and found evidence of nonequilib-
rium ionisation effects for velocities of only a few km s−1 at the
loop top and a factor of 10 less at the base, with densities in the
range 108 to 1010 cm−3. These results are in close agreement
with those of BM under very similar conditions.

Spadaro et al. (1990) extended the work of Noci et al. by
calculating the emissivity of the ions of carbon and oxygen for
a set of coronal loop models, with and without the assump-
tion of ionisation equilibrium, finding considerable differences
between the radiative loss functions (Λ(T )) in each case and
used the nonequilibrium radiative loss function to solve again
the steady state flow equations of the loop models. They con-
cluded that nonequilibrium ionisation induced by plasma flows
in coronal loops can strongly alter the radiative loss function
and found that for upflowing plasma (i.e. flowing up the tem-
perature gradient) the radiative loss rate is enhanced. For down-
flowing plasma they found that the radiative losses are sup-
pressed, another result in agreement with BM (cf. Figs. 7 & 9
of BM).

Other authors have investigated the response of an ion pop-
ulation to a strong heating event in time-dependent hydrody-
namic models. The work of MacNeice et al. (1984) in calcu-
lating the departure from equilibrium of calcium ions during
a solar flare is discussed in BM, as are the more recent pa-
pers of Erdélyi et al. (1998), Erdélyi & Sarro (1999) and Sarro
et al. (1999) describing their work on UV transition region tran-
sients (microflares, explosive events or blinkers) and the red-
shift/blue-shift problem of transition region flows.

There have also been a number of studies to determine
the effects that nonequilibrium ion populations might have on
the information derived from observables. In particular, plasma
properties such as temperature, density and emission measure,
commonly calculated using the techniques of spectroscopic di-
agnostics (see Mason & Monsignori Fossi 1994, for a review)
applied to spectral lines observed by the CDS and SUMER
instruments onboard the SOHO satellite, are heavily depen-
dent upon the relative populations of the emitting ions (see
also Sarro et al. 1999). Teriaca et al. (1999a,b) have considered
nonequilibrium ionisation as a means to explain the nature of
the emission spectrum associated with the red-shift/blue-shift
problem mentioned above. They explore the possibility that a
nanoflare occuring at the O VI formation temperature can ex-
plain the observed red-shift of transition region lines and the
blue-shift of high transition region/low coronal lines. By con-
verting the temporal evolution of the thermodynamic state of
the loop plasma into line profiles in nonequilibrium ionisation

they were able to derive magnitudes for the red and blue shifts
in reasonable agreement with observations.

Doschek & Tanaka (1987) considered the effects of a tran-
siently ionising solar flare plasma on the X-ray spectrum of
iron. They found some evidence of transient ionisation in flare
spectra obtained from the SOX 1 spectrometer on the Japanese
Hinotori spacecraft and considered the importance of transient
effects in deriving information from the upflowing plasma asso-
ciated with chromospheric evaporation. Edgar & Esser (2000)
have examined the accuracy of a common first ionisation poten-
tial (FIP) effect diagnostic, the ratio of Ne VI to Mg VI lines
in the transition region, subject to a number of simple flows.
By calculating spectral line ratios they demonstrate that in ad-
dition to temperature dependence, nonequilibrium effects must
be taken account of for each line ratio used in the diagnostic.

There are compelling reasons to consider nonequilibrium
ion populations for a variety of solar phenomena in terms
of both observational and theoretical work. Furthermore, one
should also consider the implications that a nonequilibrium ion
population has for the energy balance of solar loop plasma via
radiative emission, given that the energy balance provides a vi-
tal characteristic through which we hope to derive much infor-
mation and an understanding of the nature of solar loops. For
example, the popular scaling laws of Serio et al. (1981) were
derived through the assumption that radiative emission can be
taken to be in equilibrium.

The current paper is divided into 4 sections. In Sect. 2 we
describe the hydrodynamic and radiative models, and give de-
tails about the simulations that were performed. In Sect. 3 we
present the results from the simulations and discuss them. In
Sect. 4 we present our conclusions and plans for future work.

2. Hydrodynamic and optically thin radiative

modelling

We used the same hydrodynamic code as in BM to perform
the simulations described in this paper with two important de-
velopments. Following the work of Betta et al. (1997), Reale
et al. (2000) and the earlier work of MacNeice (1986), who
demonstrate the importance of adequately resolving the tran-
sition region when attempting to accurately model the plasma
dynamics, we introduce an adaptive regridding scheme into our
code in order to ensure that the steep transition region gradients
are correctly resolved. Failure to achieve adequate spatial res-
olution in the transition region results in an underestimation of
the gradients and consequently the incorrect calculation of the
conductive flux from the corona into the chromosphere.

In BM the transition region moved away from the high res-
olution regions of the fixed grid (where it was well resolved
at t = 0) as the loop cooled and it became under resolved
at later times. However, given that the effect of under reso-
lution is to underestimate the magnitude of the gradients in-
volved then the actual effect of nonequilibrium ionisation in
the transition region especially, should be even more signif-
icant than we demonstrated. The adaptive regridding scheme
developed for our hydrodynamic code is based upon that de-
scribed by Betta et al. but generalised to the case of asymmet-
ric loop evolution as in Reale et al. We find that this scheme
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is extremely effective in resolving the transition region as it
moves rapidly towards the loop base and we are able to satisfy
the dual requirements of minimising the cell-to-cell variation
in the physical variables T , P and n (temperature, pressure and
number density, respectively) and minimising the variation in
cell width in order to preserve the order of the spatial deriva-
tives. In Appendix A we present an analysis of the suitability
of our code to hydrodynamic problems of the kind we are in-
terested in. This is achieved through a series of tests designed
to assess its stability and accuracy.

The solution of the time-dependent ionisation balance
equations coupled to the time-dependent hydrodynamic equa-
tions for a realistic model solar atmosphere represents a ma-
jor computational challenge. We include 144 ions in our model
and so the total number of equations to be solved in each cell
of the computational grid is 147 (144 plus the three hydro-
dynamic equations). Typically there are around 700 grid cells
per time step in our simulations and therefore a total of just
over 100 000 equations to be integrated. The method of inte-
gration we use is 2nd order accurate in time and so in actuality
over 200 000 equations are solved to advance the solution by
a single time-step. Due to the relatively small time-scales that
can be encountered during impulsive heating events and the
correspondingly small time-steps required for numerical sta-
bility, the hydrodynamic code has been parallelised using the
MPI system and a worthwhile speed increase for the program-
ming effort involved was obtained.

We construct our initial grid in exactly the same way as de-
scribed in BM and in fact our initial atmosphere in the present
work has almost identical properties. In summary: we adopt
a curvilinear coordinate system where s is the position along
the loop in the direction of the magnetic field and we set
T = 20 000 K at s = 1500 km. We set the conductive flux
at s = 1500 km to zero and integrate the hydrostatic equations
between s = 1500 km and the loop apex at s = 40 000 km in
order to derive the temperature and pressure profiles. We ob-
tain a peak temperature at the loop apex of about 1.5 MK. An
isothermal chromospheric layer at T = 20 000 K is added to the
loop between s = 0 and s = 1500 km by solving the hydrostatic
pressure equation for constant T . The profiles are then mirrored
about the loop apex under the assumption of apex symmetry
(hence the conductive flux is also zero at the apex) to derive
the profiles between s = 0 and s = 80 000 km (the total length
of the loop). We achieve the desired spatial resolution at t = 0
by limiting the step-by-step fractional variation in the physi-
cal quantities T , P and n to a maximum of 0.1. The coronal
resolution is on the order of 100 km and the transition region
resolution is on the order of 100 m.

When the initial static equilibrium atmosphere has been
calculated the characteristic variables of temperature and pres-
sure, defined at the cell edges, are converted into the conserved
variables of mass density, momentum density (zero at t = 0)
and internal energy density, which are then interpolated back
onto the initial non-uniform grid in the cell centres. As a re-
sult of this process there is no longer a perfect balance of the
forces and energy fluxes. Therefore, we adopt the approach
of Klimchuk et al. (1987) by treating these imperfections as
small amplitude perturbations and allow them to evolve. They

merely comprise background numerical noise on the order
of 100 m s−1 and less, several orders of magnitude smaller
than the sound speed, and consequently have no effect upon
the evolution of the plasma when it is held in equilibrium (see
Appendix A). For the case considered in the current paper these
perturbations quickly become swamped by the large scale flows
that develop as a result of the apex heating.

We solve the one dimensional, conservative form of the hy-
drodynamic equations in curvilinear coordinates (taken along
the loop in the direction of the magnetic field):

∂ρ

∂t
+
∂

∂s
(ρv) = 0, (1)

∂

∂t
(ρv) +

∂

∂s

(

ρv2
)

= ρg‖ −
∂P

∂s
, (2)

∂E

∂t
+
∂

∂s
[(E + P) v] = ρvg‖ +

∂

∂s

(

κT 5/2 ∂T

∂s

)

(3)

+EH (s, t) − ER (s, t) ,

E =
1
2
ρv2 +

3
2

kBnT, (4)

P = 2kBnT. (5)

Here ρ, v, P and T are the mass density, bulk velocity, total
pressure and temperature, respectively; g‖ is the gravitational
acceleration parallel to the magnetic field; kB is the Boltzman
constant; κ is the Spitzer coefficient of thermal conductivity and
has a value of 9.2× 10−7 ergs cm−1 s−1 K−

7
2 ; EH is the volumet-

ric heating rate; and ER is the energy loss rate due to radia-
tion. Note that ER is now a function of s and t and accounts
for departures from ionisation equilibrium of the population of
emitting ions.

The volumetric heating rate adopts the following form:

EH = EHbg + EH0 exp

(

−
|s − s0|

sH

)

sin

(

π
t − t0

τH

)

· (6)

Here EHbg and EH0 are the background heat input required to
maintain the initial atmosphere and the maximum transient heat
input. The exponential term describes the spatial distribution
of heat, where s0 and sH are the location of maximum heat-
ing and the heating scale length (or e-folding length). The si-
nusoidal term describes the transient behaviour of the heating
pulse, where t0 and τH are the onset time and the period (i.e.
the time taken for it to rise, reach its maximum and decay).

The hydrodynamic equations are solved using the same
boundary conditions described in BM and commonly adopted
by other authors (Klimchuk et al. 1987; Spadaro et al. 2002,
2003).

We perform two simulations, beginning with our initial
loop atmosphere and perturbing it using the following values
for the parameters of the heating function:

EHbg = 2.4 × 10−4 erg cm−3 s−1, EH0 = 0.1 erg cm−3 s−1,
s0 = 4 × 109 cm, sH = 1 × 108 cm, t0 = 0 s, τH = 30 s.

The above parameter values describe a heating pulse deliv-
ered symmetrically about the loop apex, with a maximum heat



1130 S. J. Bradshaw and H. E. Mason: The radiative response of solar plasma

input of 0.1 erg cm−3 s−1, a spatial scale of 108 cm (1000 km)
and a period of 30 s. Only one pulse is delivered to the loop
in each simulation and so only constant background heating
remains after 30 s.

The amount of heat delivered to the loop by the pulse is
about 108 erg cm−2. The properties of the pulse are therefore
very similar in terms of spatial and temporal characteristics,
and the total energy delivered, to the properties of the typical
nanoflare model described by Parker (1988). However, we em-
phasise again that we are not so concerned with the nature of
the heating as we are with investigating the effect of a dynamic
heating episode upon the ion populations of the loop plasma
and consequently upon the total amount of energy radiated.
One may easily infer from the details of our simulations, the
characteristic properties of our loop plasma and from our re-
sults the likely significance of nonequilibrium ionisation and
radiative emission for their own observations and theoretical
models. Our aim is to present a physically reasonable scenario
and to pursue its consequences.

The one and only difference between the two simulations
is that one of them assumes the ion populations and the ra-
diative losses remain in equilibrium (hereafter referred to as
simulation A) and the other performs a fully time-dependent
treatment of the ion populations and the radiative losses (here-
after referred to as simulation B). The equilibrium ion bal-
ances are calculated using the same ionisation and recombi-
nation rates as those used in the time-dependent ion balance
equation. We adopt the rates of Mazzotta et al. (1998) calcu-
lated as functions of temperature in the low density limit and
valid in the present case because of the relatively narrow range
of densities (108 to 1010 cm−3) encountered during the simu-
lations. There has been some renewed interest recently in the
density dependence of dielectronic recombination (Del-Zanna
& Mason 2003), which can be shown to have a significant effect
upon both the temperature of peak ion abundance and the mag-
nitude of the peak abundance itself. The elemental abundances
are those due to Feldman (1992) with a high coronal metallicity
to take account of the FIP effect. The ion emissivities (the sum
of the emission from each individual line of the ion) are calcu-
lated using the latest version of the CHIANTI atomic database
(Young et al. 2003) as a function of temperature and density.

We assume that the fifteen most abundant elements of the
solar atmosphere are sufficient by themselves to provide a
physically reasonable and accurate calculation of the total ra-
diative energy loss. Our radiative model incorporates every ion
of these elements for which CHIANTI contains emissivity data,
providing excellent ion coverage. The only potentially impor-
tant ions missing from CHIANTI are those of neutral carbon
and oxygen, which emit strongly at temperatures below those
characteristic of our present work. Moreover our simulations
do not reach temperatures hot enough to necessitate the inclu-
sion of continuum emission, although a suitable (albeit equilib-
rium) treatment is also available from CHIANTI.

Thus, we calculate the emissivity for a single element (Y)
in every grid cell as follows:

ΛY = 0.83 × Ab(Y) ×
Z+1
∑

i=1

Yi × εi. (7)

Fig. 1. Time series of the temperature, velocity, pressure and density
at: 0 s (solid line), 5 s (dotted), 10 s (dashed), 15 s (dash-dot), 20 s
(dash-dot-dot-dot). The flow velocity is always taken to be positive
when it is in the direction of increasing curvilinear coordinate and this
applies to all subsequent plots in which the velocity is included.

ΛY is measured in units of erg cm3 s−1; 0.83 is the pro-
ton/electron ratio; Ab(Y) is the abundance of element Y rela-
tive to hydrogen; the summation term is expressed assuming
spectroscopic notation, where Yi=1 is neutral Y (or YI), and
sums the product of the ion population fraction (Yi) and the
total line emission (εi) for each ion; Z is the atomic number of
the element.

For simulation A the values of Yi are obtained by interpola-
tion from a table of pre-calculated equilibrium values. For sim-
ulation B the values of Yi are obtained by solving the following
time-dependent ion balance equation for each ion:

∂Yi

∂t
+
∂

∂s
(Yiv) = n (Ii−1Yi−1 + RiYi+1 − IiYi − Ri−1Yi) . (8)

Yi denotes the fractional population (normalised to 1) of ion
stage i of element Y; the coefficients Ii and Ri are the ionisation
and recombination rates from/to ion stage i; n is the number
density. The initial (t = 0) values of Yi are obtained from the
pre-calculated table of equilibrium values (see Fig. 3 of BM
for an equilibrium ionisation balance of carbon). Therefore, by
using these methods we are able to calculate the equilibrium
and the nonequilibrium ion populations for all of the elements
in every grid cell.

The total emissivity in every grid cell is then calculated by
simply summing each of the ΛY for the elements included in
the radiative model. The total radiative energy loss as a func-
tion of position (and therefore temperature) along the loop is
then ER = n2Λ(T (s)) in the case of simulation A and ER =

n2Λ(T (s), t) in the case of simulation B.

3. Discussion of theoretical results

At t = 0 the heating pulse is switched on and there follows a
very rapid and localised increase in the temperature and pres-
sure of the loop about its apex. Figure 1 shows the evolution of
the thermodynamic variables from footpoint to footpoint along
the loop during the first 20 s of the pulse for simulation B.
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Fig. 2. Time series of the temperature, velocity, pressure and density
at: 30 s (solid line), 45 s (dotted), 60 s (dashed), 90 s (dash-dot), 120 s
(dash-dot-dot-dot).

Figure 2 plots their evolution from 30 s (after all of the energy
from the heating pulse has been delivered) up to 120 s.

The temperature increases from approximately 1.5 MK
to almost 3 MK at the loop apex in the first 20 s. At the
same time the coronal pressure reaches a new maximum of
about 0.35 dyne cm−2 at the apex from an initial (t = 0) value
of 0.19 dyne cm−2. The steep rise in apex temperature creates
conduction fronts that propagate towards the footpoints. The
pressure gradients that develop as a result of the new pres-
sure maximum at the apex drive flows and pressure waves to-
wards the footpoints. The flow velocity reaches a peak value
of 20 km s−1 after the first 30 s of loop evolution. The flows do
not carry much mass away with them as shown in Fig. 1 by the
almost imperceptible decrease in density at the apex.

There are no discernible differences between the thermody-
namic profiles of simulations A and B during the 30 s heating
pulse because the magnitude of the heat input, which reaches
a peak on the order of 0.1 erg cm−3 s−1 at 15 s, is much larger
overall than the magnitude of the radiative energy losses, which
are on the order of 10−5 erg cm−3 s−1. The thermodynamics of
the loop in both simulations are initially dominated by heating
and by the thermal conduction arising as a result of the steep
gradients on either side of the apex temperature maximum. The
amount of energy transported away by the flows that develop
symmetrically about the apex is an order of magnitude less than
the heat input and thermal conduction.

However, by taking account of departures from equilibrium
of the emitting ion population we will see that the characteristic
emissivity profile in the apex region is significantly different to
that which would be found for an equilibrium ion population.
In fact, the radiative energy loss in simulation B is about a fac-
tor of 5 greater than in simulation A in the apex region (Fig. 8
and also Sect. 3.3). This is significant because it will affect the
evolution of the loop after the heating event as it cools and
the temperature gradients associated with the conduction fronts
propagate away from the apex region. Clearly an even stronger
heating event such as an X class flare would cause the plasma
to reach even higher temperatures, with potentially larger

Fig. 3. Time series of the temperature, velocity, pressure and density in
the footpoint region for simulation A (left column) and simulation B
(right column) at: 30 s (solid line), 45 s (dotted), 60 s (dashed), 90 s
(dash-dot), 120 s (dash-dot-dot-dot).

departures from equilibrium of the ion populations than are
evident here, and the observed flare cooling curve (the rate of
change of temperature with respect to time as the plasma cools)
could only be explained by nonequilibrium radiative cooling.

Furthermore, the coronal emission is dominated by Fe
and a broadband instrument designed to detect emission
from Fe across a wide range of temperatures might easily miss
a heating event such as the one described in the current work,
because the emission remains almost constant (Fig. 9), despite
the factor of 2 increase in temperature. This is obviously of
relevance when one is searching for evidence of small-scale
heating events such as nanoflares as it seems unlikely that a
broadband instrument would have sufficient temperature dis-
crimination to identify them.

After 30 s the apex plasma begins to cool from its new max-
imum and the conduction fronts continue to heat the plasma
lower down as they travel towards the chromosphere. Figure 3
plots the evolution of the footpoint plasma from 30 s to 120 s.
Since the simulation produces results that are symmetric about
the apex we choose the left-hand footpoint for all subsequent
footpoint analysis.
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For the first 45 s there are no changes in the thermodynamic
variables in Fig. 3 because the coronal disturbances that arise
due to the heating pulse haven’t yet reached the footpoints.
There are some tiny fluctuations in the velocity profile (on the
order of 50 m s−1), but clearly these have absolutely no influ-
ence upon the evolution of the plasma. Indeed, the ability of the
hydrodynamic code to hold the footpoint region of the loop in
its initial static equilibrium configuration is a good indication
of the stability of the code and its accuracy in resolving the
large gradients and the large changes in gradient of the thermo-
dynamic variables in the transition region (see Appendix A).

After 60 s we see in Fig. 3 that the conduction front reaches
the upper transition region and begins to heat it. During the next
minute the transition region moves further down the loop as
chromospheric material is heated to transition region tempera-
tures. The pressure of the region through which the transition
region moves increases and its density decreases. The material
from this region is pushed deeper into the chromosphere and
we see a slight increase in the density lower down. We expect
that a larger scale version of this effect accounts for the flashes
that are observed during flares as a result of the compression of
chromospheric material.

By comparing the velocity profiles in Fig. 3 it is evident
that at 30 s, 45 s and 60 s they are in close agreement in the
chromosphere/lower transition region in simulations A and B.
However, at 90 s and 120 s there are some interesting differ-
ences that must arise due to the ways in which the radiative
emission is handled. At 90 s the plasma velocity above 1500 km
in simulation A is about a factor of two smaller towards the
footpoint than in simulation B. Therefore, the downflows along
the steep transition region gradients are larger in simulation B
and though their magnitude is only about 4 km s−1 this should
still be sufficient to transport a substantial amount of plasma be-
tween regions of considerable variation in temperature during
the characteristic lifetimes of the important ions at those tem-
peratures. Indeed, this is a feasible explanation for the nonequi-
librium enhancement of C IV at 90 s in Fig. 5 and discussed in
Sect. 3.1.

At 120 s we see in Fig. 3 that the velocity has become posi-
tive above 2600 km in simulation A and therefore the plasma is
flowing towards the apex of the loop. In simulation B the veloc-
ity turns positive above 3000 km. The upwards directed veloc-
ities correspond to the ablation of lower-transition region and
eventually chromospheric material as it is heated by the con-
duction fronts in exactly the same way as is predicted to hap-
pen in flares, though it occurs on a somewhat smaller scale in
the simulations presented here and results in only a very slight
density enhancement. The ablation is predicted to start sooner
in simulation A than in simulation B and it reaches higher over-
all velocities in simulation A.

Another interesting point concerning this relatively small-
scale ablation of material is that due to the conservation of mo-
mentum there must be an oppositely directed flow towards the
footpoints and this is seen to be the case in Fig. 3 at 120 s.
The cross-over point in the flow velocity from negative to pos-
itive is in the right temperature region to explain the com-
monly observed red-shifts in lower transition region emission
lines and blue-shifts in upper transition region and coronal

Fig. 4. Time series of the temperature, velocity, pressure and density
at: 12 min (solid line), 15 min (dotted), 20 min (dashed), 25 min (dash-
dot), 30 min (dash-dot-dot-dot).

emission lines. Teriaca & Doyle (2001) found red-shifts of 8.5,
6.1 and 1.7 km s−1 in spectral lines from C III, C IV and O V,
and blue-shifts of 1.8, 3.9 and 10.7 km s−1 in spectral lines
from O VI, Ne VII and Ne VIII respectively and suggested that
the occurence of a nanoflare at T > 6 × 105 K might explain
their results. The velocity values in Fig. 3 at 120 s in the foot-
point region agree quite well with the lower range of Teriaca
and Doyle’s velocities, thus supporting the idea of a heating
event at nanoflare energies giving rise to line shifts of the ob-
served magnitude. However, the simulations show that the op-
positely directed flows can arise as a result of the ablation of
material and the conservation of momentum, and the nanoflare
need not occur at transition region temperatures, which sup-
ports the theory of Parker (1988) that nanoflares occur in the
corona. Therefore, red-shifts and blue-shifts can be explained
as a natural consequence of a spatially localised and transient
heating event, such as a nanoflare, occuring in the corona.

Figures 2 and 3 show that at around 120 s the pressure wave
associated with the flow has been reflected from the transition
region/chromosphereboundary, due to the large changes in gra-
dient encountered, and propagates back towards the loop apex.
At subsequent times the pressure wave is reflected back and
forth between the apex and footpoint, gradually decaying as
the flow velocities are reduced and the loop returns to its initial
equilibrium configuration.

After half an hour of evolution from the onset of the heat-
ing pulse Fig. 4 shows that the loop has more or less re-
turned to its t = 0 equilibrium configuration. There are no sig-
nificant changes in the thermodynamic variables between 12
and 30 min, and the velocity profile decays from peak values
of about 3 km s−1 at s = 2 × 109 cm to negligible values in the
corona and values on the order of 0.1 km s−1 in the upper tran-
sition region at s ≈ 5× 108 cm. The ability of the hydrocode to
recover the initial equilibrium is another good indication of its
stability and accuracy.

We have described the morphology of the loop plasma in
terms of the thermodynamic variables: temperature, pressure,
density and velocity, in response to the heating pulse located
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Table 1. Temperatures of peak abundance for the selected transition
region ions.

Ion Log10 Tpeak

C IV 5.0

O V 5.4

Ne VIII 5.8

Mg IX 6.0

at the apex. Figures 1 through 4 show the spatial and temporal
evolution of the loop plasma from footpoint to footpoint, and
enlarged views of the left-hand footpoint alone. We now turn
our attention to the populations of some important transition re-
gion and coronal ions, and consider the ways in which nonequi-
librium processes affect their relative abundances and conse-
quently the total amount of energy radiated by the plasma.

3.1. Transition region ion populations

The transition region ions we have chosen to highlight the
effects of nonequilibrium ionisation are C IV, O V, Ne VIII
and Mg IX. The temperatures of peak abundance (in equilib-
rium) of these ions are given in Table 1. The choice of these
ions is not arbitrary, rather, they have been selected because
they emit important spectral lines that are used in spectroscopic
diagnostics to calculate plasma temperatures, densities and line
shifts.

Sarro et al. (1999) and Teriaca et al. (1999a,b) red-shifted
component of observed transition region flows. They simulated
an explosive event located at a loop footpoint and calculated
the magnitude of the red-shift in the C IV line profiles in an
attempt to explain the presence of such flows. Observational
tests for nonequilibrium ionisation due to flows in the transi-
tion region have been suggested by Spadaro et al. (1994a,b)
using the temperature sensitive line ratios of C IV [1548/312]
and O V [629/172]. O V also emits lines that are used by the
SUMER instrument onboard SOHO for density diagnostics.

O’Shea et al. (2001) have studied active region oscilla-
tions using high cadence observations of lines emitted by O V
and Mg IX. They find a persistent 5 min oscillation present in
all lines as evidence of wave activity in the transition region.
Mg IX is also useful for density diagnostics and in particu-
lar the Mg IX 368 Å line of the CDS (NIS) instrument on-
board SOHO has been used extensively to study coronal holes
(Mason & Monsignori Fossi 1994). Strong similarities exist be-
tween images seen in the TRACE 173 Å filter and CDS obser-
vations in Mg IX, confirming that the lines detected by each
instrument at these wavelengths are emitted over the same tem-
perature range (Del-Zanna & Mason 2003). Therefore, these
are extremely useful wavelengths to use when attempting to
correlate features present in CDS observations with those in
the higher resolution TRACE images.

Ne VIII is used by the SUMER instrument to measure line-
shifts and thus derive line-of-sight flow velocities. However,
the theoretical and observed intensities of the line emission
do not agree for this ion. The disparity between theory and

Fig. 5. Time series of the C IV, O V, Ne VIII and Mg IX population
fractions for simulation A (left column) and simulation B (right col-
umn) at: 30 s (solid line), 45 s (dotted), 60 s (dashed), 90 s (dash-dot),
120 s (dash-dot-dot-dot).

observation can be as much as a factor of 2–3 and is proba-
bly due to incorrect values for the ion populations (Del-Zanna,
private communication 2003). Ne VIII is one of the problem-
atical Li-like ions for which a consideration of the density
dependence of dielectronic recombination is likely to be impor-
tant when calculating ionisation balances (Raymond, private
communication 2001). Accounting for nonequilibrium ionisa-
tion might also conceivably help to bring theory into closer
agreement with observation. Teriaca et al. (1999b) perform
nonequilibrium ionisation calculations for Ne VIII to investi-
gate the blue-shifted component of the transition region flows
they study.

Figure 5 shows the population fractions of the four ions dis-
cussed above for simulations A and B between 30 s and 120 s
as they respond to the conduction front reaching the transition
region and the chromosphere. The most notable difference be-
tween the C IV profiles of simulations A and B is the signif-
icant enhancement in the population of C IV at 90 s followed
by a reduction of similar magnitude at 120 s in simulation B,
as the ionisation front moves with the transition region down
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the loop. We discussed above the likely possibility that this en-
hancement in C IV is due to the presence of downflows carry-
ing persistent C IV ions into regions of temperature lower than
their typical formation temperature. The O V profiles do not
exhibit significant differences between simulations A and B.
There is a slight enhancement followed by a decrease in the
O V population fraction in simulation B over that of simula-
tion A, which becomes slightly more pronounced at later times
than those shown in Fig. 5, though overall the differences are
not as striking as those evident in the C IV profiles.

Ne VIII and Mg IX also exhibit the trend of enhanced ion
populations in nonequilibrium ionisation. Figure 5 shows the
population of Ne VIII and Mg IX from the footpoint region
to about a quarter of the way along the loop. This covers the
transition region and the lower part of the coronal segment.

At 30 s the conduction front has not quite reached the re-
gion of peak Ne VIII and Mg IX abundance and therefore the
population maxima of both ions retain their magnitudes and po-
sitions. However, we do see a reduction in the ion populations
on the right-hand wing of the curves at 30 s in simulation A
(compared with simulation B) because the ions are assumed to
respond immediately to the increase in temperature. In simula-
tion B the curves at 60 s are still very close to the curves at 30 s
because the finite amount of time the ions take to respond to
the increase in temperature is accounted for.

Between 90 s and 120 s the populations of Ne VIII
and Mg IX are considerably reduced on the right-hand wing of
the curves in simulation A compared with simulation B, with
differences of up to a factor 3. In addition, the magnitudes of
the population maxima in simulation B increase as they move
lower down the loop. This is due to the finite response time of
the ions to the increase in temperature and a contribution from
the enhanced overlying ion populations via transport processes.
Overall in simulation B the population of Ne VIII and Mg IX
are everywhere enhanced in comparison with simulation A.

This enhancement in ion populations when they are calcu-
lated in nonequilibrium ionisation is a feature of similar work
and provides a means to explain the increase in emission com-
monly observed as a consequence of an explosive event. If the
heating pulse occured closer to the footpoint and/or the magni-
tude of the energy delivered was larger then one would expect
this effect to be considerably more pronounced, particularly the
initial enhancement in the ion populations. Sarro et al. model
strong heating events at a loop footpoint and calculate almost a
factor of 2 increase in the population of C IV in the nonequi-
librium case compared with an equilibrium calculation.

At later times in our simulations the nonequilibrium pop-
ulations of C IV and O V are considerably reduced, by up to
factors of 2 for C IV and 1.5 for O V, from the correspond-
ing equilibrium populations. This is significant and our previ-
ous work in BM suggests it is the persistent higher ionisation
stages that dominate in the transition region as the loop gradu-
ally cools and returns to its initial equilibrium state. Therefore,
after a strong heating event one might find a surprisingly large
population of higher ionisation stages present in the footpoint
region that can only be explained by a nonequilibrium treat-
ment of the ion populations.

Table 2. Temperatures of peak abundance for the selected coronal
ions.

Ion Log10 Tpeak

Fe IX 5.8

Fe X 6.0

Fe XII 6.1

Si XII 6.3

After about 10 min of loop evolution the population frac-
tions of O V, Ne VIII and Mg IX are in close agreement be-
tween simulations A and B, and thereafter their nonequilib-
rium evolution follows their equilibrium evolution. After half
an hour of loop evolution the populations of O V, Ne VIII
and Mg IX in both simulations return to their initial equi-
librium values. C IV, on the other hand, exhibits a nonequi-
librium population reduced by a factor of about 1.3 from its
corresponding equilibrium population, suggesting that higher
ionisation stages of low charge elements could be present in
footpoint regions for a relatively long time and should be de-
tectable by instruments such as CDS. Observations of higher
ionisation stages than would otherwise be expected in footpoint
regions would be strong evidence for the presence of nonequi-
librium ionisation processes.

3.2. Coronal ion populations

The coronal ions we have chosen to highlight the effects of
nonequilibrium ionisation are Fe IX, Fe X, Fe XII and Si XII.
The temperatures of peak abundance (in equilibrium) of these
ions are given in Table 2. Emission lines from these ions
are commonly used to study coronal plasma at temperatures
around 1 MK and above. Fe IX and Fe X are the main con-
tributors to the TRACE 171 Å filter and Fe XII is the main
contributor to the TRACE 195 Å filter. Si XII is a good indi-
cation of the presence of very hot (2−3 MK) plasma since it
is a strong emitter at high temperatures. The spectral coverage
of CDS also includes emission from these ions and so once
again they are important for joint CDS and TRACE observa-
tions of the type that have recently been carried out (Del-Zanna
& Mason 2003) and are planned in the near future. It is an inar-
guable fact that spectral and imaging instruments are required
to complement one another if we are to make progress with
the major problems in present-day solar physics. It is also nec-
essary to ensure that we understand the behaviour of the ions
from which we draw our observational conclusions and these
considerations underlie our choice of ions for the current study.

Figure 6 shows the population fractions of these four ions
for simulations A and B during the first 20 s of evolution as the
apex temperature rises sharply from 1.5 MK to 3 MK due to the
heating pulse. It is immediately obvious from both simulations
that we should not expect to see any emission from Fe IX and
only a little emission from Fe X from the apex region of the
loop at the range of temperatures encountered. The conduction
fronts do not reach the lower corona in either of these figures
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Fig. 6. Time series of the Fe IX, Fe X, Fe XII and Si XII population
fractions for simulation A (left column) and simulation B (right col-
umn) at: 0 s (solid line), 5 s (dotted), 10 s (dashed), 15 s (dash-dot),
20 s (dash-dot-dot-dot).

and so the fractional populations of Fe IX and Fe X at lower
temperatures (around 1 MK and below) remain unchanged.

It is clear from Fig. 6 that simulations A and B tell very dif-
ferent stories in terms of the populations of Fe XII and Si XII.
In simulation A we are led to believe that Fe XII vanishes en-
tirely in the region of the loop apex as it reaches its maximum
temperature after 20 s. In simulation B we see that the pop-
ulation of Fe XII is reduced to just below half of its initial
value and remains a non-negligible presence. Furthermore, in
the wings of the distribution either side of the apex in simula-
tion B the population fraction of Fe XII actually increases be-
cause the nonequilibrium treatment allows for the transport of
ions by the large flows that are seen in Fig. 1. Additionally, the
lower ionisation stages that are present quickly ionise to Fe XII
where the few seconds delay before ionisation to yet higher
stages is sufficient to make the enhancement in the population
of Fe XII appreciable.

In the case of Si XII, simulation A shows a rapid increase
in its population at the apex for the first 5 s before ionisa-
tion to even higher stages begins to deplete it. After 20 s
the population of Si XII has returned to almost the initial

Fig. 7. Time series of the Fe IX, Fe X, Fe XII and Si XII population
fractions for simulation A (left column) and simulation B (right col-
umn) at: 30 s (solid line), 45 s (dotted), 60 s (dashed), 90 s (dash-dot),
120 s (dash-dot-dot-dot).

population at the apex with considerable enhancements either
side as lower stages are ionised to Si XII when the lower ly-
ing plasma is heated by the conduction fronts. Simulation B,
however, is markedly different. Clearly Si XII does not respond
quickly to the apex temperature increase and after the first 20 s
there is only a modest increase in its population with corre-
spondingly less ionisation to higher stages. Either side of the
apex there is a factor of 2 less Si XII present than in the equi-
librium calculation of simulation A. Our results indicate that
were we to assume a state of equilibrium when interpreting ob-
servations containing emission from Si XII then we might un-
derestimate the plasma temperature by not accounting for the
fact that a significant amount of the ion can exist at tempera-
tures far higher than the equilibrium calculation suggests.

Figure 7 shows the population fractions of Fe IX, Fe X,
Fe XII and Si XII for simulations A and B between 30 s
and 120 s as the loop evolves and the conduction fronts
heat the transition region and the chromosphere. Again, there
are no particularly significant differences in the Fe IX and
Fe X profiles between simulations A and B at any time, and so
the TRACE 171 Å filter represents equilibrium temperatures
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under the kind of conditions encountered in our simulations.
Of course, one should bear in mind that this might not nec-
essarily be the case for even stronger heating in the region of
peak Fe IX and Fe X abundance. The locations of peak Fe IX
and Fe X population gradually move lower down the loop as
the conduction fronts heat the plasma. The ionisation front due
to Fe IX slightly leads that of Fe X, since Fe IX is ionised
to Fe X as the local temperature increases with the passing
of the conduction fronts and Fe X is in turn ionised to higher
stages.

The population fractions of Fe XII and Si XII continue to
exhibit important differences between similations A and B as
shown in Fig. 7. In simulation A Fe XII is fully depleted in
the apex region at 30 s before being repopulated fairly quickly
as the apex plasma cools between 30 s and 120 s. In sim-
ulation B a non-negligible amount of Fe XII remains in the
apex region, but is repopulated more slowly during the initial
phase of apex cooling. At later times the population fractions
of Fe XII agree very closely between the two simulations sug-
gesting that the characteristic lifetime of Fe XII is on the order
of about 1 minute in the conditions encountered. The locations
of peak Fe XII abundance are seen to move down the loop with
the conduction fronts and the ionisation front due to Fe XII
lagging behind that of Fe X, as expected.

In simulation A, Fig. 7 shows that Si XII is also repopulated
fairly quickly after its initial depletion at the apex. There is no
initial depletion in simulation B and the population of Si XII
continues to increase, reaching a peak of about 0.3 in compari-
son with just less than 0.25 in simulation A. In both simulations
the lower stages of Si are ionised to Si XII as the lower lying
plasma is heated and the width of the Si XII profile along the
loop increases, though this occurs considerably more slowly in
simulation B due to the finite response time of the ions to the
temperature increase. The differences in the Si XII profiles be-
tween the two simulations persist to later times, with a larger
population fraction in the apex region and a smaller population
fraction in the low corona in simulation B.

After about 10 min of loop evolution the population frac-
tions of Fe XII and Si XII are in close agreement between sim-
ulations A and B, and thereafter their nonequilibrium evolution
follows their equilibrium evolution. The characteristic lifetimes
of Fe IX and Fe X are relatively short (on the order of 30 s or
less) and so we don’t expect to see much difference in their
populations between simulations A and B. The fact that this is
seen to be the case gives us confidence in our calculations when
considerable differences between equilibrium and nonequilib-
rium ion populations emerge. Finally, after half an hour of loop
evolution the initial equilibrium populations of these coronal
ions are recovered.

3.3. Plasma emissivity

A number of authors such as those mentioned in previous
sections have calculated nonequilibrium ion populations and
found results in broad agreement with our own, though the
physical processes studied may have been somewhat different
than ours in terms of time-scales, total energy delivered and so

Fig. 8. Time series of the total emissivity in the coronal and footpoint
regions of the loop for simulation A (left column) and simulation B
(right column) at: 0 s (solid line), 5 s (dotted), 10 s (dashed), 15 s
(dash-dot), 20 s (dash-dot-dot-dot).

on. In addition, several of these authors have calculated cor-
rections to the usual equilibrium emissivity curve employed in
optically thin radiation calculations for the solar atmosphere in
order to allow for a nonequilibrium ion population. However,
these corrections are applied in the post-processing of simula-
tion results. One unique aspect of our work and the code we
have developed is the ability to allow for the emissivity of a
nonequilibrium ion population at each time-step of our simu-
lations as they are being carried out and thus achieve a self-
consistent approach to coupling the effects of a nonequilibrium
ion population with the plasma hydrodynamics.

In BM we presented a comparison between plots of total
emissivity calculated both in and out of equilibrium. We now
take this a stage further and examine the individual contribu-
tions to the total emissivity from some important elements.
Figure 8 shows plots of the total emissivity in the coronal
and left-hand footpoint region of the loop during the first 20 s
of loop evolution in equilibrium and nonequilibrium (simula-
tions A and B, respectively). The dramatic difference in the
coronal emissivity between simulations A and B is immedi-
ately apparent. During the heating event in simulation A the
total emissivity rapidly decreases to about a factor of 5 less
than its initial value. Conversely, in simulation B there actually
appears to be a very slight increase in the total emissivity of the
plasma during the same period and under the same conditions.

Figure 9 shows plots of emissivity for the elements Fe
and Si, both in and out of equilibrium, during the first 20 s
of loop evolution. The top two plots are the emissivity profiles
from simulation A and the bottom two plots are those from
simulation B. It is immediately obvious that the dominant con-
tributor to the coronal emissivity is Fe and the evolution of the
total emissivity of the coronal plasma in simulation A closely
follows the evolution of the emissivity profile of Fe. In sim-
ulation A the large decrease in total plasma emissivity is ac-
counted for by the substantial decrease in the emissivity of Fe.
Similarly, the slight rise in total plasma emissivity in simula-
tion B can be explained by the small decrease in the emissivity
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Fig. 9. Time series of the Fe and Si emissivity for simulation A (left
column) and simulation B (right column) at: 0 s (solid line), 5 s (dot-
ted), 10 s (dashed), 15 s (dash-dot), 20 s (dash-dot-dot-dot).

Fig. 10. Time series of the total emissivity in the coronal and footpoint
regions of the loop for simulation A (left column) and simulation B
(right column) at: 30 s (solid line), 45 s (dotted), 60 s (dashed), 90 s
(dash-dot), 120 s (dash-dot-dot-dot).

of Fe which is countered by an increase in the emissivity of Si,
Mg and the other coronal emitters whose ions have consider-
ably longer characteristic lifetimes in the coronal plasma than
those of Fe.

In Fig. 10 we provide plots of the total plasma emissivity
in the coronal and left-hand footpoint regions of the loop as
it evolves between 30 s and 120 s. The top two plots are the
results from simulation A and the bottom two are those from
simulation B. In the coronal region between 30 s and 120 s
the total emissivity in simulation A increases, and by 120 s
there are no discernible differences in the profiles of simula-
tions A and B. In the footpoint region of simulation B there is
a clear emission spike at 90 s as the plasma in the footpoint
region responds to being heated by the conduction front. This
spike is not present in simulation A and arises due to the effect
observed in Fig. 5 whereby the populations of strong emitters
such as C IV are seen to be enhanced in nonequilibrium con-
ditions because of the presence of downflows. C IV reaches

its peak equilibrium population at T = 105 K and downflows
carry C IV ions into lower temperature regions where they can
persist for extended periods of time, thus resulting in a pop-
ulation enhancement. The subsequent depletion of C IV ions
occurs when they are carried even further down the loop into
the densest regions (n > 1011 cm−3) where they can quickly
recombine.

4. Summary and conclusions

We have carried out two simulations of a solar loop subject to a
perturbation at its apex, delivering approximately 108 erg cm−2

in a pulse with similar spatial and temporal characteristics to
a typical nanoflare model. We have calculated the radiative re-
sponse of the coronal and transition region plasma for equilib-
rium and nonequilibrium ion populations in a self-consistent
way by coupling the system of time-dependent ionisation bal-
ance equations for all of the ions in our model atmosphere to
the full set of time-dependent hydrodynamic equations. As in
BM we include the 15 most abundant elements of the solar at-
mosphere in our model, comprising 144 ions in total for which
CHIANTI provides emissivity data. Our computational code
has been improved with the addition of an adaptive regridding
scheme which ensures that the steep transition region gradients
are adequately resolved at all times.

Our results have clear implications for the observation of
transient heating events that may occur in the coronal plasma.
We have seen that the apex temperature of the loop increases
by a factor of 2 during the heating pulse and yet the emissiv-
ity, taking into account a nonequilibrium ion population, hardly
changes (Figs. 8, 9). As a consequence a broad-band imaging
instrument that covers a wide range of lines within a given tem-
perature range may not be able to provide conclusive observa-
tional evidence for the occurence of explosive heating events in
the coronal plasma. This example highlights the need for high-
resolution spectrometers in future space missions, capable of
resolving the individual emission lines that do exhibit signifi-
cant and measurable variations during transient heating events
in low density plasma, such as SOLARB EIS. For example, in
Fig. 6 we have seen that during the heating pulse the population
of Fe XII changes sufficiently enough to have an observable ef-
fect upon the individual line emission, which ought to allow
such an event to be observationally identified.

Indeed, one might conceiveably use temporal variations in
the ratio of observed populations of ion pairs as evidence of
the presence of nonequilibrium ionisation. Any significant de-
viation from the predicted equilibrium ratio in the observed
plasma conditions might act as a signature of nonequilibrium
ionisation. A good choice of ion pairs to use to calculate the
ratio would be those that are reasonably populous in the tem-
perature range of interest and with substantially different char-
acteristic lifetimes to one another. For example, it is clear in
Fig. 5 that while the C IV population exhibits dramatic differ-
ences between simulations A and B, the O V population does
not under the conditions studied, and therefore one might con-
sider using these ions in an attempt to detect nonequilibrium
behaviour. Similarly, at higher temperatures one might use
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ratios between different ions of Fe, one of relatively low charge
state and another of higher charge state.

Additionally, one could look for observational signatures
of the theoretically predicted emission spike seen at footpoint
temperatures in simulation B (Fig. 10), particularly under con-
ditions more severe than those presented here where it would be
enhanced. Given that no such spike is evident in simulation A
it might act as a signature for the presence of nonequilibrium
ionisation by indicating an over-abundance of low-temperature
emitters.

In the near future we plan to extend the work presented
in the current paper in order to study higher energy phenomena
such as microflares and flares, where we expect nonequilibrium
effects to be considerably more pronounced and a nonequilib-
rium treatment of the radiative response of the plasma to be
very important. This is particularly true of fast flows carrying
material along a strong temperature gradient and in the radia-
tive cooling phase of strongly heated, high temperature plasma.
We wish to identify potential signatures of nonequilibrium ion-
isation in our theoretical models that will be of use in obser-
vational data analysis in order to ensure that observations are
interpreted correctly and invalid assumptions in spectroscopic
diagnostics are avoided. In addition we will continue our in-
vestigations into the viability of a nanoflare heating model to
explain the high temperatures reached in the X-ray corona as
the simulations we have presented here show promise in this
direction.
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Appendix A

In this Appendix we present the results from a number of tests
designed to assess the stability and the accuracy of our hydro-
dynamic code. The first test checks the stability of the numer-
ical methods by ensuring that the initial equilibrium solution
can be maintained in a steady-state for time-scales far longer
than those of the impulsive events studied here. The second
test is intended to check that the adaptive regridding scheme
is working correctly by making sure that the steep gradients
are tracked as they move and remain well resolved. The final
test examines the accuracy and the convergence of the solu-
tions obtained by repeating the first 100 s of the simulation
with a stricter limit on the fractional variation in the widths of
adjacent cells to obtain higher resolution.

Test 1: Fig. 11 shows temperature and density profiles along
the whole loop (top two panels) and an enlarged view of the
footpoint region (bottom two panels). The initial equilibrium
solution was used and only the quiescent background heating
term used to derive it was applied. The profiles are plotted
at 0 s, 600 s, 1200 s and 1800 s of loop evolution. Clearly there
are no significant changes in the profiles at all. The residual ve-
locities are on the order of 100 m s−1, which is several orders
of magnitude less than the local sound speed, and they are seen
to have no effect on the evolution of the plasma. Figure 11 also
shows that the position of the steep transition region remains
extremely steady and exhibits no unphysical diffusion or the
slippage/oscillations back and forth along the coordinate axis
that can occur.

Test 2: Fig. 12 shows temperature profiles in the footpoint
region with the actual grid points plotted. At 50 s (diamonds)
the conduction front hasn’t quite reached the lower transition
region and so the temperature profile remains in equilibrium.
At 100 s (crosses) strong heating of what was initially chromo-
spheric plasma to transition region temperatures has occured
and the transition region has moved further down the loop. The
density of grid points at 100 s shows that the adaptive regrid-
ding scheme has been successful in tracking the transition re-
gion and ensuring that sufficient grid points are present to re-
solve it.

Test 3: Fig. 13 shows two sets of equivalent plots that differ
only in the fractional variation in the widths of adjacent cells,
which is limited to 0.1 in the top two panels and 0.05 in the bot-
tom two panels. The density of grid points in the bottom two
panels is greater than in the top two panels in regions of steep
gradients and so the resolution is higher in the bottom two pan-
els. This allows us to check the convergence of our solutions,
which is an important aspect to consider when attempting to
assess their accuracy. When a solution has converged to the
greatest accuracy the numerical methods employed will allow
then there should be no discernible differences in the solution
when the resolution is increased. There are no significant dif-
ferences in the temperature and density profiles between the
top and bottom panels of Fig. 13, indicating that our hydrocode
has calculated solutions that converge satisfactorily.

Our hydrocode appears to satisfy the conditions of stabil-
ity, convergence and accuracy to an appropriate degree, while
the adaptive regridding scheme ensures that the steep gradients

Fig. 11. Time series of the temperature and density along the loop (top
two panels) and in the footpoint region (bottom two panels) as the
initial solution is held in equilibrium with only the background heating
term applied. The profiles are taken at: 0 s (solid line), 600 s (dotted),
1200 s (dashed), 1800 s (dash-dot).

Fig. 12. Time series of temperature in the footpoint region of the
loop with the grid points plotted. At 50 s (diamonds) the conduc-
tion front hasn’t reached the lower transition region, whereas at 100 s
(crosses) strong heating of the lower transition region and chromo-
spheric plasma has occured. The density of grid points at 100 s shows
that the adaptive regridding scheme has been successful in tracking
and adequately resolving the moving transition region.

encountered are successfully tracked and remain adequately re-
solved at all times.
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Fig. 13. Time series of temperature and density in the lower part of
the loop with the grid points plotted. At 50 s (diamonds) the conduc-
tion front hasn’t reached the lower transition region, whereas at 100 s
(crosses) strong heating of the lower transition region and chromo-
spheric plasma has occured. The fractional variation in the widths of
adjacent cells is limited to 0.1 in the top two panels and 0.05 in the
bottom two panels.


