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1 Introduction

New business models, in the last 20 years, have brought micro-credit to rel-
atively poor households who have high income volatility, lack collateral and
are denied credit by mainstream banking. These include ‘pay-day loans’ in
developed economies and ‘micro-finance’ in emerging economies. For exam-
ple, in 2009 about three to ten million American households were payday
borrowers1, while there were reported to be 195 million micro-credit cus-
tomers across the world in December 2011.2 Ordinarily, micro-credit would
be considered unambiguously welfare improving, as it helps to ease liquidity
constraints of households and enables better consumption smoothing. How-
ever, research shows that micro-credit customers are often not financially
aware, overlook the costs of such borrowing, have time-inconsistent prefer-
ences and end up in financial distress (Thaler, 1990; Lusardi and Tufano,
2009; Skiba and Tobacman, 2009; Armendáriz and Morduch, 2010). These
problems are exacerbated by alleged predatory lending practices and usurious
interest rates charged by the for-profit lenders.

Policy makers in many countries have therefore asked questions about the
extent to which micro-credit improves the lives of customers and, in some
cases, have intervened to restrict such credit access. A small literature has
developed in analysing the impact of events where payday lending in some
states of the U.S. has been restricted. While Morgan and Strain (2008),
Zinman (2010) and Morse (2011) find that household welfare was reduced
when payday lending was restricted, Melzer (2011) shows that payday access
worsens the debt burden of low-income households and does not improve
their welfare. A drawback of most of these studies is that they do not ob-
serve household consumption directly, and utilise proxies of household credit
health.

This paper analyses a policy intervention that forced a closure of the micro-
finance industry in the Indian state of Andhra Pradesh (AP). The inter-
vention was motivated by a desire for customer protection, and led to an
immediate reduction in access to borrowing for households in the state.

This was an ideal natural experiment in four respects. First, the ban was
unexpected and complete. Second, it was an intervention on a large scale: in
2010, AP had a population of 84 million which exceeded that of Germany.
Of these, an estimated 27 million were in households that borrowed from the

1Skiba and Tobacman (2009)
2http://stateofthecampaign.org/data/tables-and-figures/
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micro-finance industry (Srinivasan, 2012). Third, high quality panel data
about aggregated household consumption is available before and after the
event. Fourth, controls are observed in the form of all the other states in
India where there was no ban. This paper is, to our knowledge, the first
rigorous analysis of this remarkable natural experiment.

The large scale withdrawal of credit, in a state the size of Germany, should
have ramifications not only on individual households, who were customers of
the micro-finance institutions, but also on the aggregate outcomes owing to
general equilibrium effects. Borrower households are likely to save more to
insure against future events. Some non-borrower households are also likely
to save more in response to their expectation about a lack of access to credit
when faced with shocks in the future. The reduced demand from both these
groups could induce a demand shock which would have macroeconomic ef-
fects. In this, the episode being analysed is reminiscent of the economy-wide
effects that have been seen in the macroeconomics and finance literature in
episodes of deleveraging by a subset of the economy (Eggertsson and Krug-
man, 2012).

The dataset used in this paper is ‘Consumer Pyramids’, which releases av-
erage household characteristics of about 200 geographical units, named ‘ho-
mogeneous regions’ (HRs), across India. The underlying household survey
that is used to obtain this information is a panel with 150,000 households
every quarter. There are 800 observations of many sub-components of house-
hold consumption in each year. This is used to calculate the difference in
the average household consumption expenditure for the regions where the
micro-finance ban was implemented in the quarters before and after the ban.
A counterfactual is constructed by identifying HRs which are similar to the
treatment units but which did not suffer the ban. The causal effect of the
ban is calculated as the difference-in-difference of the average household con-
sumption between the treated HRs (in AP) and the controls (matched HRs
outside AP).

The analysis finds that there was a significant decline in average household
consumption in treatment HRs compared to control HRs. Consumption ex-
penditure of households in the AP HRs decreased by 19.5 percent as a con-
sequence of the ban on micro-finance. The magnitude of the decline varied
across various sub-components of consumption. Households in AP spent 16
percent less on food and 34 percent less on education as a consequence of
the ban on micro-finance. There is some evidence of higher volatility in
the expenditure on food, which suggests greater difficulties by households in
smoothing consumption as a consequence of the ban. Consumption across
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all income groups was negatively impacted by the micro-finance ban. The
impact was however, bigger for households with liquidity constraints, such
as those in rural regions with access to fewer sources of credit.

These results echo Morgan and Strain (2008) who find that the welfare of
low-income households worsened in the states of Georgia and North Carolina,
where payday lending was banned, and of Morse (2011) who point out that
access to pay-day credit in the event of a natural disaster is welfare improving,
even at interest rates of 400 percent.

This paper contributes to the literature on the role of credit, and particu-
larly micro-credit, where there is considerable concern among policy makers
worldwide about the extent to which unsophisticated borrowers make un-
wise decisions. The analysis of one extreme policy intervention, a ban, finds
that it has fairly negative effects, not just for the poor but for the economy
at large. More subtle interventions such as regulation with the objective of
consumer protection may well be welfare-improving but a ban is not.

The paper is organised as follows. Economic questions about the effect of
credit access on household consumption are discussed in Section 2, and details
of the event of the micro-finance ban implemented by the state government
of Andhra Pradesh are discussed in Section 2.1. Section 3 presents the hy-
potheses tested. The data used for the analysis is described in Section 4.
The research design is presented in Section 5, which presents the matching
methodology, and an evaluation of this methodology. Section 6 discusses the
findings and Section 7 analyses the threats to the validity of these findings.
Section 8 concludes.

2 The research setting

The bulk of the research about the effect of credit access on household con-
sumption is based on randomised control trials (RCTs).3 This literature gen-
erally finds that, among other benefits, micro-credit helps households smooth
consumption. There is similar evidence from general equilibrium models. Ka-
boski and Townsend (2011) find that access to micro-credit leads to higher
levels of short-term borrowing, consumption and overall asset growth. Buera,
Kaboski, and Shin (2012) find the benefits of access to micro-credit include
higher wages and redistributive effects from high savers to low-savers. Both

3Banerjee, Duflo, Glennerster, and Kinnan (2013); Karlan and Zinman (2010); Crépon,
Devoto, Duflo, and Parienté (2011); Karlan and Zinman (2011); Augsburg et. al. (2012).
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approaches have their limitations. The external validity of the typical RCT
is limited. Also, RCTs do not conduct studies where access to credit is with-
drawn. General equilibrium models only analyse limited dimensions of how
households use credit. For instance, Buera, Kaboski, and Shin (2012) do
not measure the impact of consumption loans because such loans are not
explicitly included in the model.

Natural experiments are another source of evidence where the trigger for
the analysis is typically a policy intervention that changes the level of credit
access for households. For example, Leth-Petersen (2010) analyses the impact
on consumption loans in Denmark where there was a rule change that enabled
higher credit against housing assets as collateral for consumption loans. They
find an increase in consumption by younger (lower income) households. An
advantage of studying such natural experiments is that the interventions
can be an increase or a decrease in credit access. In the case of micro-
credit, where there have been rising concerns that access to expensive credit
worsens household welfare, policy interventions have typically led to lower
credit access.

For example, both Morgan and Strain (2008) and Zinman (2010) analyse
policy changes where payday lending was restricted in different states in
the U.S., in response to such concerns. Morgan and Strain (2008) find a
decrease in household welfare when the states of Georgia and North Carolina
banned payday credit. Zinman (2010) find that restricting access worsened
the overall financial condition of households in Oregon. Morse (2011) uses
natural disasters as the natural experiments and finds that access to payday
loans allows households to cope through natural disasters and mitigate some
forms of financial distress. In contrast Melzer (2011) finds no evidence that
access to payday lending alleviates hardship, and instead reports that the
associated debt service burden reduces the ability of low-income households
to pay important bills. As a consequence, the evidence from these studies
about the effect of credit access to household welfare is mixed.

A shortcoming of these papers which study natural experiments lies in mea-
surement. While it is relatively easy to capture household consumption be-
haviour once an event has taken place, it is not possible to measure this
before the event. Thus, most of this literature relies on proxies of household
welfare. Morgan and Strain (2008) study the patterns in bounced cheques,
complaints against debtors and bankruptcy filings, Zinman (2010) uses em-
ployment status and Morse (2011) analyses foreclosures on mortgages and
small property crimes as proxies for household welfare. In this paper, we
analyse a natural experiment of the largest ever ban in the world, and we
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are fortunate to observe household consumption expenditure before and after
the intervention.

2.1 A natural experiment: the micro-finance ban in
Andhra Pradesh

Micro-finance in India is largely a micro-credit industry. The loans offered
by this industry have the same distinct features as micro-credit products
elsewhere in the world: the loans are backed by social collateral; the bor-
rowers are groups of women, typically between 4 and 20 in size; the loan
amount is small,4 and typically repaid within a year. There are a variety of
micro-credit lenders in the Indian industry, from traditional money lenders
to the self help group programs at banks and both non-profit and for-profit
micro-finance institutions (MFIs). In the decade after 2000, the bulk of the
growth in this field was in the for-profit MFI, and led to MFIs being regarded
as an important channel of financial inclusion.

The state of Andhra Pradesh (AP) was the locus of growth of the micro-
finance industry in India. It was at the forefront of promoting the Self-Help
Group (SHG) programs at banks, and was also the state where the largest
MFIs were head-quartered. AP also had the largest share of micro-credit
borrowers and loans outstanding in the country. However, there were many
instances when these MFIs were accused of mis-selling and coercive collection
practices.5

On October 15th 2010, the state government proposed an ordinance that
imposed operational constraints on the MFIs,6 which severely restricted the
collection of loan repayments from customers, or the origination of new loans.
This was enacted as law in December 2010. As a consequence, disbursements
in the second half of the year were a mere 1.7 percent of loans disbursed in
the first half. As well, more than Rs.7000 crore worth of loans in AP were
effectively in default. The recovery out of these loans stood at about 10
percent (Srinivasan, 2012). While micro-finance came to a standstill in AP

assets of the MFIs outside AP rose by 25 percent (MFIN, 2012).

4The size of the micro-loans in India are between USD 180 and USD 455 with a weekly
repayment schedule.

5There are several sources detailing the role played by AP in the growth of the micro-
finance industry in India, and the subsequent problems that bedeviled the industry in
this state. These include Datta and Mahajan (2003), Srinivasan (2010), Shylendra (2006),
Sa-dhan (2007), Arunachalam (2010), Sane and Thomas (2013).

6State government of Andhra Pradesh (2010)
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The AP state government is said to have enabled the disbursal of loans
through the SHGs. Provisional data however, indicates that the number
of self-help groups availing loans during the year actually declined by 0.18
million and disbursements also declined by Rs.3.5 billion compared to the
previous year. One estimate claims that a shortfall of about Rs.30 billion to
households was not bridged (Srinivasan, 2012).

3 Questions

In the context of this natural experiment, we seek to answer the following
questions about how micro-credit withdrawal affects consumption:

1. Is average household consumption affected when access to micro-finance
is reduced?

2. Does the volatility of average consumption change?

3. Which households are more affected?

3.1 Did consumption fall when access to micro-finance
was reduced?

Both Morgan and Strain (2008) and Zinman (2010) show a drop in household
welfare when payday lending is restricted by analysing various economic indi-
cators such as the ability of households to make payments or the employment
status of the households.

We analyse the impact of the micro-finance ban by comparing the change in
the average consumption of households in the HRs in AP to that of house-
holds in matched HRs outside AP. The first hypothesis that we test is:

H1
0 : ∆Ctreatment = ∆Ccontrol

H1
A : ∆Ctreatment < ∆Ccontrol

where we denote the difference in the consumption between the pre-ban and the

post-ban periods as ∆Ct = Cpost-ban − Cpre-ban.

8



3.2 Did volatility of consumption rise when access to
micro-finance was reduced?

If access to credit helps to smooth consumption, then the withdrawal of
access to micro-credit would imply that the household would be less able to
maintain a constant level of consumption expenditure and the volatility of
this consumption would increase.

We compare the variation in average consumption in the period after the ban
with the period before the ban for households in the HRs in AP to that of
households in matched HRs outside AP. The second hypothesis that we test
is:

H1
0 :

[

σ2(∆Ctreatment,post-ban)

σ2(∆Ctreatment,pre-ban)

]

=

[

σ2(∆Ccontrol,post-ban)

σ2(∆Ccontrol,pre-ban)

]

H1
A :

[

σ2(∆Ctreatment,post-ban)

σ2(∆Ctreatment,pre-ban)

]

>

[

σ2(∆Ccontrol,post-ban)

σ2(∆Ccontrol,pre-ban)

]

where we denote the percentage change in consumption between consecutive peri-

ods, t, t− 1, as ∆Ct = log (Ct/Ct−1).

3.3 Which households were more affected?

Kaboski and Townsend (2012) suggest that households with short-term liq-
uidity constraints will be more vulnerable to changes in credit access. We
test changes in the average consumption of different categories of households
as follows: Is the consumption of households with higher liquidity constraints
more affected?

H2
0 : ∆CD

high liquidity constraints = ∆CD
low liquidity constraints

H2
A : ∆CD

high liquidity constraints > ∆CD
low liquidity constraints

where ∆Ci = ∆Cpre-ban − ∆Cpost-ban measured for the set of households with

i = low liquidity constraints, high liquidity constraints, and ∆CD = ∆Ctreatment−

∆Ccontrol.
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4 Household data for a matched analysis

The “Consumer Pyramids” (cp) database7 is based on a national panel sur-
vey covering 150,000 households. The survey has been administered every
quarter from June 2009 onwards.

The data that is released consists of averages rather than individual house-
hold observations. These averages are calculated for the households within
a defined geographical region called a Homogenous Region or HR. Each HR
is a group of two or more districts within a state. There are 14 HRs in AP

and a total of 200 HRs in India. Among the HRs in AP, there are seven in
a rural region and seven in an urban region, which provides useful variation
in levels of credit constraints. The 14 HRs in AP contain 10,951 out of the
150,000 households sampled all over India.

Since the survey is implemented on a national scale, it allows us to also
observe household behaviour in states which did not ban micro-finance as
AP did. This facilitates the creation of a counterfactual for the effect of
the ban on households in AP if we can observe the behaviour of households
in regions whose social and economic characteristics match the AP regions,
but that did not suffer the ban. A comparison of the treatment HRs (those
in AP) and the control HRs (the matched regions) yields causal inference
about the impact of credit constraints.

The database contains two sets of aggregate information that are useful in
the analysis on how different households respond to a ban on micro-finance:

1. Aggregate household income and consumption expenditure, as well as the
number of households used, which are reported each quarter.

Consumption expenditure is further broken down by categories such as food,
fuel, education, etc. This breakup can be useful to analyse any variation in
the effect of the ban on different categories of consumption components.

2. Financial participation such as borrowings of households is reported as
fraction of households in the region that borrow and borrow from specific
sources such as friends and family, money-lender, bank and micro-finance
(MFI/SHG), categorisation of HRs into rural and urban HRs. These can
be used to identify which households are likely to have higher and lower
liquidity constraints.

7The cp database is created by the Centre for Monitoring Indian Economy (cmie).
http://www.consumer-pyramids.com
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Table 1 Household types by income categories for the full sample

The survey captures monthly income of all members of the household for the six-month
period ending the reference month of the survey. This is annualised and aggregated to
derive the annual income of the household.
Income groups are formed at various percentiles. The corresponding income values by
groups are rounded to the nearest thousand rupees to reflect how respondents report their
incomes.

(in September 2010)

Annual household income (Rs.) % share in
Lower limit Upper limit total sample

I-1 1,000,000 Infinity 1.0
I-2 720,000 1,000,000 1.4
I-3 360,000 720,000 8.8
I-4 240,000 360,000 11.7
I-5 180,000 240,000 10.9
I-6 120,000 180,000 16.6
I-7 96,000 120,000 9.9
I-8 60,000 96,000 19.3
I-9 36,000 60,000 15.2
I-10 24,000 36,000 3.5
I-11 0 24,000 1.7

We now describe the average household income, consumption and financial
participation, for India and for AP.

4.1 Income categories

Table 1 reports the various income categories reported in the cp database
and the fraction of the households that fall into these income categories. For
instance, the largest fraction of households fall in the “I-8” category (nearly
20 percent), where the annual income of the household is between Rs.60,000
(USD 1111) and Rs.96,000 (USD 1778).

4.2 Consumption

Table 2 reports what the household consumes. The largest component is food,
which is almost 50 percent of the household expenses. This is followed by fuel
at 10 percent. This allows us to test how households change consumption in
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Table 2 Components of consumption

The table presents components of household consumption reported in the cp database and
the percentage share of each for AP households in September 2010, which is two quarters
before the ban.

Consumption Description % share in
On Total

Food 48.7
Power and Fuel Cooking fuel, petrol, diesel, electricity 9.6
Cosmetics Includes toiletries 7.1
Education Books and various fees 5.5
Miscellaneous Includes tourism, social obligations 4.8
Communication Telephone, newspaper, TV, internet 4.6
Clothing Garments, footwear and accessories 4.5
Transport Bus/train/autorickshaw 3.8
Intoxicants Cigarettes and alcohol 2.7
Rent House rent and other charges 2.2
Monthly repayments (EMIs) Installments on cars, durable goods, home 1.9
Restaurants 1.8
Health Medicines, doctor fees, hospitalisations 1.6
Recreation CDs, movies, toys 1.0

different components in response to worsening credit constraints.8

4.3 Credit access

We observe household borrowing as a binary variable, of whether households
borrowed from a particular source, for all sources of borrowing. While it
would have been ideal to have the quantum of borrowings by the household,
even the binary response reveals interesting patterns of household credit ac-
cess, when this is used in conjunction with income categories.

Table 3 presents the proportion of households that have borrowings across
different income categories from different sources of credit, both informal
(friends and family, money lenders) and formal (banks and SHG/MFIs). Ex-
trapolation from the cp database yields an estimate of 28 million customers
of micro-credit (SHG +MFI), which tallies well with the 27 million estimated
by (Srinivasan, 2012).

8Ballem et.al. (2011) reports that respondents claim to have scaled back their business
plans, or cut down on expenditure on school fees and marriages after the micro-finance
ban in AP.
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Table 3 Who borrows and from where: All India and AP in 2010-11

The table reports the fraction of households borrowing from various sources in the four
quarters of fiscal year 2010-11, in India and in Andhra Pradesh (AP). The last column in
the table shows the fraction of households in each income group in the region who have
some borrowing. This varies from a fifth of the richest to a bit less than half of the poorest
in India. This changes dramatically in the case of AP where more than half the sample
borrows.
The table also shows the sources from which these households have borrowings. Of the
five sources, the SHG/MFI are the micro-finance lenders.
The role of banks peaks for the households in the I4 category with mean annual income
of Rs. 300,000 both in India and in AP. It steadily peters away when dealing with lower
income categories, going down to less than 5 percent of the households for the poorest in
India, and less than 10 percent of the poorest households in AP.
Micro-finance plays an important role for households with an average annual income of
less than Rs.100,000, serving around 8 percent of the households in all India and around
40 percent of the households in AP.

Sources of Borrowing
No. of HH Friends Money lenders SHG/MFI Banks Others Any

India:

I1 (Rich) 438 0.44 0.12 0.12 17.69 1.29 19.81
I2 887 2.92 2.86 0.28 15.29 3.24 19.14
I3 8222 7.88 6.56 0.70 18.77 6.85 27.08
I4 13200 9.87 7.71 1.65 19.17 7.30 31.53
I5 14314 11.60 7.83 2.09 14.59 7.23 32.42
I6 24434 16.24 10.23 4.05 13.09 8.69 36.52
I7 15189 20.60 13.01 6.12 10.41 10.66 41.97
I8 33389 21.65 14.47 6.99 7.31 11.28 40.27
I9 28796 24.69 14.26 7.64 5.20 11.67 42.55
I10 7786 29.46 14.06 7.06 4.60 10.11 46.07
I11 (Poor) 2658 30.00 13.33 6.65 3.13 8.71 44.91

Total 149313 20.42 12.45 5.76 9.18 10.10 36.69

AP:

I1 (Rich) 2
I2 6 67.76 67.76
I3 131 33.90 23.57 3.80 25.61 8.83 47.06
I4 471 30.72 21.45 20.58 26.10 8.51 55.67
I5 775 44.56 30.07 16.26 20.16 13.33 63.05
I6 2014 52.25 41.23 26.65 20.84 16.48 74.14
I7 1531 61.14 50.84 32.65 16.92 22.57 82.56
I8 3598 58.67 54.40 35.51 14.47 25.82 85.43
I9 2179 62.00 54.91 39.04 12.56 31.54 86.69
I10 200 60.00 58.28 34.06 9.14 29.32 88.02
I11 (Poor) 44 51.70 60.28 41.21 6.87 22.75 87.53

Total 10951 57.46 50.31 33.37 15.64 24.49 82.67
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Table 4 Purpose of borrowing in AP, March 2010

This table presents the proportion of borrower households in AP that have borrowed
for various purposes. For example, 69 percent of borrower households in the I-3 income
category reported having borrowed for the purpose of housing. A household may borrow
for more than one reason. Among the columns in the table, Number is the number of
borrower households in each income category; Consumption includes reasons of general
consumption, but excludes reasons of health, marriage and education; Investment includes
borrowing for business purposes as well as investments in other instruments.

Number of Housing Consumption Durables Investment Debt
households repayment

I-3 46 45.2 46.8 10.8 55.7 27.3
I-4 192 29.8 51.7 7.6 53.1 22.0
I-5 389 36.1 60.3 15.5 56.8 27.2
I-6 1277 33.4 65.9 18.4 44.6 28.6
I-7 1127 33.4 72.2 20.8 36.8 28.9
I-8 2930 34.3 77.8 21.2 27.3 28.2
I-9 1907 32.6 80.6 21.1 20.0 30.1
I-10 175 28.7 77.9 13.2 21.4 27.5
I-11 37 32.2 70.3 16.2 24.8 39.2

Two observations in Table 3 merit mention. The first is that households
across all income categories in India borrow from both formal and informal
sources. What varies is the extent to which a given lender is the dominant
source of credit for households in the various income categories. For instance,
a higher fraction of high income households take loans from banks while the
micro-finance channels (both SHG and MFI) are used by a larger fraction of
lower income households. Secondly, we see that the incidence of borrowing
in AP is higher than that seen in India.

We also examine the purpose for which households across various income
groups in AP borrow in Table 4. This shows that consumption is the most
important reason for which households take loans. Other than one income
category (I-3), more than 50 percent of the households in other income cat-
egories borrow for consumption. A significant fraction of the higher income
categories (I-3 to I-6) borrow to make investments and to purchase consumer
durables. This is in contrast to the households in lower income categories,
where a smaller fraction borrow for similar purposes. Thus, when a ban in
micro-finance is implemented, it is likely to have a different impact on the
higher and lower income households.
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5 Research design

We compare consumption in HRs in AP against similar HRs in India where
there was no ban. This allows us to implement a DID estimation as fol-
lows: one set of observations are the households from AP (the treatment
group). The counterfactuals consists of HRs that had no ban, which match
the treatment units on some observables.

5.1 Matching procedure

The purpose of the matching exercise is to pair HRs based on some observ-
able variables such that consumption in the treatment and control regions is
comparable before and after the micro-finance ban. First, a set of observable
characteristics are chosen based on which the matching should be done. Sec-
ond, we establish a distance measure and choose the optimal matched HR
for each treatment HRs.

Match variables We choose two broad categories of co-variates using which to
match regions: those that measure the prosperity of the region, and those
that measure the access to finance in the region. A match using such co-
variates would create a treatment and control that behave alike in consump-
tion if the micro-finance ban is not implemented. Towards this objective,
the following covariates are chosen:

1. The average income of households.

2. The number of households.

3. The working population, measured as the proportion of the HR that
is in the working age. Here, working age is between 20 and 60 years.

4. The proportion of households who have graduated the 10th grade.

5. The proportion of the population that is financially excluded. This is
measured as the fraction of households in the HR that do not have a
bank account, credit card, life insurance policy, or other similar formal
financial products.

6. The proportion of farmers in the region.9

9The household participation in the agricultural sector of a region has implications for
fluctuations in income and therefore, the need to access finance for consumption smoothing
(Rosenzweig, 2001).
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We do not use the presence of micro-finance institutions as a match variable
because it is directly effected by the treatment. We also do not use the ob-
served outcome variables in the matching procedure as it introduces certain
difficulties in estimation (Stuart, 2010).

Distance measure of the match As the policy change was exogenous, we use
the Mahalonobis distance measure for nearest neighbour matching, which is
calculated as follows:

Dij =
[

(Xi −Xj)
′Σ−1(Xi −Xj)

]
1

2

where Dij is the distance between unit i and j and Xi and Xj are the
characteristics of the control and treatment units. A “1:1 nearest neighbor
matching” method selects the control unit with the smallest distance from
any given treated unit i.

Alternative approaches to matching are examined as part of the sensitivity
analysis in Section 7.2.

Neighbouring states in South India may have suffered from an indirect treat-
ment effect, either because of transmission of shocks through trade, or be-
cause of political actions by state governments that are similar to those un-
dertaken in AP. Hence, when constructing the control pool, we exclude the
HRs in the states of South India – Tamil Nadu, Kerala and Karnataka –
which might have suffered from spillovers of the ban in AP. The sensitivity
to this design decision is evaluated in Section 7.3.

5.2 The difference-in-difference (DID) estimator

Since we observe consumption of the treatment and the control HRs, before
and after the ban, we use a difference-in-difference (DID) estimator. The
following DID model is estimated:

Ci,t = β0 + β1api,t + β2post-crisisi,t + β3(api,t × post-crisisi,t) + ǫi,t

where Ci,t is the average household consumption, ap is a dummy which takes
value “1” if i is a region in AP (the treatment HR) and “0” otherwise (the
control HR), post-crisis captures whether the observation is from the pe-
riod before the micro-finance ban (post-crisis = “0”) or after (post-crisis =
“1”). The Pre-crisis quarters include the four quarters of March, June,
September and December 2010. Post-crisis includes the four quarters of
March, June, September and December 2011. If the average household con-
sumption in the treatment HRs sees a greater fall compared to that in the
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matched HRs after the micro-finance ban, then β̂3 will be negative and sta-
tistically significant.

The matching DID estimator is a considerable improvement on standard
matching estimators (Blundell and Dias, 2000), since it enables the elimi-
nation of unobserved time-invariant differences in expenditures between the
treatment and control regions that standard matching estimators fail to elim-
inate (Smith and Todd, 2005). It is also an improvement on a simple DID
where it is not clear that the treatment and control units are alike, and have
match balance.

5.3 Evaluating the design

We now evaluate the design from three points of view. Is there match bal-
ance? How does the design fare when presented with a placebo (a non-event)?
And how much power do we have?

5.3.1 Is there match balance?

In a sound design, match balance should be achieved between the treatment
and control HRs. This implies that the distribution of the X co-variates
observed for the treatment and control HRs are equal in the pre-treatment
period. When match balance is inadequate, the estimation of treatment
effects relies on extrapolation, which is fraught with difficulties (Rosenbaum
and Rubin, 1983).

Table 5 presents results from parametric tests, including a paired t-test and
the standardised bias for the X co-variates.10 The t-stats confirm that there
is no significant difference between the two groups, for all the variables, in-
cluding those for whom the standardised bias is above 20.11 The last column
titled “% Bal. Impr.” is the percent improvement in balance for each of the

10The standardised bias for (say) the income variable is defined as the difference in
means between the HRs in AP and the appropriately matched comparison group of the
HRs outside of AP, scaled by the average variance of the income variables in the two
groups.

11A lower standardised difference provides evidence that the treatment and control
groups are balanced. While there is no formal criterion for appropriate value of stan-
dardised difference, a value of upto 20 is considered acceptable (Rosenbaum and Rubin,
1985). In our sample, the standardised difference is less than or close to 20, except for one
covariate, the number of households.
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Table 5 Match balance using t-stat and standardised difference

This table presents the match balance statistics between the treatment and control group.
The p values (p-val) are generated from the t-test, and SDIFF reflects the standardised
difference.
% balance improvement refers to the improvement in balance after matching for all the
covariates.

Means Means Mean t-stat p-val SDIFF % Bal.
Treated Control Diff Impr.

Average HH income 10.25 10.33 -0.09 -0.80 0.43 -24.78 58.30
No.of HH 7.08 6.71 0.37 1.58 0.13 40.66 52.99
Working 3.65 3.47 0.17 0.29 0.77 7.16 49.08

Graduated 10th grade 2.59 2.51 0.08 -0.52 0.60 -12.21 84.65
Financial excluded 4.35 4.27 0.08 1.24 0.23 28.49 91.71
Farmer 0.36 0.24 0.12 -0.84 0.41 -19.69 80.01

covariates,12 and shows the balance has substantially improved for all the
co-variates as a consequence of the matching procedure.

Figure 1 plots the change in the standardised bias for all covariates af-
ter matching. This shows that the standardised bias fell significantly after
matching with values in the range from 0.5 to 0.15, compared with values in
the range from 1.0 to 0.15.

Stuart (2010) points out that the parametric tests such as the t-test are often
not accurate measures of balance as they compare only the averages, while
the entire distribution matters in a matching exercise. One test for this is a
visual inspection of the quantile-quantile (QQ) plots for each covariate pair
used in the matching exercise. If there is match balance, the points would
fall on the 45◦ line. Figure 2 shows that this is not the case with the full
dataset, but is substantially the case with the matched data.

A final test is the Hotelling’s T-square test which considers the joint signifi-
cance of the differences between the co-variates. In the sample, the χ-statistic
is 10.44 with a p-value of 0.12 and the F-statistic is 1.35 with a p-value of
0.27. Both these indicate that the differences between the covariates are not
jointly significant.

All four tests confirm that match balance has been achieved, and that we
have a sound design.

12The improvement in balance is defined as 100((|a| − |b|)/|a|), where a is the balance
before the matching, and b is the balance after matching.
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Figure 1 Difference in the standardised bias

The figure shows the change in standardised bias after matching. The left hand dots
show the standardised bias for the entire data-set, while the right hand shows that for the
matched data-set.
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5.3.2 Analysing a placebo

In order to examine the soundness of the estimation strategy, we explore how
it behaves in a simulation study. We conduct a Monte-Carlo simulation with
a placebo, where 14 HRs are selected at random which are considered the
treated HRs. We exclude HRs in AP in this exercise. For the selected HRs,
we carry out the matching exercise to find control HRs. We then test the
difference between this treatment and control HRs using a DID estimation.
This simulation is repeated 10,000 times.

Table 6 presents the results of the simulation exercise. While the rejection
rate is not exactly the same as the size of the test, this serves as a check that
when presented with a placebo, the estimation strategy does not reject the
null incorrectly.

5.3.3 What is the size of the impact that can be resolved by the
design?

One concern about our design lies in the fact that we only a small dataset of
14 HRs (while recognising that these 14 HRs represent aggregates of 10,591
underlying households). Our ability to reject the null when the null is not
true may be limited owing to this small sample. Hence, we undertake a power
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Figure 2 QQ plots of the match covariates

The figure plots the QQ-plots of the covariates used in matching, before and after the
matching exercise. The y-axis in each box reflects the treated units and the x-axis the
control units. Deviations from the 45◦ line indicate differences in the empirical distribution
and a low match balance. In all cases, there is good match balance after the matching is
done.
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Table 6 Analysing a placebo

The table reports the results of a simulation with 10,000 runs. In each run, 14 randomly
chosen HRs are taken as the treated unit, and the matching procedure is used to find
controls. The DID model in Section 5.2 is then estimated, where the null of no effect is
true. The table shows the probability of rejecting the null.

Null rejected
(%)

Total 0.0

Food 0.0
Fuel 0.0
Cosmetics 0.0
Education 0.2
Miscellaneous 0.0
Communication 0.0
Clothing 0.1
Transport 1.1
Intoxicants 0.9
Rent 0.0
EMIs 0.2
Restaurant 0.9
Health 0.5
Recreation 0.1
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Table 7 How much power does the design have?

This table presents results from a simulation exercise that captures Qpower which is the
effect size that can be detected with a probability of 70 percent.
For example, in the case of power and fuel, Qpower = 400 implies that if the true effect
size was a change in expenditure on power and fuel of Rs.400, then it would be detected
correctly by a test of 95 percent significance, with a 70 percent probability.

Qpower

(Rs.)

Total 6000

Food 2000
Power and fuel 1000
Cosmetics 300
Education 500
Miscellaneous 2000
Communication 500
Clothing 500
Transport 400
Intoxicants 200
Rent 300
EMIs 500
Restaurants 400
Health 200
Recreation 100

study in order to assess the magnitude of deviations from the null that can
be detected through our design and estimation strategy.

For this, we run simulations where 14 HRs are randomly chosen to be a treat-
ment group, and a shock is artificially induced into this set. The matching
DID estimator is then used to test whether there is a statistically significant
difference (at a 95 percent level of significance) between the treatment and
the control. We report the size of the shock that is discerned with a 70 per-
cent probability in Table 7. As an example, this shows that a change in total
expenditure of Rs.6000 per quarter is discerned by a 95 percent test with 70
percent probability.

This shows that in most cases, we have fairly high power. For example, if
the impact on food expense is bigger than Rs.2000, we are likely to discern
it. Conversely, if our analysis showed that the null (no effect) cannot be
rejected, this would imply that the true effect size is smaller than Rs.2000.
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Figure 3 Average quarterly household consumption, March 2010-September
2011

The graph shows the average total household consumption in the treatment HRs (in AP)
and control HRs (matched, outside AP) between the March 2010 to September 2011
quarters.
The vertical bar marks the quarter in which the state government passed the micro-finance
ban in Dec 2010. While consumption in the controls grew steadily through this period,
consumption in AP dropped sharply from Rs.17,530 to Rs.15,190.
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6 Results

The impact of the ban on micro-finance in AP is measured by the change in
average household consumption in AP before and after the ban. Figure 3
plots the average household consumption in the 14 AP HRs as the solid line,
in the graph from March 2010 upto September 2011. The average household
consumption for the control HRs is plotted as the dashed line. We see a
sharp drop in average consumption in the AP HRs after the micro-credit
ban.
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6.1 Did consumption fall when access to micro-credit
was reduced?

The first point of comparison is to analyse the impact of the ban one quarter
before and one quarter after the micro-finance ban. The state government
announced the ban in October 2010 and passed it as law in December 2010.
This quarter is denoted as Mar 2011. The two points of comparison are
the pre-ban quarter (denoted as the Dec 2010 quarter in Figure 3) and the
post-ban quarter (denoted as the June 2011 quarter in Figure 3).

Average consumption in AP households dropped between the pre-ban and
post-ban quarters. In contrast, average household consumption of the con-
trol HRs rose in the same period. The average AP household used to spend
Rs.17,531 in a quarter on consumption in the pre-ban period. This dropped
to Rs.15,487 in the post-ban period, a decrease of 12 percent over two quar-
ters. In the control HRs households spent Rs.16,574 on average in the pre-ban
period and Rs.17,727 in the post-ban period, a rise of seven percent. This
suggests that the average quarterly household consumption in AP dropped
by 19 percent as a consequence of the micro-finance ban.

Figure 4 plots the time series of the average household consumption in the
treatment and control HRs for the top four consumption components listed in
Table 2: food, power and fuel, cosmetics and toiletries and education.13 The
average food expenditure in AP was Rs.8,480 in the pre-ban quarter which
dropped to Rs.7,614 after the ban, an immediate decrease of 10 percent as
a result of the ban. In contrast, households in the control HRs increased
expenditure on food from Rs.8,256 to Rs.9,153 across these two quarters,
which is an increase of 11 percent. Households in AP that spent Rs.500 in
the pre-ban quarter on education expenditure spent Rs.66814 after the ban.
In contrast, households in the control HRs spent an average of Rs.529 in
the pre-ban quarter and Rs.836 in the post-ban quarter. This implies that
households in AP spent 24 percent less on education in the post-ban quarter
because of the micro-finance ban.

We next analyse the impact of the ban using the estimates of β3 of the
DID models proposed in Section 5.2. From the β̂3 presented in Table 8 we
see that the average household consumption expenditure over four quarters
has fallen by an average of Rs.3,375 in the AP HRs relative to the control
after the micro-finance ban. This drop is significant at the 5 percent level of

13Together, these account for 70 percent of household consumption in a quarter.
14These are small values. Rs.500 is around USD 9 and Rs.668 is USD 12.
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Figure 4 Variation in the top four household consumption components,
before and after the ban

This figure reflects the average household expenditure for the treatment (AP) HRs and
control HRs, for four components of consumption: food, power and fuel, cosmetics and
toiletries and education for the quarters from March 2010 to September 2011.
The vertical bar indicates the quarter when the micro-finance ban was implemented.
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Table 8 DID estimates for average household consumption across treatment
and control HRs

The table presents β3 from the following DID estimation:

Ci,t = β0 + β1api,t + β2post-crisisi,t + β3(api,t × post-crisisi,t) + ǫi,t

• Ci,t is the average household consumption

• ap takes value “1” for an AP HR and “0” for a control HR

• post-crisis = “0” for a period before the micro-finance ban and “1” for a period
after.

Pre-crisis quarters include the four quarters of March, June, September and De-
cember 2010.

Post-crisis includes the four quarters of March, June, September and December
2011.

The table also reports heteroskedasticity-consistent standard errors (std.err.), p-values
(p.val), the adjusted p-values (adj.p) and Qpower which is the effect size for different
consumption components that could be detected with 70 percent probability.

β̂3 std.err. p.val Adj.p Qpower

Total -3375.1 1450.5 0.02 0.05** 6000

Food -1302.6 419.1 0.00 0.01*** 2000
Fuel -504.8 199.3 0.01 0.05** 1000
Education -350.3 151.8 0.02 0.05** 500
Cosmetics -165.1 68.3 0.02 0.05** 300
Miscellaneous -341.5 733.3 0.64 0.80 2000
Communication 12.3 98.3 0.90 0.91 500
Clothing -431.4 126.9 0.00 0.01*** 500
Transport -25.9 44.6 0.56 0.80 400
Intoxicants -222.7 49.1 0.00 0.00*** 200
Rent -14.2 127.2 0.91 0.91 300
EMIs 31.5 63.9 0.62 0.80 500
Restaurant -82.3 71.1 0.25 0.46 400
Health 17.8 58.6 0.76 0.88 200
Recreation -24.6 24.7 0.32 0.53 100

*** indicates 1% and ** indicates 5%
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significance. This implies an adverse impact on household consumption in
the AP HRs of 19.5 percent due to the micro-finance ban, which is consistent
with the 19 percent drop calculated from Figure 3. There is also a drop in the
expenditure on different consumption components. For example, there is a
drop of 15.8 percent in food and 44.7 percent in education, both of which are
statistically significant at the 1 percent and the 5 percent level of significance
respectively.15

Put together, the above evidence from the quarterly trends on consumption
expenditure in the AP and the control HRs, as well as the DID estimation,
leads us to conclude that there has been a significant adverse impact on the
household consumption caused by the micro-finance ban implemented by the
AP State Government.

6.2 Did volatility of consumption rise with lower ac-
cess to micro-finance?

Since access to finance is important for consumption smoothing, the with-
drawal of such access could impact not just on the level of consumption
expenditure but also the volatility of consumption. Thus, while we expect
a fall in the average household consumption of the treated HRs in AP after
the ban, we would expect a rise in the volatility of this average consumption,
compared to before the ban was imposed. With the control HRs, we would
not expect to see any change in the volatility of consumption.

Table 9 presents the standard deviation of the percentage change in average
household expenditure in the period before the ban as σpre-ban and after the
ban as σpost-ban. We first calculate the percentage change in the average
expenditure for the 14 HRs in AP and the 14 control HRs as seen in Figure
3.

The table suggests that there been an increase in the volatility of household
expenditure between the treatment and control HRs. σpost-ban for overall con-
sumption expenditure is higher for the AP HRs, while it is not significantly
higher for the control. There is also some evidence that there has been higher

15We also estimate the percentage change drops by conducting a DID of
log(consumption) as well. The results are consistent with our findings using the results in
Table 8. For example, we find that total expenditure showed a fall of 18.6 percent, while
food showed a fall of 16.2 percent. These results are not presented here but can be made
available on request.
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Table 9 Volatility of changes in consumption before and after the ban

The table presents the volatility of changes in average household consumption for the AP

and the control HRs, in the pre-ban and the post-ban quarters. The component where
the volatility of consumption has increased after the ban is food, which at 48.7 percent
of total consumption expenditure is the largest component of consumption. While there
appears to be a large rise in the volatility of education expenditure after the ban, it is not
statistically significant.

Average AP HRs Average control HRs

Consumption (%) σpre-ban σpost-ban σpre-ban σpost-ban

Total 2.12 8.89* 5.19 5.29
Food 48.7 2.30 8.98* 1.71 3.24
Fuel 9.6 3.37 3.04 1.73 3.74
Cosmetics 7.1 5.19 3.94 5.75 5.40
Education 5.5 93.01 135.07 47.50 50.24

* indicates σpost-ban is higher at 94 percent level of significance.

volatility of consumption expenditure on food and education for the AP HRs
after the ban.16

6.3 Which households were more affected?

Section 3 proposed that the impact of the micro-finance ban could vary by
liquidity constraints. The cp database offers two possible factors based on
which to differentiate households with high and low liquidity constraints:
(a) income, and (b) location in rural HRs compared to urban HRs. We ex-
pect that the households with high liquidity constraints (low income and/or
located in rural areas) will suffer a higher impact as a consequence of the

16The impact of the ban on volatility of consumption expenditure was analysed using a
variety of econometric approaches. A simple comparison of the pre- and post-ban periods
volatility was compared using the average of the volatility for each of the 14 treatment HRs
and their matched controls. Here also, the volatility of total consumption expenditure and
the expenditure on food showed an increase, though at a 90 percent level of significance.
Next, the impact of the ban was also analysed using the DID framework. The estimated
coefficient on the interaction term between AP dummy and the post-crisis dummy was
consistently positive across all these approaches showing an increase in the volatility after
the ban. However, there was less consistency in the significance of the impact. Food
volatility was significantly higher increase at 99 percent in a simple OLS, while education
volatility was significantly higher at 99 percent in a robust regression estimation. The
details of these alternative estimations can be made available on request.
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Table 10 DID estimates on average consumption of high and low income
households

This table presents the β̂3 DID estimators from:

Ci,t = β0 + β1api,t + β2post-crisisi,t + β3(api,t × post-crisisi,t) + ǫi,t

These are estimated separately for high income (I-3) households in treatment and control
HRs, and for low income (I-9) households. The table also reports the heteroskedastic-
ity consistent standard errors (std.err.) and the adjusted p-values (adj.p) for multiple
inference for total and various components of household expenditure.

I-3 (High income, low micro-credit) I-9 (Low income, high micro-credit)

β̂3 std.err. adj.p β̂3 std.err. adj.p

Total -8024.6 3793.9 0.18 -1417.1 842.4 0.26

Food -2111.7 930.1 0.18 -747.9 274.0 0.05**
Fuel -1446.2 560.7 0.16 -49.2 77.6 0.72
Cosmetics -396.5 224.3 0.20 -68.1 42.1 0.26
Education -937.4 654.9 0.33 -124.9 63.9 0.20
Misc. -224.6 1414.5 0.94 -111.8 591.4 0.85
Comm. 63.2 263.3 0.94 54.7 47.3 0.41
Clothing -656.0 336.1 0.20 -213.9 82.3 0.05**
Transport -252.6 136.7 0.20 53.4 35.9 0.26

*** indicates 1% and ** indicates 5%

micro-finance ban compared with low liquidity households (high income, lo-
cated in urban areas).

In order to test these, DID estimations are carried out on consumption ex-
penditure of the households with high liquidity constraints in the treatment
HRs against similar households in the control HRs. The precision of this
analysis is likely to be lower than those reported earlier, since the averages
are based on a smaller number of households. There are 131 households in
the I-3 category and 2179 households in the I-9 category, across all 14 HRs
in AP.

I-3 vs. I-9: Table 10 presents the DID estimations for the high income (I-3)
households and the low income (I-9) households. Both households see
a drop in average expenditure before and after the ban, but neither of
these are statistically significant.

We see many negative coefficients for the I-3 households, which may
reflect general equilibrium effects. However, none of these are statisti-
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Table 11 DID estimates between rural and urban HRs

This table presents the estimation results for:

Ci,t = β0 + β1api,t + β2post-crisisi,t + β3(api,t × post-crisisi,t)

+β4(api,t × post-crisisi,t × rurali,t) + ǫi,t

where rurali,t takes the value 1 if the ith HR is rural and 0 if it is urban. β4 is the
impact of the ban on rural AP HRs compared to urban HRs. The results include the
heteroskedasticity consistent standard errors and the adjusted p-values.

β̂4 std.error adj.p

Total -5349.4 1175.8 0.00***

Food -1469.1 228.2 0.00***
Fuel -944.7 71.6 0.00***
Cosmetics -269.9 49.8 0.00***
Education -215.2 91.9 0.03**
Misc. -531.0 934.7 0.66
Comm. -510.5 37.7 0.00***
Clothing -242.4 85.9 0.01***
Transport -106.1 38.1 0.01***

*** indicates 1%; ** indicates 5%

cally significant. In contrast, for the I-9 households, we see statistically
significant declines for food and clothing consumption.

These results are consistent with the idea that the impact of the micro-
credit ban was felt more among households who were directly using
micro-finance and had few alternative mechanisms for obtaining credit.

Rural vs. urban: In order to test the effect of the ban on households in
rural vs. urban regions, we estimate a DID estimation with a slight
modification of the model in Section 5.2 as follows:

Ci,t = β0 + β1api,t + β2post-crisisi,t + β3(api,t × post-crisisi,t)

+β4(api,t × post-crisisi,t × rurali,t) + ǫi,t

where rurali,t takes the value 1 if the ith HR is rural and 0 if it is
urban. Then β4 captures the effect of the ban on a rural HR in the
treatment units compared with a rural HR in the control unit. The
estimated results are presented in Table 11.

Expenditure fell in rural AP for total consumption as well as those
components of consumption that had not shown a decline in the overall
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regression.17 This suggests that households with liquidity constraints
caused by a lack of a wider access to finance by virtue of being in a
rural region suffered more as a consequence of the ban.

The results in Tables 10 and 11 are based on aggregates across households
(average values of consumption) rather than individual households. Given
the lack of household level data, it is difficult to establish cross-sectional vari-
ation in the impact of the credit ban across households, such as households
with liquidity constraints compared to those without. What the results do
suggest is that households that can access more credit sources are less vul-
nerable to shocks in their consumption compared to those households with
fewer sources of credit access. The shocks to consumption are long-lasting –
our results show that consumption had not recovered four quarters after the
crisis, implying that once access to credit is taken away, it is very difficult
for other sources to compensate for it.18

7 Threats to validity

In this section we address alternative explanations that might explain the fall
in the average consumption of households observed in the AP HRs, rather
than the ban. Three alternatives can be offered:

1. Events other than the ban caused the results.

2. The results are sensitive to the matching strategy.

3. The quality of matches is poor because South India, where other states are
as indebted as AP, was excluded from the control pool.

7.1 Did events other than the ban cause the results?

A possible criticism of the paper is that some event in AP, other than the
micro-credit ban, is what caused the drop in consumption in Section 6. For
instance, if there was a drought or a flood in AP but not the other states,

17Detailed estimation results can be made available on request.
18We find that the consumption gap continued to be significant between the treatment

and control HRs even in the first two quarters of 2012. These results are not reported here
but can be made available on request.
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Figure 5 Impact of the ban by micro-finance exposure

This figure plots the impact of the ban on household consumption in the AP HR by the
micro-finance exposure of that HR. Here, impact is measured as the change in consumption
expenditure in the AP HR before and after the ban, and micro-finance exposure of the
HR is measured as the fraction of borrower households in AP that have borrowed from
the SHG/MFI category. The graph shows that there is a sharper fall in consumption with
higher exposure to micro-finance.
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this would adversely effect the average consumption of the AP HRs but not
the controls.19

One way to address this concern is to analyse the drop in consumption in
a given HR by the exposure of the HR to micro-finance. The exposure to
micro-finance is the fraction of borrower households in an HR that have
loans from SHG/MFI (Table 3). If a treated HR with a higher micro-finance
exposure sees a larger drop in consumption after the ban, the drop can be
more confidently attributed to the ban.

Figure 5 presents the change in average household expenditure for the 14
AP HRs by the micro-finance exposure of the HR. Consumption dropped
for 13 out of 14 HRs. The decline in consumption is larger on average with
higher exposure to micro-finance. We test this statistically by estimating the
regression:

Impacti = α+ β ×Micro-finance exposurei + ǫi

where we expect β̂ to be negative and significant if the change is because of

19There was a drought in AP in the period of July to September 2011. However, this
falls after the period analysed in this paper.
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the micro-finance ban. A robust regression of the impact of the ban on the
consumption of HR i on the micro-finance exposure of HR i yields β̂ = −0.27
with a t-statistic of −1.98. This suggests that it was the ban that caused
the drop in the consumption in the AP HRs, because other events would not
cause such cross-sectional variation in the drop in consumption.

7.2 Are the results sensitive to the matching strategy?

We address the concern of the sensitivity of the results to the specific match-
ing algorithm used for the results in Section 6 by estimating the DID using
other matching approaches. These include :

1. One by one, dropping each covariate used in the original matching procedure,
and testing for the change in results with the new matched HRs.

2. Using a genetic matching algorithm over the same covariates to obtain a set
of control HRs.

This is a method of multivariate matching, that uses an evolutionary search
algorithm to determine the weight each covariate is given (Diamond and
Sekhon, 2012).

3. Using the “proportion of women in an HR” as a match variable as a proxy
for exposure to micro-credit, since micro-finance institutions (either SHG or
MFI) typically lend to women.

Table 12 shows estimates from these DID estimations. All the estimated
coefficients are negative, and all but one are significant. Thus, while differ-
ent approaches yield coefficients that vary in magnitude, the direction and
significance in each case is consistent with those of the estimates presented
in Table 8 in Section 6. Thus, we infer that the result of negative impact
of the micro-finance ban on household consumption is not sensitive to the
particular matching strategy used.

7.3 Is the match quality poor because South India is
excluded?

Section 5.1 argued that in order to avoid spillover effects, HRs from the
states of South India were removed from the control pool. To the extent that
a certain partial treatment effect was probably found all over South India, the
use of HRs from South India in the control pool would generate a downward
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Table 12 DID estimates across varying matching strategies

β̂3 std.err p.val adj.p

Baseline result

Total -3375.1 1450.5 0.02 0.05**
Food -1302.6 419.1 0.00 0.01***

1. Dropping one covariate at a time

Average household income Total -4100.30 1595.19 0.01 0.03**
Food -1476.38 468.67 0.00 0.01**

Number of households Total -3750.54 1414.87 0.01 0.03**
Food -1329.36 427.95 0.00 0.01**

Working age population Total -2862.41 1340.42 0.03 0.08*
Food -1117.59 387.29 0.00 0.02**

Graduated 10th grade Total -3993.80 1452.54 0.01 0.02**
Food -1434.57 447.86 0.00 0.01

Financially excluded Total -2794.62 1508.09 0.07 0.16
Food -1189.45 432.18 0.01 0.03**

Farmer Total -3556.64 1403.00 0.01 0.03**
Food -1437.70 417.28 0.00 0.01

2. Using a genetic matching algorithm

Total -4648.2 1834.2 0.01 0.04**
Food -1814.9 436.3 0.00 0.00***

3. Adding proportion of women

Total -3105.20 1619.58 0.06 0.14
Food -1196.02 504.64 0.02 0.07*

*** indicates 1%, ** 5% and * 10%
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Table 13 DID estimates including states bordering AP

This table presents results of a DID estimation from Section 5.2 where the control group
includes HRs from the three south Indian states of Tamil Nadu, Kerala and Karnataka
which are more similar to AP in indebtedness to AP than the rest of the country.

β̂3 std.err. p.val adj.p

Total -3069.82 1409.66 0.03 0.08*

Food -1240.71 435.45 0.00 0.02***
Fuel -378.21 206.38 0.07 0.15
Cosmetics -173.09 70.61 0.02 0.05**
Education -353.98 146.71 0.02 0.05**
Misc. -267.86 680.20 0.69 0.81
Comm. -13.05 93.99 0.89 0.89
Clothing -409.77 122.83 0.00 0.01***
Transport -39.04 46.85 0.41 0.55

*** indicates 1%, ** indicates 5% and * indicates 10%

bias in the measured treatment effect. However, this design decision has an
adverse impact upon the quality of matching as the presence of micro-finance
in other parts of the country was more limited.

In order to assess the impact of this design decision, we redo the match-
ing exercise without excluding South India from the control pool. Table 13
presents these modified results. These also show a decline in consumption in
AP after the ban, which is statistically significant.

8 Conclusion

In recent decades, there has been a rapid growth in the micro-credit business
by financial firms utilising business models such as the joint-liability struc-
ture to lend to low-income households. The higher levels of credit access
ought to have been an unambigiously superior outcome. In reality however,
these developments have been marred by concerns about consumer protec-
tion. Policy makers have grappled with these questions worldwide, and have
often implemented a variety of interventions, ranging from relatively subtle
rules on consumer protection to restrictions. The role for new kinds of micro-
credit firms, and the optimal public policy response to these, has relevance
worldwide.

The existing research evidence on these questions is drawn from three strate-
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gies: randomised trials, general equilibrium models and natural experiments.
Randomised trials are inevitably limited by the magnitude of research bud-
gets, general equilibrium models do not examine all channels through which
credit can matter, and the existing papers which utilise natural experiments
are often forced to use proxies for consumption.

The contribution of this paper lies in utilising a large natural experiment
– a complete ban on micro-finance in the Indian state of Andhra Pradesh
(AP) that has the population of Germany – and in having high quality
measurement of consumption through a panel dataset of 150,000 households
observed every quarter all over the country. The ban was imposed in only
one state, giving us controls from other locations in the country.

The results suggest a fairly large negative impact of the ban on micro-finance.
InAP, consumption dropped by 19.5 percent over the first four quarters after
the micro-finance ban. The impact of the ban is visible across all income
classes – including those which use little micro-credit themselves – which
suggests general equilibrium effects. While the ban on micro-finance was
initiated by policy makers in AP under the claim that this would help poor
people, it has hurt everyone.

There are intriguing analogies between the experiment in AP – where a
subset of society that was using micro-finance abruptly lost credit access –
and the macroeconomics and finance literature on deleveraging (Eggertsson
and Krugman, 2012). The develeraging literature focusses on what happens
when some borrowers in a country are highly indebted and face an abrupt
shock to credit access. The difficulties faced by these borrowers impacts the
economy at large, and the consequences are not restricted to just the set of
borrowers. The natural experiment that we have examined in AP appears
to have some similar characteristics. Only a subset of the population was
borrowing from micro-finance institutions, but when an abrupt loss of micro-
credit access took place, it generated negative consequences across all income
classes in AP. There was an adverse impact upon welfare through reduced
consumption and through enhanced consumption volatility.

A drawback of the analysis is that we only observe household aggregates at
the level of geographical areas and income classes, rather than individual
households. Record level data might reveal that welfare is improved with-
out micro-finance, for certain households. For example, we know that for
the income class with the highest use of micro-credit, there was a negative
impact on food consumption, while for households in the income class with
the lowest use of micro-credit, there was no significant impact. Since we lack
household level records, we cannot distinguish between a bigger impact on
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the households that directly used micro finance, and indirect effects on their
peers in the same income class. When such data is eventually released, these
effects could be measured.

The findings in this paper suggest that the overall average treatment effect
associated with banning micro-finance in Andhra Pradesh was negative. One
lesson is that a blunt policy instrument, such as a complete ban of micro-
finance, is inadvisable. In the global debate about the welfare consequences
of for-profit micro finance, this would suggest that extreme government re-
strictions are ill-advised. Thus, even though this analysis does not rule out
the potential presence of market failure in the form of weak decision making
by some poor people, the optimal response to market failures involves a more
subtle approach of consumer protection, rather than the blunt instrument of
a ban. These questions are important avenues for future research.
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