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ABSTRACT 

Using a unique, hand-collected database of 389 small loans granted by a French social bank 

dealing with genuinely small, informationally opaque businesses (mainly social enterprises), 

our study highlights the relevance of including soft information (especially on management 

quality) to improve credit default prediction. Comparing our findings with those of previous 

studies also reveals that the more opaque the borrower, the higher the predictive value of soft 

information in comparison with hard. Finally, a cost-benefit analysis shows that including soft 

information is economically valuable once collection costs have been accounted for, albeit to 

a moderate extent.  
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1. INTRODUCTION 

Within the credit market, the severity of asymmetric information existing between insiders 

and outsiders renders the provision of external funding to small, informationally opaque  

businesses and atypical firms (for example, cooperatives) particularly challenging (Brewer, 

2007). The problems of adverse selection and moral hazard may typically hamper the supply 

of external finance (Leland and Pyle, 1977; Myers, 1977; Stiglitz and Weiss, 1981). Financial 

intermediaries, in particular banks, possess a special ability to solve problems associated with 

asymmetric information in screening, pricing, and monitoring borrowers more easily 

(Diamond, 1984; Bhattacharya and Thakor, 1993). Banks benefit from an informational 

advantage over direct investors, especially in the case of small, informationally obscure 

borrowers (Binks et al., 1992; Binks and Ennew, 1996; Meyer, 1998). First, they can process 

large-scale hard information, which is defined as quantitative, explicit knowledge reported 

through formal instruments, such as audited financial statements, history of repayments, 

checking of accounts, and other financial usage (Petersen, 2004). Second, banks can amass 

soft, qualitative information via intense lending relationships with borrowers. Because loan 

officers are often embedded in their socioeconomic environment, they are able to collect 

intimate knowledge on the firm owner as well as private, idiosyncratic business facts, such as 

critical suppliers, customer dependencies, and positioning in the industry (Uzzi and Gillespie, 

1999; Uzzi and Lancaster, 2003; Scott, 2006).  

The past few decades have borne witness to the primacy conferred on hard 

information by banks in their screening and pricing operations. In the wake of the seminal 

works by Beaver (1966) and Altman (1968), credit risk models have been developed and 

refined exclusively on the basis of quantitative factors, such as financial ratios and accounting 

or market-based measures (Altman and Saunders, 1997). Originally designed for large 

corporations, these models have been tailored to small and medium-sized enterprises 
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(henceforth SMEs) (Ciampi and Gordini, 2013). For example, banks have increasingly 

resorted to small business credit scoring (henceforth SBCS) to evaluate applicants for small 

loans, typically under €250,000 (Akhavein et al., 2005; Berger and Frame, 2007). This 

evolution has been spurred on by the progress in ICT and industry concentration and 

encouraged by banking regulatory authorities (BCBS, 2000a, 2000b). In spite of the 

propagation of transactional lending technologies, relationship lending is still considered to be 

one of the most potent technologies in terms of overcoming information problems, 

particularly that of adverse selection (Berger and Udell, 2002). By gathering soft information 

on opaque credit applicants at the selection stage, banks are able to appraise borrower 

creditworthiness with more accuracy and subsequently make better credit decisions. However, 

there is surprisingly little academic research assessing the beneficial aspects of soft 

information in credit default prediction. The aim of the present paper is to bridge this gap by 

examining the extent to which soft information contributes to predicting small business 

default and whether it is economically valuable to do so.  

Our empirical study is based on a unique, hand-collected dataset, which includes 

detailed information from 389 individual loans granted by a French social bank (Cornée and 

Szafarz, 2014). Social banks can be regarded as financial intermediaries specialized in the 

provision of external debt funding to a specific category of SMEs that prioritize social over 

financial goals, namely social enterprises (henceforth SEs) (Borzaga and Defourny, 2001). In 

addition to the fact that a burgeoning and innovative yet understudied financial sector is 

interesting to examine, the social bank under scrutiny offers a fertile ground for our 

investigation. It is a relational bank that serves genuinely small and opaque firms by making 

intensive use of soft information — if that were not the case, our study would lose its 

rationale.      
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Our contribution to the existing literature is twofold. First, we replicate the study of 

Grunert, Norden, and Weber (henceforth GNW) (2005), applying their methodology to the 

novel context of social banking. We identify various credit default models to investigate the 

predictive value of soft information with respect to and as a complement to hard information. 

Second, we extend the work of GNW (2005) by sketching a cost-benefit analysis to quantify 

the economic impact of using soft information for a social bank.      

The remainder of this paper is organized as follows: Section 2 provides an overview of 

the literature and states the testable hypotheses; Section 3 describes the data; Section 4 

examines whether soft information improves credit default prediction and if so, to what 

extent; Section 5 proposes a cost-benefit analysis of soft information; Section 6 provides 

robustness checks; and Section 7 concludes. 

 

2. SOFT INFORMATION, DEFAULT PREDICTION, AND PROFITABILITY  

2.1. DOES SOFT INFORMATION IMPROVE DEFAULT PREDICTION?   

There is a wide array of evidence attesting the importance of soft information in small 

business finance. A large number of studies document that banks amplify credit availability 

for borrowers with whom they have established an intense lending relationship, whether 

directly through facilitated debt provision or indirectly by reducing collateral requirements 

(for example, Petersen and Rajan, 1994; Angelini et al., 1998; Degryse and Van Cayseele, 

2000; Lehmann and Neuberger, 2001). Recent studies also show that loan approval decisions 

are not entirely explainable by rule (that is, statistical methods based on hard information) but 

also by discretion, which for a banking institution means relying on the judgment of its loan 

officers derived from previously collected soft information (Cerqueiro et al., 2011; Puri et al., 

2011; Gropp et al., 2012). Moreover, in practice, banks’ internal credit models are often 

characterized by a mixture of quantitative and qualitative factors (Elsas and Krahnen, 1998; 
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Machauer and Weber, 1998; Brunner et al., 2000; Treacy and Carey, 2000). Taken altogether, 

this evidence strongly suggests that soft information plays a critical role in approving loans 

and determining credit conditions, especially when banks deal with opaque borrowers, 

however very few academic studies have attempted to assess its role. The most stringent test 

is provided by GNW (2005).3 Drawing from a sample of large German SMEs, the authors 

compare the predictive accuracy of three models: a quantitative model solely fitted with 

financial data, a qualitative model based on soft-information factors, and a mixed model 

combining both types of factors.4 The outcome is that the mixed model systematically 

outperforms the other two with virtually the same magnitude, thereby suggesting that hard 

and soft information exhibit an equally important predictive power.  

Let us now examine the extent to which GNW’s (2005) conclusions may be applicable 

to the context of social banking. Social banks present obvious similarities with other types of 

relational banks, such as credit cooperatives and community banks, in terms of organizational 

architecture and credit-granting procedures (see for example, De Young et al., 2004; Scott, 

2004; Cornée et al., 2012; Kalmi, 2012). However, social banks distinguish themselves from 

their counterparts through their accomplishment of an explicit social mission, which translates 

into providing external debt financing to SEs (San-José et al., 2011; Becchetti et al., 2011; 

Cornée and Szafarz, 2014; Barigozzi and Tedeschi, 2015). SEs may be viewed as a specific 

type of SMEs, aimed at achieving a double-bottom line by putting the emphasis chiefly on 

social goals (Borzaga and Defourny, 2001). The fact that SEs do not just pursue profit 

maximization but also the attainment of non-economic objectives renders their business more 

                                                 
3 In an unpublished paper, Lehmann (2003) reports similar results from a sample of 1,000 German SMEs. 
Altman et al. (2008) show that, based on a sample of 5.8 million UK-based SMEs, the introduction of non-
financial factors adds substantial power to the overall accuracy performance. However, their non-financial 
factors (that is, legal actions by creditors, age of the firm, activity sector, late filing days, and the existence of 
audited accounts) cannot be regarded as true soft information, but rather as objective, publicly available data.  
4 More precisely, GNW’s (2005) sample consists of 409 unlisted, conventional SMEs with variable turnovers of 
between €25 and €250 million, which borrow quite large sums (average: €1.5 million) from major German 
banks.  
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complex to assess compared with conventional SMEs (Chell, 2007). As a result, evaluation 

instruments that rely primarily on financial analysis may be insufficient for capturing critical 

aspects of SE survival, such as relational capital, acquisition of non-market resources, or 

social value-creation process (Gagliardi, 2009; Di Domenico et al., 2010). Two factors further 

magnify the informational opacity of SEs (Chess, 2007). On the one hand, SEs are often 

newly established and innovative businesses, and as such lenders cannot use statistical 

analysis on past cases to reduce the informational wedge. On the other hand, SEs operate on a 

very small scale by strongly embedding their activities in their local communities, thereby 

limiting transparent disclosure of business facts. Because social banks face exacerbated 

informational problems that are inherent in their borrowers’ specificities, we anticipate that 

soft information is more valuable — in relation to hard information — in our setting than in 

GNW’s (2005). The testable consequences of this conjecture are summarized in H1 and H2. 

Importantly, we consider these hypotheses (especially H1) to be stepping stones in our 

reasoning because we need to determine if they are supported before we can convincingly test 

our other hypotheses (H3 and H4).            

H1: A mixed model combining soft and hard information dominates a hard-information 

model. 

H2: A soft-information model is more accurate than a hard-information model. Accordingly, 

a mixed model is less likely to dominate a soft-information than a hard-information model.  

 Another instructive finding of GNW (2005) — although it is not explicitly highlighted 

by the authors — lies in the fact that there is heterogeneity across internal, soft-information 

factors regarding their ability to predict default, with “management quality” being more 

powerful than “market position”. This result is in line with the small business literature, which 

considers the managers’ endowment in human capital to be a key internal factor explaining 

survival probability (see for example, Bosma et al., 2004; Carter and Van Auken, 2006; 
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Unger et al., 2011). We anticipate that this should also be the case for SEs. The human capital 

of management affects most facets of SE survival. For instance, the continuation of non-

market resources, such as volunteering or the preservation of the relational capital of a SE, is 

conditioned on the ability of its managers to promote a participatory governance structure 

(Borzaga and Defourny, 2001; Chell, 2007). In the same vein, business skills among SE 

managers are essential to adequately link operational issues with mission statements and to 

gain access to scarce financial resources (Sunley and Pinch, 2012). The prominence of 

management quality is likely to be amplified in our setting, given that SEs are often startup or 

young businesses and that human capital is more important than other factors in the initial 

years of business (Unger et al., 2011). This discussion is summarized in hypothesis H3:  

H3: Soft-information factors related to management quality are likely to have a better 

predictive power than other soft-information factors.          

2.2. IS THE COLLECTION OF SOFT INFORMATION PROFITABLE?  

Assuming that the inclusion of soft information in credit default models actually improves 

predictive accuracy, does it make economic sense for a (social) bank to produce and exploit 

this type of information? The answer to this question essentially depends on the bank’s size or 

on its degree of decentralization. Soft information presents low transferability properties as it 

cannot be transferred among agents without losing informative power within the banking 

organization (Grant, 1996). For instance, the qualitative knowledge collected by loan officers 

at local branch level cannot be reliably communicated across hierarchical layers as it cannot 

be verified by anyone but themselves (Liberti and Mian, 2009). In other words, qualitative 

information is best portrayed by the subjective judgmental expertise of its collector (Cornée, 

2014). These low transferability properties of soft information entail inevitable internal 

contracting costs, and the magnitude of these costs is also likely to increase with the 

complexity and size of the banking organization (Stein, 2002). 
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 Hence, large banking institutions have increasingly adopted transactional lending 

technologies to reduce internal contracting problems and the costs associated therewith. 

Because quantitative data are generally standardized and audited by a third party, 

interpretation of them is not contingent on the agents in charge of their collection. The advent 

of SBCS for opaque borrowers whose loan size is under $250,000 is a good example of the 

development of hard-information-based technologies. Labor costs reduction is undoubtedly 

the main incentive when banks switch to SBCS (Berger and Frame, 2007).  

 These conclusions may not apply to small (or decentralized) banks, which have a 

comparative advantage over large banks in assessing opaque borrowers. First, small banks 

with few managerial layers may significantly reduce the internal contracting costs associated 

with the collection of qualitative facts (Stein, 2002; Cole et al., 2004; Berger et al., 2005). 

Second, the costs of soft information collection for small banks — as compared with those 

incurred in large institutions that increasingly lend to distant borrowers — is likely to be less 

onerous because they are often grassroots, community-embedded institutions employing 

relationship lending technologies (Petersen and Rajan, 2002; Brevoort and Hannan, 2004; De 

Young et al., 2004).  

 To the best of our knowledge, with the exceptions of Stein and Jordão (2003) and 

Stein (2005), there exists little research examining whether using soft information in default 

models makes economic sense. These two studies report simulations accommodating some 

real-work complexities (for example, relationship lending), which suggest that more powerful 

models may be more profitable than weaker ones. More specifically, Stein and Jordão (2003) 

find that a mid-sized bank might generate additional profits to the order of about $4.8 million 

a year after adopting a moderately more powerful model.  

 In the context of social banking (at least in our setting), we conjecture that, overall, 

the recourse to soft information in credit default models should be beneficial. Internal 
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contracting costs incurred by the use of soft information are likely to remain low as the bank 

exhibits a flat structure involving only two hierarchical layers. In addition, while loan 

supervisors located at the headquarters may override initial recommendations and have the 

final say on contracting elements, loan officers operating at grass-root level are vested with a 

substantial amount of authority and autonomy. In effect, the headquarters do not generate any 

new information on applications beyond the relevant information transcribed into a standard 

file by loan officers after in-depth interviews with credit applicants. Further solid proof of this 

is that the applications selected by loan officers are rarely rejected by loan supervisors. This 

discussion is summarized in hypothesis H4.  

H4: The inclusion of soft information in a credit default model is likely to generate a benefit 

for the social bank under observation.    

 

3. DATA AND PRELIMINARY ANALYSIS 

The data used in this study come from the portfolio of a French social bank.5 The bank under 

scrutiny is a financial cooperative, established in 1988. It operates throughout France under 

the supervision of the Banque de France, the French Central Bank. In 2008, it was composed 

of 21,467 members, and its total assets amounted to €184 million. The bank puts traditional 

financial intermediation rules into practice insofar as it bans all forms of speculative financial 

transactions (San-Jose et al., 2011).  

Our sample consists of the complete credit files of 389 loans extended over the 2001–

2004 period. Table 1, which captures the general features of the sample, contains two 

important messages. On the one hand, the data indicate that our sample is exclusively made 

up of genuine small-sized enterprises. This is implicitly attested in the borrowing firms’ legal 

forms, which are typical of small businesses. More explicit evidence is provided in their 

                                                 
5 The same dataset was used in Cornée and Szafarz (2014).  
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modest average turnovers and numbers of employees. This is confirmed by the low loan 

amounts underwritten by borrowers and the large fraction of loans that would be considered 

microloans by EU standards. On the other hand, the data also show that the unusually high 

proportion of start-ups — as compared with empirical studies using disaggregated loan-level 

data (for example, Petersen and Rajan, 1994; Lehmann and Neuberger, 2001) — 

mechanically pushes the age of the borrowing firms downward.  

Table 1 Sample Description  

Legal form of borrowing firms:   
% of proprietorships or other forms of individual unlimited companies 44%  
% of private limited liability companies 37% 
% of cooperatives or other legal structures of nonprofit organizations 19% 
  
Characteristics of borrowing firms:   
% of start-ups 49% 
% of existing firms having a banking relationship prior to loan extension 31% 
Turnover amount: mean [median] €546,000 [€119,000] 
Number of employees: mean [median]   7.59 [5.28] 
Age in years: mean [median]   5.28  [1] 
  
Loan characteristics:   
Loan size: minimum; maximum €5,000; €250,000  
Loan size: mean [median] €46,900 [€30,520] 
% of loans < €25,000 (considered microloans by EU standards) 43% 
Maturity in years: minimum; maximum 1; 20 
Maturity in years: mean [median]   7.22 [6] 
Due to data availability issues, average turnover and employee numbers are computed on 55 firms, average age 
is computed on 350 firms, and location is computed on 367 firms. All the other statistics are based on the whole 
sample (389 firms).        

The bank’s social mission is theoretically problematic for the validity of our study, 

since the social and financial criteria used in the bank’s screening process could potentially 

interfere with one another. Cornée and Szafarz (2014) reject this possibility, however, by 

showing that for any given project, the assessment of its social dimension is not interlinked 

with its financial and economic analysis. However, the bank’s social mission negatively 

impacts the field personnel’s productivity and translates into additional screening costs. 

Cornée and Szafarz (2014) compute that the total costs incurred by social screening represent 

31.84 percent of the bank’s loan officers’ workload. Finally, the bank’s social mission may 
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impact its portfolio composition. For example, its commitment to the right to credit may 

explain why the bank served such a large proportion of start-ups. 

Our study period stretches from 2001 to 2008. As revealed in Table 2, we first 

consider a credit-granting period stretching from January 01, 2001 to November 25, 2004. 

Over this period, the bank extended a total of 476 loans. Hence our 389-loan sample 

represents 81.72 percent of the whole population.6 We then look at a standardized four-year 

observation period for each loan to identify potential default events. For example, if a loan 

was extended on November 25, 2004, its corresponding observation period stretches from 

November 25, 2004 to November 25, 2008.7  

Table 2 Sample Yearly Composition  

Credit-granting period Number of loans (in %) % of representativeness Number of defaulting loans (in %) 

2001: 01/01–12/31 50 (12.85%) 57.47% 7 (14.00%) 

2002: 01/01–12/31 84 (21.59%) 79.25% 24 (28.57%) 

2003: 01/01–12/31 129 (33.16%) 90.21% 31 (24.03%) 

2004: 01/01–11/25 126 (32.39%) 90.00% 29 (23.02%) 

Total 389 (100.00%) 81.72% 91 (23.89%) 

  Table 2 indicates that 23.89 percent of borrowers experienced a default event within 

four years following loan extension. Admittedly, the proportion of loans in default appears 

quite high according to conventional retail banking standards. However, this figure should be 

kept in perspective, because the significant proportion of start-ups in our sample 

automatically elevates the default rate. First, the fact that start-ups are shown to be markedly 

riskier than existing firms (32.80 percent of defaulting loans versus 14.50 percent 
                                                 
6 The fact that the representativeness of the sample improves in the second half of the study period is due to 
advancements in the bank’s information system. Besides, it is most likely that we can reject the possibility that 
the sample suffers from selection bias as the loans were unintentionally excluded. 
7 An analogous empirical strategy is employed by Cornée and Szafarz (2014). Given the conditions of access to 
the data, this four-year convention may be viewed as “optimal”. It simultaneously maximizes: i) the duration of 
the observation window to record potential default events for each loan and ii) the number of loans with an 
equivalent observation period. This four-year observation window implies that default events occurring after this 
period cannot be detected (for example, a loan that experienced a default in the fifth year following its extension 
date is viewed as a non-defaulting loan). However, Cornée and Szafarz (2014) indicate that the vast majority of 
loans that experienced default at some point over their life are observable using this four-year convention (about 
87 percent). In Section 6, we show that our results are robust when censorship is accounted for (as not all 
defaults are observable) and that they are not sensitive to a change in the observation window.            
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respectively) is in line with the findings of previous studies (for example, Kalleberg and 

Leicht, 1991). On a similar note, SEs — the target borrowers of the bank — are also 

considered to be riskier than conventional SMEs (see for example, Chell, 2007). Second, the 

“default” denomination we use is extensive and encompasses various types of repayment 

issues that did not have the same degree of stringency. On the basis of out-of-sample figures 

from 2007, Cornée and Szafarz (2014) estimate that, on average, only 3.5 percent of the 

bank’s loan portfolio results in liquidation. Third, we cannot exclude the possibility that the 

bank adopted more prudent behavior in its risk management — while financing riskier market 

segments — given its ethical orientation. For instance, it might have considered certain loans 

to be “in default” that would not necessarily have been regarded as such in a conventional 

bank. Conversely, the high proportion of defaulters in our sample is positive from a strict 

econometric vantage point. Such a percentage indicates that the sample is well-balanced in 

terms of default and non-default populations, thereby suggesting that our analysis should not 

be biased (King and Zeng, 2001).  

Table 3 Definition of the Variables  

VARIABLES DEFINITION 
  
Default variable 
DEF = 1 if a default occurred within four years following loan extension; 0 otherwise.  

 
Hard-information rating 
FIN In-house financial rating: from 3 (best) to 1 (worst) 
 
Soft-information ratings 
MGT Assessment of “management quality”: from 3 (best) to 1 (worst).  
PROJECT  Assessment of “project quality”: from 3 (best) to 1 (worst).   
 
Type of borrowing firm  
STARTUP = 1 if the loan was extended to a start-up firm; 0 otherwise.  
  
Year dummies 
Y2001  = 1 if the loan was extended in 2001; 0 otherwise.  
Y2002 = 1 if the loan was extended in 2002; 0 otherwise. 
Y2003 = 1 if the loan was extended in 2003; 0 otherwise. 
Y2004 = 1 if the loan was extended in 2004; 0 otherwise. 
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Table 3 describes the variables used in the study. The default variable, DEF, is a 

dummy variable that equals 1 if one or more of the following events occurred within four 

years after loan extension: moratorium, allowance of loan provisions, withdrawal of credit, 

disposition of collateral, or liquidation. This definition of default occurrence, suggested by the 

Basel Committee on Banking Supervision, was used by GNW (2005). The hard-information 

rating is represented by the FIN variable. This financial rating was established in-house by the 

bank after a thorough inspection of a borrower’s financial condition. The analysis dealt with a 

variety of elements including past financial statements, expected future cash flow, collateral, 

and personal guarantees (Berger and Udell, 2006). The elements taken into consideration for 

the analysis could change from one borrower to the next according to their situation. 

Typically, a start-up would probably be evaluated on different criteria than those for an 

existing firm. It is likely that much more emphasis would have been put on future cash flows 

because there would have been no past financial statements.8  

The soft-information ratings correspond to the subjective judgment of loan officers for 

credit applicants. The MGT variable provides an overall view of the management character 

(honesty, prudence, ethics) and capacity (experience, training, motivation). The PROJECT 

variable qualitatively assesses the global relevance of the investment project (Strengths, 

Weaknesses, Opportunities, Threats matrix). Importantly, FIN, MGT, and PROJECT are raw, 

non-transformed ratings, drawn directly from individual credit files. These ratings were given 

at the same time as credit-granting decisions were made and were not revised thereafter. In 

addition, the ratings were all originally assigned by loan officers on the basis of the 

information they had previously collected. However, their construction differs substantially in 

nature. As explained in Section 2.2, MGT and PROJECT could not be appropriately revised 

                                                 
8 The bank produced an alternative financial rating, given on a one-to-five scale, on the basis of guidelines from 
the Banque de France. This alternative rating does not really suit start-ups’ specificities, since it is mainly 
computed from borrowers’ past financial statements. While the FIN variable was used by the bank in its credit 
risk management, this alternative financial rating aimed instead to comply with regulatory purposes. 
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by the loan supervisor at the headquarters, as soft information does not easily flow across 

hierarchical layers. In contrast, the loan supervisor was able to exert their full authority to 

homogenize FIN ratings across borrowers by using their expertise, economic indicators 

computed internally by the bank on priority sectors, and standard financial analysis 

techniques.   

Finally, two sets of control variables are included. First, the type of borrowing firm 

differentiates the loans extended to start-ups (STARTUP) from those of existing businesses 

(defined as all firms but start-ups). Second, the year dummies aim to capture potential 

changes in the global economic conjuncture, the bank’s lending strategy, and borrowers’ 

creditworthiness. These year dummies also account for two issues revealed in Table 2, 

namely that excluded files are proportionately more frequent during the first years of 

observation and the distribution of default occurrences is not perfectly smooth.  

Table 4 Descriptive Statistics 

Panel A: Ratings by default status 
 Full sample DEF=0 DEF=1 t 

FIN 1.97a (0.03)b 2.01 (0.03) 1.84 (0.04) 2.92** 
MGT 2.76 (0.02) 2.81 (0.04) 2.58 (0.05) 4.48*** 

PROJECT 2.27 (0.02) 2.31(0.05) 2.14 (0.04) 2.91** 
a reports means. b reports standard deviations. *** Equality between DEF=0 and DEF=1 rejected at p < 0.10%; 
** equality between DEF=0 and DEF=1 rejected at p < 1%.  

 Panel B: Correlation matrix 
  DEF FIN MGT PROJECT 
DEF 1.00       
FIN −0.15** 1.00     
MGT −0.22*** 0.19** 1.00   
PROJECT −0.15** 0.18** 0.15** 1.00 
STARTUP 0.22*** −0.05 −0.09† −0.16** 

All are Spearman rank correlations. *** Zero correlation rejected at p < 0.10%; ** zero correlation rejected at p 
< 1%; * zero correlation rejected at p < 5%; † zero correlation rejected at p < 10%. 

Panel A in Table 4 displays the rating categories averaged within the full sample as 

well as within the DEF=0 and DEF=1 subsamples. As expected, the means of the three rating 

categories are lower for defaulters than for non-defaulters. This is the first indication that a 
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strong link can be established between credit ratings and default status. Panel B of Table 4 

confirms this robust association by revealing that the DEF variable exhibits significant 

negative correlations for all rating categories. The moderately positive correlation between the 

FIN, MGT, and PROJECT variables shows that these three rating variables only partially 

overlap, thereby revealing potentially complementary contributions in their ability to predict 

default occurrences. Finally, the (logical) negative correlations between STARTUP and the 

rating variables can be explained by the riskiness of start-ups as well as by other problems, 

such as informational asymmetry. Altogether, this shows the necessity of explicitly 

accounting for the STARTUP variable in the econometric analysis. 

 

4. SOFT INFORMATION AND CREDIT DEFAULT PREDICTION 

The purpose of a credit rating — regardless of its qualitative or quantitative nature — is to 

classify loan applicants according to their quality, that is to say their probability of default 

over a given time horizon (Krahnen and Weber, 2001). The default probability of a credit 

applicant is most appropriately estimated by means of binary logistic or probabilistic 

regression models (Greene, 1992).9 Models that yield binary outcomes are supportive for the 

bank’s decision-makers as they mirror the dichotomous decisions they are confronted with on 

a daily basis, namely whether they should grant credit or not. Like GNW (2005), we use 

probit regressions to estimate the probability of default.10  

Table 5 displays four different specifications with DEF as a dependent variable. In 

columns (1) and (2), the HI and the SI models are fitted with hard and soft information 

respectively. The mixed model (HISI) that combines the two types of information is in 

                                                 
9 Default events may also be viewed as survival events (Glennon and Nigro, 2005). This occurs especially when 
banks consider the time path of default as being as important as the event itself in a complex modeling approach, 
such as the net cash flow modeling framework. It is highly likely the bank under observation conferred much 
more importance on the default event than the time path of default given its simple credit management practices, 
thereby privileging models that yielded binary outcomes.  
10 While the coefficients in logit and probit models often differ markedly, the two models almost always yield 
identical predictions (Greene, 1992). In our case, logit estimations (not reported) bring similar results.   
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column (3). In column (4), the HISI2 model is an abridged version of the HISI model with the 

removal of the PROJECT variable. Overall, there is clear evidence to suggest a significant 

negative impact for all ratings with regard to default probability. This supports the idea that 

both hard and soft information are relevant when it comes to predicting default occurrences. 

Interestingly, the financial rating does not get crowded out by the other ratings and control 

variables, thereby indicating that the bank’s rating system is robust enough to enable us to 

draw general conclusions from the results. Lastly, the highly significant and negative 

coefficient on STARTUP confirms that the explicit inclusion of this control variable in the 

analysis is relevant.  

Table 5 Probability of Default: Probit Estimations  

Panel A: Regression results 
  (1) (2) (3) (4) 
Models HI SI HISI HISI2 
          
FIN −0.47** (0.161) 

 
−0.33* (0.167) −0.36* (0.165) 

MGT 
 

−0.60*** (0.156) −0.54** (0.160) −0.56*** (0.158) 
PROJECT 

 
−0.28† (0.163) −0.24 (0.166) 

 STARTUP 0.61*** (0.148) 0.55*** (0.150) 0.56*** (0.152) 0.59*** (0.150) 
Constant −0.46 (0.382) 0.88 (0.576) 1.25* (0.612) 0.81 (0.526) 
Year Dummies Yes Yes Yes Yes 
Observations 389 389 389 389 
Log Likelihood −196.03 −191.05 −189.07 −190.11 
McFadden's R² 0.0723 0.0971 0.1065 0.1016 
Likelihood-ratio χ2 30.61 41.11 45.07 42.99 
ROC area 0.6804 0.7228 0.7330 0.7215 
Brier Score 0.1666 0.1603 0.1593 0.1608 
Naïve Brier Score 0.1792 0.1792 0.1792 0.1792 

*** p < 0.10%; ** p < 1% ; ** p < 5%; † p < 10%. 

 
Panel B: Model comparisons 

Criterion ΔSI–HI
 ΔHISI–HI ΔHISI–SI ΔHISI–HISI2 

Likelihood-ratio χ2 +a **b +** +* + 
ROC area +† +** + +† 
Brier Score + +* +* + 

a reports the sign of the difference between two competing models. b indicates whether the test reports significant 
difference. *** p < 0.10%; ** p < 1% ; * p < 5%; † p < 10%. 

We now turn our attention to comparing the performance of the HI, SI, HISI, and 

HISI2 models. As there is no single test to comprehensively evaluate a classification model, 
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two criteria are measured in addition to the Likelihood-ratio, which assesses the fit of the 

models, namely the area under the ROC curve and the Brier Score.11 In Panel A of Table 5, 

we report comparative evaluations of the models’ forecast quality. Panel B reports the results 

of the tests conducted between models for each of the evaluation criteria. We first examine 

how hard and soft information complement each other in predicting credit defaults. The 

Likelihood-ratio test shows that the HISI model has a better fit than the HI and SI models at 

the one and five percent levels respectively. A similar test rejects the null hypothesis that the 

HI and SI models have an equal goodness of fit at the one percent level. A formal test of 

equality of the ROC areas cannot reject the null hypothesis that the ROC areas are equal for 

the SI and HISI models. This test also indicates that both the SI and HISI models dominate 

the HI model at the ten and one percent levels respectively. Examination of the Brier Scores 

yielded by the three models partially corroborates the ROC inspection. In the first place, it is 

noteworthy that the three models are useful since they are always more accurate than naive 

forecasting (that is, 17.92 percent). The null hypothesis that the Brier scores are equal for the 

HI and HISI models is rejected at the five percent threshold. A similar conclusion can be 

drawn for the comparison between the SI and HISI models. However, the null hypothesis that 

the HI and SI models are equal cannot be rejected. Taken altogether, these findings strongly 

support hypothesis H1. The HISI model clearly exhibits a better fit and stronger predictive 

ability than the HI model. Hypothesis H2 is also supported but perhaps to a lesser extent. The 

SI model tends to dominate the HI model for two out of the three criteria. At the same time, 

the difference between the HISI and SI models is substantially weaker than that between the 

HISI and HI models, both in terms of economic magnitude and statistical significance.  

                                                 
11 Previous studies have already used the ROC inspection and Brier Score to evaluate ratings systems and credit 
default models (GNW, 2005; Behr and Güttler, 2007; Krämer and Güttler, 2008). To examine the differences 
between areas under ROC and the Brier Scores, we perform the test provided by Cleves (2002) and a two-tailed 
Williams-Kloot test (Vinterbo and Ohno-Machado, 1999) respectively. 
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  The non-significance of the PROJECT variable in column (3) of Panel A in Table 5 

gives a first indication that the soft-information factors do not have the same predictive 

power. Panel B in Table 5 provides more formal proof in the results from the HISI and HISI2 

models comparison. The two models prove to be almost identical since the significance 

evaluation test results are either weak or nonexistent, thereby suggesting that the collection of 

soft information on the managing team should be privileged by the bank. This provides strong 

support for hypothesis H3.   

      

5. COST-BENEFIT ANALYSIS OF SOFT INFORMATION 

We now outline a cost-benefit evaluation of using soft information. We focus our comparative 

cost-efficiency analysis on the HI and HISI models. In our view, this comparison offers more 

promising managerial and policy implications than any that could be carried out with the SI 

model. The implementation of pure soft-information models indeed seems “unrealistic” in the 

light of contemporary banks’ lending practices, bank regulation, and the conventional 

academic view on credit risk evaluation.  

5.1. GENERAL OVERVIEW 

The net benefit of using soft information is the difference between the benefits provided by 

soft information and its costs. Its benefits stem from a more powerful prediction model, which 

allows the bank to better select its borrowers, thereby avoiding costs of classification errors. 

The costs of using soft information are the overhead expenses incurred by its collection, 

production, and analysis by loans officers. For a year t, ΔCCEt is the year-t reduction in costs 

due to classification errors, which is permitted by the inclusion of soft information in the 

prediction model. CCSIt represents the costs inherent in soft information collection. Thus, the 

aggregated net benefit of soft information (NBSI) for the 2001–2004 period is computed as 

follows: 𝑁𝑁𝑁𝑁 = ∑ (∆𝐶𝐶𝐶𝑡 − 𝐶𝐶𝑁𝑁𝑡2004
𝑡=2001 ) . 
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5.2. BENEFITS OF SOFT INFORMATION COLLECTION  

To compute ΔCCEt, we need to know the potential profits and costs that the bank will 

generate by making a loan. The potential profits consist of interest revenues and underwriting 

fees. As indicated in Table 6, the applied interest rate is the spread between the actual interest 

charged by the bank and the three-month PIBOR, which is the bank’s reference refinancing 

rate. The interest revenues are equal to the discounted cashed-in interests. To simplify 

calculations, we work out annual installments (constant annuities), even though not all 

borrowers repay according to such a scheme. Like Stein (2005), we assume that underwriting 

fees represent 0.50 percent of the amount lent by the bank. These fees are not discounted 

since they are paid upfront by borrowers when loans are disbursed.     

Table 6 Soft Information Benefits: Variables and Assumptions   

Variable Value and definition Source 
Interest spread (per annum) (Actual interest rate) – (3M-PIBOR)   Own calculation 
Underwriting fees (upfront) 0.50% of original loan amount Stein (2005) 
Loss given default (excluding 
workout fees) 

27.54% (average) Cornée and Szafarz (2014) 

Workout fees (on default) 2.00% of original loan amount Stein (2005) 
Pre-default period (in years) 1.99 (average) Own calculation 
Bank’s weighted average cost of 
capital (discount rate) 

6.00% (assumed baseline value) Cornée and Szafarz (2014) 

The potential costs of default the bank can suffer by making a loan are twofold. The 

first component, which is the more substantial, is the net loss given default excluding workout 

fees. Like Cornée and Szafarz (2014), we approximate the value of this component by using 

the loan loss provisions, which reflect the bank’s expectations of future losses (principal and 

interests) on defaulted loans. As suggested by Eales and Bosworth (1998), to obtain a net loss 

given default, loan loss provisions are netted from the underwriting fees and the interests 

collected by the bank during the pre-default period. The second component is made up of 

internal and external workout fees (for example, legal assistance). Like Stein (2005), we 

assume that these fees represent two percent of the original loan size. The negative cash flows 

generated by these two default cost components are then discounted using the bank’s 
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weighted average cost of capital according to the average period between loan extension and 

default occurrence (that is, 1.99 years).               

We now compare the profits and costs associated with the use of the HI and HISI 

models. There are four possible scenarios for both models, each of which entail costs or 

profits for the bank. The bank benefits from an opportunity gain by avoiding default costs 

when the model correctly predicts defaults (true positives). In the case of true negatives, the 

bank benefits from interest revenues and underwriting fees since the model correctly predicts 

non-defaults. Conversely, the bank suffers from costs when the model does not accurately 

predict defaults and non-defaults. Errors I (false positives) cause actual default costs to the 

bank since the model has inappropriately accepted “bad projects”. Errors II (false negatives) 

incur an opportunity cost to the bank, which is equivalent to the interest revenues and 

underwriting fees of the “good projects” rejected by the model.  

Like Paleologo et al. (2010) and others, we aim to minimize both errors I and II as 

they incur costs of virtually the same order of magnitude.12 Consequently, we choose the 

optimal cut-off as the one that maximizes both sensitivity (true positive rates) and specificity 

(true negative rates). We compute the costs and profits generated by the HI and HISI models 

by using the optimal cut-off point of the HI model (0.32). As argued by GNW (2005), this 

procedure is conservative since our results would be even stronger if the optimal cut-off value 

were also used for the HISI model. Under the assumptions made, we find that 

∑ (∆𝐶𝐶𝐶𝑡2004
𝑡=2001  ) amounts to €352, 622.  

5.3. COSTS AND NET BENEFIT OF SOFT INFORMATION COLLECTION  

The benefits computed above should be compared with ∑ (𝐶𝐶𝑁𝑁𝑡2004
𝑡=2001  ), the burden 

associated by the collection of soft information. As described in Section 2.2, all information 

                                                 
12 The discounted default costs and discounted opportunity costs average €8,952 and €6,303, respectively. 
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on credit applications is collected by loan officers. While we obtain a reasonable estimate of 

the overall operational costs associated with loan officers’ activity (€871,156, see Cornée and 

Szafarz, 2014), two issues remain. First, it is difficult to determine accurately the proportion 

of overall operation costs (incurred by loan officers) devoted to information collection. We 

suggest varying this proportion from 25 to 75 percent (as depicted in Table 7) to avoid 

significant measurement errors.13 Second, using the conservative assumption that all loan 

origination overheads are fully captured by information collection, we seek to establish which 

part of these overheads is dedicated to soft information collection.14 Once again, to 

circumvent a potential measurement issue, we carry out a sensitivity analysis by varying the 

proportion of overheads incurred by soft information collection from 50 to 75 percent, as 

displayed in Table 7. We reject the possibility that this proportion is 25 percent or 100 

percent. The first case is implausible because under a relationship lending technology, loan 

officers spend more time collecting soft information than hard. The second case, which 

implies that loan officers only collect soft information, is far-fetched given banks’ current 

lending practices and regulatory reporting constraints.   

Table 7 Net Benefits in Euros of Soft Information Collection  

  

% of total information collection overheads dedicated 
to soft information collection 

  
75% 50% 

% of loan officers’ 
overheads devoted to 
information collection 

75% −137,403 25,938 
50% 25,938 134,833 
25% 189,280 243,727 

 

                                                 
13 It is unlikely that this proportion could reach 100 percent. Information collection takes place at the stage of 
loan origination, and it is only one of the missions assigned to loan officers (Pollinger et al., 2007). Other 
missions typically involve marketing (prior to loan origination) and loan monitoring (after loan disbursement). 
Costs of information collection as a percentage of the amount lent — which varies from 1.20 to 3.59 percent 
depending on the scenario — are reconcilable with Pollinger et al. (2007).  
14 Loan origination also encompasses information collection and analysis as well as underwriting (Pollinger, 
2007).   
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Each cell of Table 7 presents the variable NBSI, in other words the outcome of the 

cost-benefit analysis for a given scenario. The scenarios, which can all be regarded as 

plausible, are characterized by a sizeable variability. NBSI varies from −€137,403 to 

€243,727. These figures represent −19.77 and 35.07 percent of the bank’s net operating 

incomes aggregated over 2001–2004, and −0.75 and 1.34 percent of the amount lent by the 

bank over the same period.15 Nonetheless, the dominant picture to emerge is that the use of 

soft information is likely to incur a profit for the bank. The message is most similar when the 

analysis is conducted ceteris paribus solely on the existing firms, with figures varying from 

−0.83 to 1.26 percent of the amount lent (over 2001–2004). Interestingly, the outcome is 

markedly more positive (oscillating from 1.08 to 2.65 percent of the amount lent) when the 

analysis is limited to firms in a credit relationship with the bank. Overall, this provides 

support for hypothesis H4.  

 

6. ROBUSTNESS CHECKS 

In this section, we report on four series of robustness checks, conducted to test the strength of 

the results displayed in Table 5 (see also Appendix A). First, we use a Cox proportional 

hazard model to check for two potential issues: i) the possibility that the bank envisages the 

time path of default as being as important as the event itself16 and ii) censorship, because all 

defaults are not observable within the study period. The results presented in columns (1) to (4) 

of Table 8 and the corresponding model comparisons in Table 9 corroborate our previous 

findings. We use the Cox model’s standard criteria to evaluate predictive accuracy, that is the 

Harell’s C and the Akaike Information criterion (AIC) (whose value should be minimized). 

To compare models on the basis of the AIC, we compute an evidence ratio as suggested by 

                                                 
15 Additional computations (not reported here) indicate that the results of the cost-benefit analysis are insensitive 
to a variation in the discount rate and to the suppression of the underwriting or workout fees.  
16 For example, this might be the case when loans are guaranteed by public collateralization schemes that cannot 
be triggered immediately after loan extension in the case of a default. 
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Burnham et al. (2011).17 According to this ratio, the SI and HISI models are, respectively, 

97.03 and 139.77 times more likely than the HI model to be closer to the best model. These 

ratios are considered to be “strong” to “very strong” (Burnham et al., 2011). In sharp contrast, 

these ratios are extremely weak when the HISI model is tested against the SI and HISI2 

models.  

Table 8 Robustness Checks: Regression Results  

 
Cox regressions Probit regressions 

  (1) (2) (3) (4) (5) (6) 
Models HI SI HISI HISI2 HISI HISI 

 
  

  
    

 FIN −0.61** (0.221) 
 

−0.39† (0.231) −0.43† (0.225) −0.70** (0.243) −0.44† (0.238) 

MGT   −0.78*** (0.198) −0.70** (0.205) −0.73*** (0.203) −0.03 (0.230) −0.30 (0.247) 

PROJECT   −0.41† (0.242) −0.35 (0.244)   −0.48* (0.227) −0.62* (0.261) 

STARTUP 0.94*** (0.225) 0.85*** (0.227) 0.87*** (0.227) 0.90*** (0.225) 0.05 (1.149) 0.53** (0.155) 
FINAN*STARTUP   

  
  0.33 (0.316) 

 MGT*STARTUP   
  

  0.30 (0.261) 
 PROJECT*STARTUP   

  
  −0.39 (0.286) 

 EXPERIENCE   
  

    −0.20 (0.219) 

FINAN*EXPE.   
  

    0.12 (0.083) 

MGT*EXPE.   
  

    −0.05 (0.068) 

PROJECT*EXPE.   
  

    0.01 (0.070) 
CONSTANT   

  
  1.93* (0.804) 2.37** (0.856) 

Year dummies Yes Yes Yes Yes Yes Yes 
Observations 389 389 389 389 389 389 
Log-likelihood  −515.85 −510.30 −508.91 −509.97 −187.53 −184.53 
Harell’s C 0.6668 0.6962 0.7066 0.6973 . . 
AIC 1041.75 1032.60 1031.87 1031.85 . . 
*** p < 0.10%; ** p < 1% ; * p < 5%; † p < 10%.  

Second, we provide evidence that our findings are not driven by our sample 

composition, namely the high proportion of start-ups. In column (5) of Table 8, we enrich the 

HISI model of Table 5 with three interaction terms to check whether the effect of soft 

                                                 
17 The key assumptions for the results to be valid are satisfied. First, censoring is minimal (about 13 percent of 
non-observed defaults) and non-informative, as the exclusion of non-observed defaults is not intentional. 
Second, the condition of proportional moral hazards is met as Schoenfeld’s test is rejected in all specifications. 

The evidence ratio, notated as ER, is computed as follows: 𝐶𝐸 = 𝑒(−�12�∆𝐴𝐴𝐴), where ΔAIC is the difference in AIC 
between two models. 
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information is stronger than that of hard information for start-ups.18 None of these interaction 

terms is significant. In addition, the model comparisons carried out in Table 9 on both the 

start-up and existing firm subsamples show that the tests are markedly more powerful for 

existing firms.  

Table 9 Robustness Checks: Comparative Analysis  

Robustness checks Criterion ΔSI–HI ΔHISI–HI ΔHISI–SI ΔHISI–HISI2 

Survival analysis 
(n=389) 

LR χ2 +a **b +*** +† + 

Evidence ratio 97.03 139.77 1.44 1.05 

Sample restricted to 
start-ups (n=189) 

LR χ2 + ** +* + +† 

ROC area + + − + 

Brier Score + + + + 

Sample restricted to 
existing firms (n=200) 

LR χ2 +* +** +* − 
ROC area + +† +† − 

Brier Score + +* +* + 

Replacing FIN by the 
Banque de France’s 

financial rating (n=389) 

LR χ2 +*** +*** + +† 

ROC area +** +** + +† 

Brier Score +** +** + + 

Two-year observation 
period to record defaults 

(n=389) 

LR χ2 +* +* + + 

ROC area + +* + + 

Brier Score + +† + + 

Six-year observation 
period to record defaults 

(n=134) 

LR χ2 +** +** +* +† 

ROC area + + + + 

Brier Score + +* + + 
a reports the sign of the difference between two competing models. b indicates whether the test reports significant 
difference. *** p < 0.10%; ** p < 1% ; * p < 5%; † p < 10%.  

Third, we test the validity of the FIN, MGT, and PROJECT ratings. These ratings, 

especially those derived from soft information, may suffer from heterogeneous quality or 

manipulation as they are subjectively attributed by loan officers. We discard this possibility in 

specifications (6) of Table 8. None of the three interaction terms involving EXPERIENCE 

(that is, the number of years spent by an employee as a loan officer in the bank) is significant. 

In a similar vein, clustering the standard errors at the “loan officer” unit to account for 

potential differences across loan officers does not alter the results (regressions not reported 
                                                 
18 The fact that the STARTUP coefficient loses its significance (as compared with Table 5) with the introduction 
of these interaction variables in specification (5) may reveal potential autocorrelation issues. Interaction 
variables remain non-significant when rerunning specification (5) without STARTUP.     
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here). Moreover, we replace the FIN variable with an alternative rating produced by the bank 

on the basis of the Banque de France guidelines (see footnote 6). As shown in Table 9, using 

FIN is a conservative approach since our results prove to be more robust with this alternative 

rating in lieu of FIN. 

Fourth, we show that our findings are not sensitive to any increase or reduction in the 

observation period for recording potential defaults. For example, Table 9 indicates that taking 

a period of two or six years (instead of four years) does not affect our previous results.    

     

  
7. CONCLUSION 

7.1. DISCUSSION OF THE MAIN FINDINGS   

Our paper examines the relevance of using soft information to predict small business credit 

default. Our findings are fourfold. First, our paper corroborates GNW’s (2005) result in a new 

context, namely that of social banking. In other words, we show unequivocally that including 

soft — in addition to hard — information increases the predictive accuracy of credit default 

models. Interestingly, however, this result diverges from those of GNW (2005) insofar as we 

show that soft information tends to be more valuable than hard. The fact that our sample 

includes small-sized, opaque SEs while theirs is composed of larger, more transparent SMEs 

may explain this discrepancy and suggests that the more informationally opaque the borrower, 

the higher the predictive value of soft information in comparison with hard, thereby validating 

our second finding. Our third finding relates to the fact that soft ratings are heterogeneous in 

terms of their predictive ability, with information on “management” being markedly more 

powerful than information on “project”. Our fourth and main finding stems from quantifying 

the economic impact of soft information in credit default models. Our cost-benefit analysis 

allows us to disentangle two counteracting effects, which are that while soft information leads 
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to cost reduction thanks to improved predictive accuracy, its collection generates a substantial 

increase in labor costs. In our case, the former effect dominates the latter, thus indicating that 

soft information is likely to be economically valuable.  

Importantly, there are two factors that serve to increase confidence in the outcome of 

the cost-benefit analysis. First, the bank under scrutiny provides a stringent benchmark 

because of the unusually high proportion of start-ups among its borrowers. As suggested by 

our calculations at the end of Section 5.3, the outcome would have been even more positive if 

the bank had dealt with proportionally more existing firms with which it had maintained long-

term relationships. This is in line with previous research, which shows that soft information is 

more economical and conveys higher predictive value as a function of the intensity of the 

relationship (Petersen and Rajan, 1995; Presbitero and Zazarro, 2011). This factor is probably 

further strengthened by the specific type of borrowers funded by the bank and the strong 

informational opacity thereof. Second, our cost-benefit analysis delivers a lower bound of the 

outcome as it excludes any potential indirect benefits of soft information. For example, 

improved predictive accuracy may help the bank fulfill its claims regarding ethical, 

responsible credit-granting practices. Above and beyond the bank’s perspective, increasing 

forecasting abilities may generate positive spillover effects for the whole economy as the 

bank channels savings into safer and more efficient projects.        

Our findings can also be discussed in the light of conflicting evidence provided by the 

literature on the economic sense of including soft information in credit default models. 

Studies carried out before the outbreak of the 2007 financial crisis suggest that getting rid of 

soft information was economically well founded. For example, De Young et al. (2008) show 

that lenders switching from a relational to a transactional lending technology, such as SBCS, 

suffer from classification costs inherent in a loss of predictive accuracy in their default model. 

Nonetheless, these lenders are ready to accommodate these classification costs in exchange 
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for the ancillary benefits associated with reductions in labor costs and the increase in 

securitized loan volume (scale economies, fee generation). Moreover, the profitability of this 

approach was found to motivate banks to amplify credit availability to opaque, risky 

borrowers and low-income communities — albeit raising interest rates and increasing credit 

risk (Berger et al., 2002; Berger and Frame, 2007). Yet, the sub-prime mortgage crisis 

dramatically highlighted the limits of not considering soft information. Rajan et al. (2015) 

document that the statistical default models that were used in the active securitization period 

prior to the crisis break down in a systematic manner because they severely underestimate 

default risk for opaque borrowers, in relation to whom soft information is more precious (for 

example, borrowers with low documentation and high loan-to-value ratios). Furthermore, the 

failure of default models is deemed to be one of the key factors explaining the recent credit 

crisis (Diamond and Rajan, 2009). This directly echoes our own finding that the undesirable 

consequences of ignoring soft information are likely to increase as a function of borrower 

informational opacity. 

7.2. LIMITATIONS AND RESEARCH PERSPECTIVES   

We must acknowledge that our empirical analysis has been constrained by the nature of our 

data, which may in turn diminish the strength of some of our results. The main limitation lies 

in the fact that we did not gain access to the loan applications turned down by the bank. 

Access to such data would have allowed us to account for potential selection bias through the 

specification of a Heckman-like two-stage correction model. Regarding the construction of 

the ratings, finer-grained data would have been welcomed as their current measurement may 

be regarded as rather dull instruments, especially in relation to start-ups. On a similar note, the 

deficient data in the cost-benefit analysis forced us to rely on various scenarios to circumvent 

significant measurement issues, thereby leading to significant variability in the outcome.  
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Further investigation is also needed to generalize our results, because drawing global 

conclusions from a specific institution is always hazardous. Other potential generalization 

issues may typically stem from the particular type of relational banks represented by the 

social bank in our study as well as from the national context. While the French context is 

likely to be representative of the European Union context and, to a lesser extent, other 

developed countries, we do not think this is the case for developing countries. Therefore, 

comparative analyses with different types of institutional settings and countries represent a 

promising research avenue.    

Besides, relying on soft information automatically empowers loan officers because 

they are delegated more authority in the information production process, which may in turn 

induce detrimental effects. For example, certain population segments may be excluded from 

borrowing because credit officers exhibit unjustified preferences and/or stereotypes (Agier 

and Szafarz, 2013). These agency problems incur multifaceted costs, which have not yet been 

accurately measured. 

Finally, the dynamic aspect of relationship lending, which is critical for lenders relying 

on soft information, should be examined more accurately. Special attention should also be 

paid to the borrower’s perspective. In fact, not all small businesses are prone to engaging in 

long-term relationships because of putative hold-up effects (Boot, 2000). Thus, understanding 

the conditions under which both contracting parties can fruitfully cooperate is essential (Binks 

and Ennew, 1997).          

7.3. MANAGERIAL AND POLICY IMPLICATIONS   

Our analysis entails managerial implications for the social bank under scrutiny. Our findings 

suggest that the bank should balance their risk assessment instruments toward the inclusion of 

soft information. Our results also offer various ways of further increasing the economic 

advantage of using soft information. First, loan officers should focus on obtaining precise 
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knowledge about a firm’s management quality and expend less effort analyzing the firm’s 

project characteristics. Second, the bank should rebalance its loan portfolio toward a higher 

proportion of existing firms with which it maintains long-term relationships. Third, given its 

not-for-profit status and ethical orientation, the bank may seek to rely on volunteer work to 

review modest loans for which the investment in soft information is both more critical and 

more difficult to recoup.  

The present paper has potential policy implications. The current regulatory framework 

is not adequately tailored to relational banks, and even less so to social banks, thereby 

negatively affecting their specificities and hindering their activities (Milano, 2005). In 

showing the relevance of soft information for predicting credit default, our work modestly 

contributes to paving the way for credit risk systems that are both robust and representative of 

the diversity of lending technologies.  
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APPENDIX A: ADDITIONAL ROBUSTNESS CHECK  

Previous research on relationship lending by banks to SMEs suggests that firms with a 

relationship may benefit from better conditions. In our case, this may in turn have reduced the 

default probability of firms with a relationship, thereby “contaminating” the sample and 

distorting our results. We consider this possibility in Table A1. The dependent variables are 

the three classical contractual variables: the nominal rate charged to borrowers in 100 basis 

points (RATE), the loan size in €10,000 (AMOUNT), and the fraction of the loan 

uncollateralized in % (NONCOLLATERAL). The independent variables are those comprised 

in the HISI model plus a dummy variable that equals 1 if the firm was in a relationship 

(RELATIONSHIP) and the refinancing rate (PIBOR3M). We specify a reduced-form 

estimation (that is, SURE model) to simultaneously assess the impact of loan characteristics 

while avoiding endogeneity biases.  

Table A1 Robustness Checks: Multivariate Conditions for the Credit Conditions 

  (1) (2) (3) 
VARIABLES RATE AMOUNT NONCOLLATERAL 
        
FIN −0.14** (0.047) −0.00 (0.496) −0.02 (0.017) 
MGT −0.05 (0.051) 0.01 (0.535) 0.02 (0.018) 
PROJECT −0.10** (0.047) 0.23 (0.494) 0.03† (0.017) 
PIBOR3M 0.44*** (0.091) −0.59 (0.964) −0.01 (0.032) 
STARTUP 0.05 (0.047) −2.40** (0.497) 0.03† (0.017) 
RELATIONSHIP −0.01 (0.064) −0.72 (0.676) 0.03 (0.023) 
Constant Yes Yes Yes 
Year dummies Yes Yes Yes 
Observations 389 389 389 
R² 0.60 0.08 0.07 

*** p < 0.10%; ** p < 1% ; * p < 5%; † p < 10%. 

In sum, the results show the variable RELATIONSHIP is non-significant throughout Table 

A1, suggesting that our sample is not “contaminated” and confirming our findings.     
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