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outcomes for a large sample of Florida students to identify the returns to four-year college for 
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attend a community college than students with grades just below the threshold. The earnings 
returns to a year of four-year college for affected students are 8.7 percent, nearly identical to 
returns to college for the population of Florida high school students. Consistent with the credit 
constraints hypothesis, poorer students who are more likely to be credit constrained work 
more while in college and realize higher post-college returns. 
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1 Motivation

The college wage premium has risen dramatically over the past 30 years. In 1980, col-
lege graduates earned roughly 50 percent more than high school graduates; by 2008,
they earned 97 percent more.1 A series of influential papers (e.g., Katz and Murphy
(1992), Goldin and Katz (2008), Acemoglu and Autor (2011)) show that this change is
at least in part the product of rapidly rising demand for skilled labor with slower in-
creases in the supply of skilled labor. For instance, Goldin et al. (2007) estimate that
between 1980 and 2005, the demand for college graduates increased by about 3.5 per-
cent per year, while the relative supply of college graduates increased by only 2 percent
per year. The net result was growth in the college wage premium at the rate of 0.9
percent per year.

Why has supply not kept pace with demand? One possibility is that the returns for
students on the margin of college attendance are much lower than the average returns
to college. This is consistent with the large body of evidence suggesting that many US
primary and secondary schools do a poor job of preparing their students for college
(Roderick et al. 2009). Students who receive low quality education through secondary
school may reap few benefits from attending a four year college, particularly if less
costly educational alternatives like community college or vocational training are also
available. The principle competing hypothesis is that many students would like to at-
tend a four year college but cannot because they face short-term credit constraints.2 It is
certainly true that the real costs of college have risen rapidly since 1980, and that a large
and increasing fraction of college students receive some type of financial aid.3 What is
unclear is whether these trends result from credit constraints or merely a functioning
financial aid system in the context of rising costs. Within the economics literature, ev-
idence on the importance of credit constraints is mixed (see, e.g., Belley and Lochner
(2007), Stinebrickner and Stinebrickner (2008), Cameron and Taber (2004)).

1Source: Acemoglu and Autor (2011). Estimates adjust for changes in demographic composition.
2Following Carneiro and Heckman (2002), children’s inability to purchase better early-life inputs can

be thought of as a long term credit constraint. In this paper, I focus exclusively on short-term liquidity
constraints that affect students’ ability to pay for college.

3Between the 1979-1980 and 2009-2010 school years, the mean annual direct cost of a four-year college
(including tuition and room and board, in constant 2008-2009 dollars) rose by 240 percent (NCES Digest of
Education Statistics 2010, Table 345). The percentage of students at public four year institutions receiving
some type of financial aid rose from 71.3 in 2000-2001 to 78.9 in 2008-2009. Over the same period the per-
centage of students at private non-profit four-year institutions receiving aid rose from 82.9 to 87.2 (NCES
Digest of Education Statistics 2010, Table 350).
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Because they lead to very different policy recommendations, distinguishing between
these two lines of reasoning is of critical importance for higher education policy. If
credit constraints are the dominant story, then policies aimed at expanding access to
college by reducing these constraints will be enough to increase the supply of college
graduates. If low marginal returns are the dominant story, then policies aimed at im-
proving primary and secondary education so that students emerge better-prepared for
college are more appropriate. The key question here is whether students who are only
marginally prepared for college are able to realize economic returns large enough to
justify the investment of time and money.

This paper combines a rich and novel dataset on high school, college, and labor mar-
ket outcomes for a large sample of Florida high school students with a regression dis-
continuity design around a state-level GPA cutoff for admission to the Florida State
University System (SUS) to estimate the returns to education for academically marginal
applicants at a specific four-year institution, Florida International University (FIU). Stu-
dents just above the grade threshold are 17 percent more likely to be admitted to FIU
and 9 percent more likely to enroll in any four-year university than those just below the
threshold. 58 percent of the students induced to attend a university would otherwise
have enrolled in community college. 63 percent of policy compliers obtain a BA within
6 years, and each additional year of university enrollment raises their earnings by 8.7
percent. This estimate is nearly identical to OLS estimates of the returns to university
attendance for all students, which suggests that concerns that academically marginal
students lack the preparation necessary to benefit from college unfounded, at least for
students who choose to attend college when given the option. Importantly, students
do not appear to manipulate their grades in order to surpass the admissions threshold,
likely due to opaque and institution-specific grade weighting procedures.

To better understand the role credit constraints play in the decision to attend college
for this policy-critical group of students, I develop a model of college choice in which
credit constraints are defined as a higher rate of interest while in college. In the spirit
of Cameron and Taber (2004), the model predicts that, compared to unconstrained stu-
dents, credit constrained students should spend more time in the labor market while
in college and realize higher returns to college on average. Continuing to exploit the
regression discontinuity at the admissions threshold, I test these claims by looking for
differences in in-college labor force participation and post-college earnings returns for
students who did and did not receive free lunch in high school. The idea is that free
lunch students are more likely to be credit constrained than other students. The data
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bear out both of the model’s predictions; of particular interest is the fact that returns to
college are 4.3 percentage points higher for free lunch students. My findings indicate
that expanding need-based financial aid or reducing the qualifications needed to qual-
ify for existing Florida merit aid programs would help students make investments with
large private returns.

Finally, an important feature of this student population is that the majority (58 percent)
of students induced to attend college by threshold-crossing would otherwise have at-
tended community college within three years after high school graduation. Threshold-
crossing has no effect on students’ probability of receiving an associate’s degree or vo-
cational certificate, indicating that students forced to attend a community college by
rejection from a four-year college rarely graduate. Coupled with the observation that
the high observed returns to four year college reflect returns net of any earnings bene-
fits that accrue to below-threshold community college attendance, this finding suggests
that students on the margin of attending a four-year college do not benefit much from
going to a community college, even though they on average have stronger academic
backgrounds than other community college students. One explanation that can rec-
oncile my results with prior findings of relatively high average returns to community
college attendance (Kane and Rouse (1995), Jacobson et al. (2005)) is that community
college works best for students who are not academically prepared to succeed at a
four-year college; i.e., its benefits are primarily remediative. This is not implausible
given that the majority of community college students engage in some type of remedial
coursework (Attewell et al. (2006)).

The paper proceeds as follows. Section 2 reviews the relevant literature. Section 3
describes the model of college choice under credit constraints. Section 4 describes the
regression discontinuity design. Section 5 describes the data, and section 6 describes the
SUS and how its admissions policies map into the RD framework. Section 7 presents
the paper’s main findings. Section 8 addresses the robustness of the empirical design,
and section 9 concludes.

2 Prior work

This paper builds on two related strands of work. The first strand is the instrumental
variables literature on heterogeneous returns to schooling. The canonical challenge fac-
ing researchers trying to recover the returns to education is how to obtain estimates that
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are purged of bias resulting from the tendency of more able individuals to obtain higher
levels of schooling. One strategy is to instrument for education using a variable that is
plausibly uncorrelated with ability. As discussed in Card (1999) and Meghir and Rivkin
(2010), IV estimation with a valid instrument under standard monotonicity conditions
yields an unbiased estimate of the effect of schooling on earnings for individuals whom
the instrument induces to change their educational choices. The individuals who switch
education levels are known as ‘compliers’, and the effect itself is termed a local average
treatment effect, or LATE.

Because the effects of education on earnings are heterogeneous (see, e.g., Carneiro et al.
(2010)), the estimated LATE for individuals who comply with one policy cannot in gen-
eral be extrapolated to those who comply with a different policy. For instance, returns
for admitted students who attend college only if offered financial aid may not be the
same as those for students who attend college only if pulled off of an admissions wait-
list. Credible use of LATE estimates for policy evaluation therefore depends on finding
an instrument that shifts students across the same margin as the proposed policy. The
instrument here is grade threshold-crossing for students with grades close to the cutoff
value. This instrument focuses tightly on academically marginal students and offers
the answer to a concrete policy question: what are the returns to college for students
who attend if we slightly decrease the threshold from its current value?

The second strand of literature addresses the role of credit constraints in determining
educational attainment. Evidence on the role credit constraints play in college atten-
dance decisions is mixed. A number of quasi-experimental studies find strong effects
of grant aid on college attendance and college graduation (e.g., Kane (2003), Dynarski
(2002), Dynarski (2004), Dynarski (2008); see Deming and Dynarski (2009) or Kane
(2006) for reviews of this literature). One limitation of these studies is that grant aid
represents a subsidy, not increased access to credit. Structural models of the choice to
attend college typically find that subsidies increase college attendance, but loosening
borrowing constraints has little impact (Keane and Wolpin (2001), Johnson (2010)). An
alternate strategy, pursued in Cameron and Taber (2004), henceforth CT, uses the in-
tuition that credit constrained students face higher interest rates while in college, and
therefore require higher marginal returns to college to make attendance worthwhile.
CT develop several empirical tests for credit constraints, focusing on the differential
impacts of college cost-shifters on constrained and unconstrained students. They find
no evidence of credit constraints.
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I draw out two implications from a model similar to that used in CT. First, constrained
students who face higher interest rates will supply more labor while in college, since
they effectively face a higher price of labor. This prediction extends CT, who do not
consider labor supply while in school. Second, the model yields the CT prediction
that constrained students who attend college should realize higher returns than uncon-
strained students. I test these predictions by examining heterogeneity in the responses
of free lunch and non-free lunch students to the quasi-random variation in college ac-
cess generated by threshold crossing. The idea is that free lunch students are poorer
and more likely to be credit constrained. Unlike CT, I find that both empirical tests sup-
port the credit constraints hypothesis. This may be due to differences in the population
of interest or the instrumental variable used.4 Regardless, the key contributions here
are that a) credit constraints appear to be operative in the policy-relevant group of aca-
demically marginal college applicants, and b) the CT methodology is consistent with
an important role for credit constraints.

My empirical strategy draws on several papers that investigate the effect of crossing
test score or grade thresholds on educational attainment and labor market outcomes.
Kane (2003) uses cutoff rules in income, assets, and grades to estimate the effects of
financial aid eligibility on college enrollment for California students. Van der Klaauw
(2002) takes a similar approach, estimating the changes in enrollment induced by sharp
cutoffs for aid eligibility in an index of academic performance at an unnamed college
on the East Coast. In the most closely related paper, Hoekstra (2009) estimates the
returns to college for students who attend a flagship state university only if their SAT
score is just above a cutoff value for admissions. This paper differs from Hoekstra
in that it identifies returns for a very different group of students. Presumably, many
students who are not admitted to the flagship state university attend other four-year
colleges (though Hoekstra cannot verify this with the data he has), while in the current
application, threshold-crossing results in a large change in the probability of enrollment
at any university. From the perspective of access to tertiary education, this is the policy-
critical group, and one about which little is known. This paper presents the first quasi-
experimental evidence on returns for these policy-critical students.

4CT focus on instruments based on local labor market conditions and the presence or absence of local
colleges
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3 Theoretical strategy

To assess the importance of credit constraints in the decision-making process, I develop
a stylized model of the choice to attend college, labor supply while in college, and the
earnings returns to college. The model draws on CT in that a) it defines credit con-
straints as higher rates of interest for borrowers, and b) it yields empirical tests for
credit constraints based on the differential responses of constrained and unconstrained
groups of students to instruments that shift college attendance. It builds upon CT by
developing an additional test for credit constraints based on heterogeneity in labor sup-
ply while in college. The model makes two concrete predictions:

1. Constrained individuals who choose to attend college will realize higher returns
than unconstrained individuals who make the same choice.

2. Constrained individuals will supply more labor while in college than unconstrained
individuals.

I now develop these predictions formally. Let agents live for three periods, t = 0, 1, 2. In
period zero, agents choose whether or not to attend college. The direct cost of attending
college is τ, paid in period one. For simplicity, I set initial asset levels to zero. In
period one, agents who choose to attend college do so. Whether or not an agent chooses
to attend college, he chooses how much wage labor l to supply at wage rate w, and
how much to consume, c1. Attending college has a time cost h, which, when added
to l, determines total labor supply. In period two, agents’ earnings depend on their
level of education, and earnings for college attendees depend in addition on their own
type, θ. Specifically, period two earnings are given by YC(θ) for college attendees and
YHS(θ) = YHS for non-attendees. Agents choose only how much to consume, c2.

Let s ∈ C, HS denote a given educational choice, and define d = 1(s = C). Then utility
from choice s is given by

Vs(θ, Rs) = max
c1,c2,l

u(c1) + βU(c2)− v(l + dh) (1)

subject to the budget constraint

c1 +
1

1 + Rs
c2 + dτ = wl +

1
1 + Rs

Ys(θ). (2)
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The interest rate Rs depends on the agent’s educational choices. Credit constraints cor-
respond to higher values of RC. To facilitate the analysis I make a number of functional
form assumptions. First, u′, U′ > 0 and u′′, U′′ < 0. The utility functions in periods one
and two are strictly increasing and concave. They need not be the same function. Simi-
larly, the labor cost function v satisifies v′ > 0, v′′ > 0 so that costs are strictly increasing
and convex. Returns to college are increasing in θ: Y′C(θ) > 0. Based on empirical ob-
servation, further assume that students who attend college are net borrowers in period
one and students who do not are net savers. Formally, let ls and cs

t be the optimized
labor supply and period t consumption for agents who choose schooling option s. I
assume that cC

1 + τ > wlC and cHS
1 < wlHS.

Let RHS be fixed in the population, while RC varies, and let θ be distributed according
to the continuous density function F(θ|RC). The following proposition demonstrates
that credit constrained students who choose to attend college realize larger returns than
unconstrained students making the same choice.

Proposition 1. If given any value of RC at least some agents attend college, then for each RC

there exists θ̄(RC) such that all agents for whom θ > θ̄(RC) will choose to go to college and all
agents for whom θ < θ̄(RC) will choose not to. Further, dθ̄(RC)

dRC
> 0.

This implies that

Corollary 1.
dE[YC(θ)−YHS|RC, s = C]

dRC
> 0 (3)

Proof. See Appendix C.

Corollary 1 corresponds to model prediction one above. The intuition for the proof,
which follows directly from the envelope theorem, is as follows. Credit constrained
students face higher interest rates if they attend college. Since college attendees are net
debtors in period one, the higher interest rates reduce their net income. This additional
cost of college means that credit constrained students must realize larger returns to
college than unconstrained students to make attending worthwhile.

The second prediction is obtained using straightforward comparative statics:

Proposition 2. For fixed θ,
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dlC

RC
> 0 (4)

Proof. See Appendix C.

The intuition here is that raising interest rates affects labor supply in two ways. Raising
RC raises the value of labor while in college, since saving money (or borrowing less) has
a higher rate of return. Raising RC also makes net debtors poorer, lowering consump-
tion and raising the marginal utility of additional labor supply. Note that Proposition
2 does not formally resolve the question of how average labor supply for college at-
tendees will differ across constrained and unconstrained students, since the optimized
value of lC depends on θ, and the distribution of θ conditional on college attendance
will be different for constrained and unconstrained students. In general, the effect of
changes in θ on dlC

dRC
are ambiguous and depend on the shape of the third derivatives

of u and U. I assume that the third derivatives are such that cross-group compositional
differences do not drive differences in average labor supply.

Testing these predictions empirically requires credible identification of heterogeneity in
in-college labor supply and the returns to college across constrained and unconstrained
students. Ideally, this could be achieved through randomization of both college at-
tendance and constraints. In practice, it is difficult to obtain this type of double ran-
domization. Instead, I will test these predictions using interactions between exogenous
variation in college access generated by a regression discontinuity in admissions policy
and students’ free lunch status. The idea is that students who receive free lunch are
more likely to be credit constrained than students from wealthier backgrounds. Com-
paring how free-lunch and non-free-lunch students respond to exogenous offers of ad-
mission then allows for tests of heterogeneity in work while in college and returns to
college.

In this framework, the prediction from equation 3 can be tested by comparing the re-
turns to college for free lunch and non-free lunch students whom threshold-crossing
induces to attend college. The students who attend college if given the option are pre-
cisely the group we’re interested in here. The prediction from equation 4 can be tested
by comparing the labor force effects of college attendance for free lunch and non-free
lunch students.

9



The main drawback of this approach is that, because credit constraints are non-randomized,
I cannot rule out the possibility that it is in fact some other correlate of free lunch status
that is driving the observed effects. I discuss this issue further in section 9.

4 Empirical strategy

I recover estimates of the returns to college using a fuzzy regression discontinuity (FRD)
design that compares outcomes for students with grades just below the grade cutoff for
FIU admission to outcomes for students with grades just above the cutoff. The intuition
is that students with grades very close to the cutoff on either side are comparable in
terms of the observable and unobservable determinants of wages, but that those just
above the cutoff are more likely to attend college. In FRD designs, threshold crossing
causes a discontinuous jump in the probability of treatment, but this jump is not from
zero to one. The idea here is that some students with grades below the cutoff are admit-
ted and attend college, and some students with grades above the cutoff are not admitted
or are admitted but choose not to attend. Because the students who respond to thresh-
old crossing may differ from other students with similar grades, the estimates I obtain
should be interpreted as a local average treatment effect for students at academic mar-
gin of college attendance who attend only if their grades surpass the threshold value.
One way to think of this group is as the group of ‘compliers’ with the admissions policy
(Angrist and Imbens 1995).

Following Imbens and Lemieux (2008), I implement the FRD design using local lin-
ear instrumental variables regressions. Restricting the sample to students with grades
within 0.3 grade points above or below the cutoff value, I estimate the equation

ln Yit = X′i δ1 + f (t) + γ1
1gi + γ1

2Zigi + ρSi + u1i (5)

where Yit is real earnings for individual i at experience level t, Xi is a set of demographic
variables including race dummies, cohort dummies, district dummies, SAT score dum-
mies, and free lunch status, gi = gradei − ci is the difference between the GPA for indi-
vidual i and individual-specific grade cutoff ci (see next section for a description of how
grade cutoffs are determined), and Si is years of SUS attendance. Zi = 1[gi ≥ 0] is an
indicator variable for threshold crossing; I allow for distinct slopes in grades above and
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below the threshold value to reflect the fact that the standard college admissions pro-
cess (effective above the cutoff) may differ from the non-standard admissions process
(effective below the cutoff) in terms of the relationship between grades and the deter-
minants of earnings. The coefficient of interest is ρ, which measures returns to a year of
SUS attendance. Because Si is likely correlated with unobservable wage determinants
u1i, I instrument for Si using the first stage equation

Si = Ziπ + X′i δ2 + γ2
1gi + γ2

2Zigi + u2i (6)

To test for heterogeneous effects by free lunch status, I interact Si with a free lunch
dummy in equation 5, and instrument using the interaction between that dummy and
Zi in equation 6. Note that the free lunch dummy itself is a component of Xi.

For this analysis to produce consistent and interpretable results, several conditions
must hold. First, the interpretation of ρ as a mean effect for compliers requires the
monotonicity condition that there are no individuals who attend SUS for fewer years if
they have above-cutoff grades than if they have below-cutoff grades (Imbens and An-
grist 1995). This condition seems plausible. Second, threshold-crossing variable Zi must
be conditionally uncorrelated with unobservable earnings determinants u1i when gi is
within some narrow window around zero. As discussed in Lee and Lemieux (2009),
this restriction will typically hold if a) applicants do not attempt to manipulate grades
so as to just surpass the cutoff score, or b) applicants do attempt grade manipulation,
but manipulation is imprecise because students can only choose their grades up to some
continuous disturbance. In either case, earnings determinants other than college atten-
dance will be change smoothly near the cutoff value, and the discontinuity will reflect
only the desired treatment effect.

As I discuss in the section 6, the use of an idiosyncratic and non-transparent set of
weights in the computation of the GPAs used for admissions makes precise grade ma-
nipulation much less likely. In section 8 I test the claim empirically and find no evidence
of discontinuous grade manipulation.
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5 Data

5.1 Data description

I use population data for seven cohorts of 12th-grade students from fifteen Florida coun-
ties.5 The counties were chosen to be diverse in size and location (though not necessar-
ily representative of the student population of the state). The cohorts represented are
defined by graduating years 1996, 1997, 1999, 2000, 2001, 2002, and 2004, though the
sample is not limited to students who graduate. For each student, I have access to basic
demographic data, high school transcript data, applications and admissions data for the
Florida State University System (SUS), SUS attendance, graduation, and transcript data,
and community college attendance and graduation data. Graduation data are available
up to the 2008-2009 school year, while attendance records are available through 2008-
2009 for the SUS and 2006-2007 for community colleges. I link the education data to
labor market outcomes from Florida Unemployment Insurance records. These records
provide quarterly earnings data from in-state employment from 1995 through the first
quarter of 2010. If students are employed outside of Florida, I do not observe their earn-
ings. See Appendix A for a description of how key variables were constructed.

5.2 Descriptive statistics

The first three columns of Table 1 present descriptive statistics for the full sample of
students, the sample of FIU applicants, and a sample of ‘marginal’ FIU applicants who
have grades within 0.3 grade points above or below the cutoff for admission to any SUS
institution. I describe the admissions process and the computation of cutoffs in greater
detail below. The students in the full sample are predominantly minority, and nearly
half receive free or reduced-price lunch at some point during high school. FIU appli-
cants are less likely to be white, more likely to be Hispanic, and slightly more likely to
have received free or reduced-price lunch than other students. FIU applicants perform
better in high school coursework than other students, but performance for marginal
FIU applicants was closer to that of full-sample students than that of other applicants.
FIU applicants performed worse on the SAT than the average in-sample student who
took the test, and marginal FIU applicants performed substantially worse than the full

5The counties are Dade, Broward, Hillsborough, Orange, Polk, Santa Rosa, Charlotte, Putnam, Martin,
Highlands, Calhoun, Jefferson, Gulf, Franklin, and Hamilton.
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group of applicants (952 to 844 for combined Reading and Math scores).

Nearly all FIU applicants graduated from high school, and 60 percent attended an SUS
campus the year following their 12th grade year. 50 percent of marginal applicants at-
tended an SUS campus that year. 35 percent of all applicants and 23 percent of marginal
applicants graduated from an SUS institution within six years. This is consistent with
a six-year graduation rate of slightly over fifty percent for all applicants and slightly
under 50 percent for marginal applicants. 18 percent of all FIU applicants and 24 per-
cent of marginal applicants attended a community college full time the year following
their twelfth grade year, but only 8 percent of all applicants and 7 percent of marginal
applicants received an associates degree within three years.

The second three columns of Table 1 compare marginal FIU applicants to students who
attend an SUS school the year after they graduate from high school and to students who
attend a community college within three years after they graduate from high school.
The idea is to compare students on the academic margin between college and com-
munity college to to average students on either side of that threshold. I abstract away
from geographic variation in demographics and academic outcomes by restricting the
comparison sample to students from the Miami-Dade school district, where most FIU
applicants attended high school. SUS attendees are more likely to be white and less
likely to receive free or reduced-price lunch than students in the other two groups.The
mean unweighted high school GPAs for SUS attendees was 3.0, compared to 2.69 for
marginal FIU applicants and 2.58 for CC attendees. Similarly, SUS attendees score an
average of 0.66 standard deviations above the mean on the mandatory FCAT assess-
ment test, while marginal FIU applicants scored 0.10 standard deviations above the
mean and CC attendees scored 0.08 standard deviations below the mean. Academically
marginal college applicants lag behind the average college student in terms of academic
performance, but out-pace the average community college student.

13



Table 1: Sample description

Full sample Miami only
All FIU Marg. FIU SUS CC Marg. FIU

White 0.39 0.17 0.15 0.21 0.12 0.12
Black 0.27 0.25 0.33 0.25 0.23 0.30
Hispanic 0.29 0.51 0.48 0.48 0.62 0.54
Male 0.49 0.38 0.37 0.40 0.41 0.36
F/R Lunch 0.43 0.46 0.50 0.40 0.54 0.53
Miami-Dade 0.33 0.75 0.76 1.00 1.00 1.00
HS GPA 2.64 2.94 2.72 3.00 2.58 2.69
FCAT 0.02 0.48 0.10 0.66 -0.08 0.10
FIU GPA N/A 3.33 3.00 N/A N/A 2.99
SAT 974 952 844 1011 N/A 842
HS Grad 0.77 0.97 0.96 0.97 0.91 0.97
SUS next yr 0.16 0.60 0.50 1.00 0.02 0.49
Non-FL coll 0.06 0.03 0.03 0.02 0.02 0.03
FL priv. coll 0.04 0.08 0.06 0.03 0.03 0.06
SUS BA in 6 yrs 0.12 0.35 0.23 0.55 0.11 0.22
CC next yr 0.14 0.18 0.24 0.02 1.00 0.25
AA in 3 yrs 0.04 0.08 0.07 0.04 0.17 0.07

411198 30109 9423 20464 20881 7154

Note: Observations are at the student level. Full sample is the population of students in fifteen
Florida school districts over graduating cohorts in the 1995-2003 period. FIU denotes the FIU
applicants sample. This is subset of students who apply to FIU during their twelfth-grade year.
Marginal applicants are the subset of FIU applicants with applicant GPAs that differ by less
than 0.3 grade points from SAT-determined cutoff values for admission. SUS denotes the set
of students who attend any SUS campus the first year after they graduate from high school.
CC denotes the set of students who attend any Florida community college within three years
of high school graduation. GPAs are unweighted and computed at the high school level, while
applicant GPAs are computed by FIU according to its own weighting regime. SAT scores reflect
students’ highest reading scores combined with their highest math scores. FCAT scores are the
means of standardized reading and math scores. Reference period for ‘in 6 years’ or ‘next year’
is the 12th grade year. Fields are marked N/A when a field is not systematically calculated for
the selected students.

Table 2 displays labor force participation and mean earnings statistics for the full sam-
ple, FIU applicants, and marginal applicants. Individuals are designated labor force
participants if their UI records show non-zero annual earnings. Rates of in-state labor
force participation are high in the years immediately following high school. For FIU
applicants, participation rises from 75 percent in the first year after high school to 78
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percent in the fifth year after high school. They then decline slowly, reaching 62 per-
cent by the 14th year after high school. Labor force participation rates for marginal
applicants are several percentage points higher, but follow a similar trend. Labor force
participation rates for the full sample are lower throughout. Average earnings (condi-
tional on participation) trend upward in the years after high school, starting at roughly
$7,000 in first year post high school and reaching $46,000 for all FIU applicants in the
14th year after high school. Earnings are slightly lower for marginal applicants and
significantly lower for the full population.6

Table 2: Labor force participation

Full sample Applicants Marginal applicants

Yrs. post HS LF Earn N LF Earn N LF Earn N
1 0.72 7564 428936 0.75 6780 30251 0.79 7178 9478
2 0.71 9710 428936 0.76 8922 30251 0.80 9509 9478
3 0.70 11569 428936 0.76 10829 30251 0.79 11552 9478
4 0.69 13450 428936 0.77 13053 30251 0.79 13716 9478
5 0.68 16144 428936 0.78 17230 30251 0.79 16895 9478
6 0.65 18900 428936 0.75 21778 30251 0.78 20647 9478
7 0.65 21205 352514 0.76 25483 24431 0.78 24158 8029
8 0.63 23327 352514 0.73 29178 24431 0.76 27751 8029
9 0.61 25555 287815 0.72 32579 19114 0.75 30146 6433

10 0.60 27549 227884 0.71 35367 14140 0.73 34707 4868
11 0.58 29341 170236 0.68 38622 9738 0.70 37173 3326
12 0.58 30082 108317 0.68 40017 5544 0.71 37300 1899
13 0.55 31927 108317 0.65 44133 5544 0.67 43703 1899
14 0.51 33890 56978 0.62 46332 2790 0.65 45041 989

Note: Observations are at the student-year level. Full sample is the population of students
in fifteen Florida school districts over graduating cohorts in the 1995-2003 period. FIU appli-
cants sample is the subset of these students who apply to FIU during their twelfth-grade year.
Marginal applicants are the subset of FIU applicants with applicant GPAs that differ by less than
0.2 grade points from SAT-determined cutoff values for admission.

Several aspects of this table are worth commenting on. First, the decline in sample size
with time results from the ‘aging out’ process– I observe 13.5 years of post-high school
earnings for the 1996 graduating cohort, but only 5.5 years for the 2004 graduating

6Here and following, dollar amounts refer to 2005 dollars.
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cohort.7 Second, the decline in labor force participation over time is likely the result of
migration out of the state of Florida. This will create problems for causal inference using
regression discontinuity if the choice to leave the state is related to status relative to the
cutoff for marginal students. I discuss this in greater detail below. Third, rates of labor
force participation and average earnings for FIU applicants and marginal applicants in
the first years after high school seem quite high given that roughly three quarters of
these students attend a state university or are full time community college students.
This is consistent with the idea that FIU applicants are drawn largely from low-SES
groups and must work while in school.

6 College and admissions rule description

6.1 The college in question

Located in Miami, FIU is a large university, and it enrolls many students from tradi-
tionally disadvantaged groups. Table 3 describes key attributes of FIU for the 2000-
2001 academic year, which falls roughly in the middle of the time frame considered in
this paper. In that year, FIU enrolled nearly 24,000 degree-seeking undergraduates, of
whom the majority (13,300) were women. 12,975 enrollees– a majority– were Hispanic,
and an additional 3,390 were black. 9,546 students attended school on a part-time basis.
42 percent of students received financial aid of some form. Conditional on receipt, the
mean value of aid was $5,163.

For entering freshmen, the 25th percentile SAT score (for both Math and Verbal sections)
was 510 and the 75th percentile SAT score was 590. Thus most students in the middle 50
percent of the SAT distribution had scores that slightly exceeded the national average
SAT scores for college bound senior in the 1999-2000 school year; these scores were
505 for reading and 514 for math.8 Students had mean high school GPAs of 3.46 on a
standard four-point scale. Six-year graduation rates for the admitted freshmen in this
cohort were roughly 49 percent.9 This is somewhat lower than the system-wide six-year

7Earnings data is reported quarterly and then aggregated into academic year units. I observe only the
first two quarters of the 2009-2010 academic year (fall 2009 and winter 2010). I convert half-year earnings
observations for this year to full-year earnings observations by multiplying by 1.82, the ratio of half-year
to full-year earnings for non-zero half-year earners in 2008-2009. Section 6 reports results for alternate
imputation processes.

8NCES Digest of Education Statistics 2006, Table 133.
9FIU did not report graduation rates for the Fall 2000 entering cohort in their Common Data Set submis-

16



SUS graduation rate, which was approximately 62 percent at the time.10

Table 3: Characteristics of Florida International University, AY 2000-2001

Enrollment Academics
Total 23591 SATM: 25th ptile 510
Men 10283 SATM: 75th ptile 590
Women 13308 SATV: 25th ptile 510
PT 9546 SATV: 75th ptile 590
FT 14045 HS GPA 3.46
Black 3390 Grad. rate 0.49
Hispanic 12975

Applications Costs
Total Apps 5891 In-State tuition 2242
Total Acc. 3176 Out-of-state tuition 9580
Total Enroll 2563 Room+Fees 4398

Pct. Rec. FA 0.42
Avg. FA value 5163

Source: FIU Common Data Set submissions 2000-2001 and 2007-2008. http://opir.fiu.edu/
cds.htm. Enrollment data refers to degree-seeking students only. Academic characteristics are
for degree-seeking first-time-enrollee freshmen. Six year graduation rates are computed for Fall
2001 entering cohort; graduation rates for the Fall 1999 entering cohort were 0.48. Applications
data is for Fall 2000 entrants. Tuition and financial aid are reported in nominal terms. The
percentage of students receiving aid includes only full-time undergraduates.

Admissions to FIU were relatively competitive. The bottom left panel of Table 3 presents
basic admissions statistics for the Fall 2000 entering cohort. Of 5,891 applicants for that
cohort, 3,176 (54 percent) were admitted. Of admitted students, 2,563 enrolled, for strik-
ingly high yield rate of 80 percent. For comparison, the yield rate for the Harvard class
of 2012 was approximately 76 percent.11 As I will discuss below, one reason for the high
yield rate is that many admitted students had few other options for four-year college
attendance.

FIU admissions decisions result from a process that combines a set of statewide require-

sion. Graduation rates for the Fall 1999 and Fall 2001 entering cohorts were 48 and 49 percent, respectively.
10State University System of Florida 2009 Annual Report. http://www.flbog.org/about/_doc/

budget/Volume-I-Published.pdf
11See the Harvard Common Data Set submission at http://www.provost.harvard.edu/

institutional_research/common_data_set.php.
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ments for admission to any SUS campus with considerable latitude for campus-specific
discretion. State regulations establish a set of baseline grade and test score requirements
for standard admission. Table 4 describes the ‘sliding scale’ of grade requirements for
given levels of test scores. Students with combined SAT scores (math and verbal) of less
than 970 must have a high school GPA of least 3.0, while students who 1140 or above
on their SATs need a GPA of only 2.0 for standard admission. In practice, there are few
students with SAT scores above 970 who have marginal grades, so it is most often the
3.0 grade cutoff that binds. The third column of Table 2 reports the fraction of FIU appli-
cants whose grades are less than 0.3 grade points above or below their SAT-contingent
cutoff score that belong to each cutoff group. 72 percent of these marginal applicants
have SAT scores below 970, and therefore face a grade cutoff of 3.0. An additional 19
percent did not take the SATs. Some of these students may have taken the ACT, for
which there exists a similar crosswalk between scores and required grades. I assign
these students a grade cutoff of 3.0, on the assumption that, like SAT takers, ACT takers
will generally not score highly enough to reduce the cutoff from this value. I display
results with and without SAT non-takers throughout the paper; the choice to include or
exclude these students does not affect my findings.

Table 4: Florida SUS admissions rules

SAT Required GPA Fraction of marg. applicants
1140 2 0
1110 2.1 0
1090 2.2 0
1060 2.3 0.01
1030 2.4 0.01
1010 2.5 0.01
1000 2.6 0.01
990 2.7 0.01
980 2.8 0.02
970 2.9 0.02
<970 3 0.72
Did not take 3 0.19

Source: Florida Administrative Rule 6C-6.002. Sample: Marginal applicants are defined as all
FIU applicants with FIU-computed GPAs within 0.3 grade points of their individual-specific
cutoff GPA, computed using SAT scores. N=9,478. 1,829 students who did not take the SATs are
assigned to the lowest score group.
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Students with grades below the cutoff value may still be admitted, but only through a
‘student profile assessment’ that considers factors like family background, high school
quality, and special talents. The number of students admitted through profile assess-
ment is limited to 10 percent of total system wide admissions.12 Nor does meeting
the cutoff values guarantee admission to any SUS campus. State regulations explicitly
grant campuses the power to ‘adopt... rules [that] increase standards for eligibility for
admission.’

Individual campuses may also exercise discretion in GPA calculations. Rather than
using a single high-school computed GPA for admissions to all SUS campuses, each
campus admissions office takes transcript data and computes its own ‘admissions GPA.’
State regulations stipulate a broad set of courses that admissions GPAs must include,
but evidence from applicants to multiple SUS campuses indicates that, while highly
correlated, GPA calculations vary substantially across campuses.

Table 5 examines a sample of students who applied to both FIU and Florida State Uni-
versity (FSU), the SUS campus with which FIU had the largest number of same-year
cross-applicants in the applications dataset. Panel A reports mean unweighted high
school GPAs, FIU application GPAs, and FSU application GPAs for the set of 6,627 cross-
applicants. The mean high school GPA for this group is 3.00, compared to a mean FIU
GPA of 3.43 and a mean FSU GPA of 3.22. Clearly neither formula maps directly to
unweighted grades computed by high schools, and the formula FIU uses to compute
admissions GPAs from high school transcripts is more generous than the formula used
by FSU. In fact, as shown in Table B1, FIU GPAs are highly correlated with but system-
atically higher than GPAs computed by other major SUS campuses.

The relative generosity of FIU GPAs has direct consequences for the status of applicants
relative to their required grade cutoffs. Panel B of Table 5 displays counts of position
relative to the cutoff for marginal FIU applicants who also applied to FSU. Of the 423
marginal FIU applicants whose FSU grades surpassed the required cutoff, all but 10
also surpassed the FIU cutoff. But of the 1,226 applicants who had grades satisfying the
FIU cutoff, nearly two thirds (813) did not satisfy the FSU cutoff value. Panel C presents
parallel results for admissions. Of the 162 marginal FIU applicants admitted to FSU, all
but 21 were also admitted to FIU. But of the the 1,319 marginal applicants admitted to
FIU, only 12 percent (141) were admitted to FSU.

12Source: Florida Administrative Rule 6C-6.002. Notably, race, gender, and country of origin are ex-
cluded from profile assessments.
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There are two key points here. First, there is heterogeneity in the way SUS campuses
evaluate identical high school transcripts. This means that even if students know their
own GPAs and are aware of SUS grade cutoff rules, it will be difficult for them to manip-
ulate their high school grades so as to land just above, rather than just below, the cutoff
value at a particular school. Similarly, even if high schools report weighted grades di-
rectly to students, it is unclear which weights they would choose to use. Second, FIU
does not grade as harshly as other SUS campuses. This means that some students may
satisfy ‘system wide’ eligibility requirements only at FIU. If there is a cost associated
with non-standard admissions, FIU may choose to admit more academically marginal
students than other campuses, since it can do so via the standard admissions process.
This helps explain why policy compliers who do not attend FIU typically do not attend
any SUS campus.
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Table 5: FIU and FSU admissions GPAs for joint applicants

Panel A: GPA means and SDs for all joint applicants

Mean SD
HS GPA 3 0.39
FIU GPA 3.43 0.5
FSU GPA 3.22 0.62
N=6627

Panel B: Status relative to grade cutoffs for marginal applicants

FSU=1 FSU=0
FIU=1 413 813
FIU=0 10 537
N=1773

Panel C: Admissions for marginal applicants

FSU=1 FSU=0
FIU=1 141 1,178
FIU=0 21 555
N=1773

Panel A: Sample consists of all students who applied to both FIU and FSU for the year following
their senior year in high school. HS GPAs are unweighted cumulative GPAs provided by high
schools. FIU and FSU GPAs are university-computed and taken from applications data. Panel
B: Sample consists of students who applied to both FIU and FSU for the year following their
senior year and had FIU GPAs within 0.3 grade points of their individual-specific admissions
cutoff. Cell values are counts of student-level observations.

7 Results

7.1 First stage

Students’ status relative to the grading threshold has a strong effect on college admis-
sions and tertiary education choice. Table 6 shows local linear regression estimates of
the effect of threshold-crossing on FIU admission, FIU attendance, SUS attendance and
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intensity of SUS participation. Labels correspond to the notation in equation (1), so that
gi is gradei − ci and Zi is an indicator variable for threshold-crossing. The coefficient on
Zi represents the estimated discontinuity size. Students just above the threshold were
16.7 percentage points more likely to be admitted to FIU than students with grades just
below the threshold. This is a large effect in the context of an overall admissions rate of
roughly 50 percent, and it is statistically significant at the 0.1 percent level. As shown in
Figure 1, a graphical analysis confirms that this discontinuity is large relative to overall
admissions rates.

Table 6: Effect of threshold-crossing on SUS attendance and progress
(1) (2) (3) (4) (5) (6) (7)

Admitted Attend FIU Attend SUS YRS23 YRS25 CRED23 CRED25
gi 0.835∗∗∗ 0.457∗∗∗ 0.597∗∗∗ 1.915∗∗∗ 2.178∗∗∗ 3.810∗∗∗ 4.431∗∗∗

(0.104) (0.0928) (0.102) (0.405) (0.545) (0.893) (1.129)

gi × Zi -0.622∗∗∗ -0.379∗∗∗ -0.395∗∗∗ -0.841 -1.083 -0.612 -0.886
(0.117) (0.110) (0.118) (0.473) (0.634) (1.078) (1.348)

Zi 0.167∗∗∗ 0.0709∗∗ 0.0877∗∗∗ 0.344∗∗∗ 0.415∗∗∗ 0.712∗∗∗ 0.755∗∗

(0.0236) (0.0221) (0.0237) (0.0937) (0.126) (0.213) (0.267)
Observations 9478 9478 9478 9478 8029 9478 8029

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Note: Results from linear regressions of SUS admissions, attendance, and progress variables
on grades relative to the cutoff value for marginal applicants. The YRS23 and YRS25 variables
are years of SUS attendance by age 23 and 25, respectively. CRED23 and CRED25 are total SUS
credits (divided by 10) by age 23 and 25. YRS25 and CRED25 specifications drop 2003 high
school graduates from the sample. gi is the difference between an applicant’s GPA and the
cutoff value. Zi is a dummy variable equal to one for GPAs above the cutoff. SUS credits are
reported in units of ten credits. Standard errors are heteroskedasticity-robust.
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Figure 1: Admission probability

Note: Mean probabilities of college admission by grade relative to cut-
off. Means are computed within 0.1 grade-point windows with the lower
bound closed and the upper bound open; x-axis values on the graph cor-
respond to interval lower bounds.

Threshold crossing also raised rates of college attendance. Students with grades just
above the threshold were 8.8 percentage points more likely to enroll in the SUS in the
year immediately following their senior year of high school. FIU enrollment accounts
for the bulk of this increase– applicants just above the threshold were 7.1 percentage
points more than those just below. This is consistent with evidence that crossing the
FIU threshold is a relatively weak predictor of crossing the threshold for admission to
other campuses. Both of these results are significant at the 1 percent level.

How does threshold-crossing affect educational attainment? I observe SUS enrollment
and course taking through the 2008-2009 school year, the fifth school year after 2003-
2004 high school graduates completed high school. Many students remain enrolled in
college more than five years after high school. I therefore consider two sets of SUS
attainment variables. The first set counts years of enrollment and total credits through
five years after high school graduation, or approximately age 23. The second counts
years of enrollment and total credits through seven years after high school graduation,
or approximately age 25. When using the second set I will drop the 2003 cohort from
analysis. Let YRS23 and YRS25 denote total years of SUS attendance by age 23 and 25,
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respectively, and CRED23 and CRED25 denote total SUS credits (divided by 10) by ages
23 and 25.

Students induced to attend an SUS campus by threshold-crossing typically spent a sig-
nificant amount of time in the SUS system. Students just above the threshold were
enrolled in the SUS system for 0.344 more years by age 23 and 0.415 more years by age
25 than students just below. Under the assumption that increases in years enrolled and
credits earned accrue entirely to students who enroll immediately after high school,13

the estimates indicate that, on average, compliers spent 3.9 (.344/.0877) additional years
in college by age 23 and 4.7 (.415/.0877) additional years in college by age 25. Dividing
estimates from the course credit specifications by the estimates from the years of college
specifications indicates that compliers earn about 21 credits per year of enrollment in
the first five years post high school, and about 18 credits per year of enrollment in the
first seven years post high school. These numbers are consistent with the observation
that an average credit load for an FIU student is about 20 credits per year. They also
confirm that, at the very least, academically marginal students tend not to drop out of
school quickly.

Table 7 shows the effect of threshold-crossing on 5-, 6-, and 7-year graduation prob-
abilities. The effect of threshold crossing on five-year graduation rates is approxi-
mately zero. However, the probability of graduation in six or seven years rises by
roughly 5.5 percent upon threshold crossing. This implies a six-year graduation rate
of 5.5/8.77=0.63 for academically marginal students– higher than but not statistically
distinguishable from the 49 percent graduation rate for the 2000 entering cohort as a
whole. Marginal applicants are unlikely to complete college within the standard four-
year timeframe, but eventually many do graduate.

13This assumption is empirically valid. Regressions with first-time SUS enrollment in the second year
after high school graduation as the dependent variable return zero coefficients on threshold crossing.
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Table 7: Effect of threshold-crossing on SUS graduation
(1) (2) (3)

BA in 5 yrs. BA in 6 yrs. BA in 7 yrs.
gi 0.176∗∗ 0.0216 0.0711

(0.0606) (0.0872) (0.0947)

gi × Zi 0.0124 0.234∗ 0.176
(0.0751) (0.105) (0.113)

Zi 0.00726 0.0548∗∗ 0.0542∗

(0.0149) (0.0203) (0.0220)

Constant 0.125∗∗∗ 0.170∗∗∗ 0.225∗∗∗

(0.0130) (0.0178) (0.0195)
Observations 9478 8029 8029
Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Note: Results from linear regressions of graduation dummies on grades relative to the cutoff
value for marginal applicants. 6- and 7-year specifications drop 2003 high school graduates from
the sample. gi is the difference between an applicant’s GPA and the cutoff value. Zi is a dummy
variable equal to one for GPAs above the cutoff. Standard errors are heteroskedasticity-robust.

For many compliers, the choice to enroll in the SUS is the choice not to enroll in com-
munity college. Table 8 shows the effect of threshold crossing on immediate commu-
nity college attendance, years spent enrolled in community college, and community
college graduation. Threshold crossing renders students about 5 percent less likely
to enroll in community college full time at any point in the three years after gradua-
tion. This estimate is significantly different from zero at the five percent level. Stu-
dents who would otherwise enroll in community college thus account for about 58
percent (0.0511/0.0877) of threshold-crossers. Threshold crossers spend an average of
0.136 fewer years in community college by age 21 and 0.173 fewer by age 23. Inter-
estingly, there is no corresponding effect for community college graduation– the effect
of threshold crossing on rates of associate’s degree or vocational certificate attainment
five years after high school are approximately zero, as reported in columns three and
four. Though many students who are not admitted to the SUS system choose to attend
community college, very few graduate.

Columns five and six report estimates of the effects of threshold-crossing on other edu-
cational choice probabilities. The dependent variables in these regressions, attendance
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at an out-of-state college or attendance at a in-state private college, are taken from sur-
veys of high school seniors conducted by the Department of Education, and are avail-
able for 85 percent of marginal applicants. Threshold crossing has no effect on either
probability. This is consistent with the observation that students near the admissions
eligibility cutoff are very unlikely to attend private or out-of-state colleges.

Tables B2 through B4 display duplicate the estimates from Tables 6 through 8, adding
controls for demographics and dropping students who did not take the SATs. As ex-
pected in an RD design, point estimates of the size of the discontinuity exhibit negligible
changes.

Table 8: Effect of threshold-crossing on CC attendance and progress
(1) (2) (3) (4) (5) (6) (7)

CC within 3 CCYRS21 CCYRS23 AA in 5 VC in 5 Non-FL FL priv.
gi -0.185 -0.657∗∗ -0.720∗ -0.0504 -0.00646 -0.00595 -0.0926

(0.101) (0.248) (0.323) (0.0821) (0.0201) (0.0410) (0.0597)

gi × Zi -0.0158 0.424 0.296 0.131 0.0115 -0.0200 0.119
(0.118) (0.279) (0.364) (0.0941) (0.0227) (0.0469) (0.0668)

Zi -0.0511∗ -0.136∗ -0.173∗ -0.00870 -0.00112 -0.0000942 -0.00366
(0.0232) (0.0546) (0.0711) (0.0183) (0.00450) (0.00929) (0.0127)

Constant 0.642∗∗∗ 0.850∗∗∗ 1.076∗∗∗ 0.167∗∗∗ 0.0102∗ 0.0336∗∗∗ 0.0529∗∗∗

(0.0208) (0.0499) (0.0651) (0.0166) (0.00410) (0.00836) (0.0117)
Observations 9478 9478 8029 9478 9478 8029 8029

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Note: Results from linear regressions of SUS admissions, attendance, and progress variables
on grades relative to the cutoff value for marginal applicants. CCYRS21 and CCYRS23 count
years in which a student attend community college full time by 3 and 5 years after high school,
respectively. gi is the difference between an applicant’s GPA and the cutoff value. Zi is a dummy
variable equal to one for GPAs above the cutoff. Columns 3, 6, and 7 drop the 2003 cohort due
to data limitations. Standard errors are heteroskedasticity-robust.

7.2 The returns to schooling

Table 9 presents OLS and IV estimates of the returns to schooling by age 23. Controls
include grades, race dummies, free lunch status, own SAT score, a cubic polynomial in
potential experience,14 and cohort dummies.15 To limit the impact of labor force partic-

14Potential experience is defined as years since 12th grade minus years of tertiary education. Years of
tertiary education include any year in which a student attends a state university or attends community
college full-time.

15Coefficients on the cohort dummies are not reported.
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ipation choices on the analysis, I include only observations in which individuals earn at
least $8,000 (roughly 35 hours of work for 48 weeks at $5/hour). I also drop a very small
number of observations in which individuals earn more than $200,000.16 Standard er-
rors are clustered at the individual level. I include only student-year observations for
which potential experience is greater than or equal to one.

Column 1 displays standard OLS Mincer regressions for the full population of students.
These estimates are generally consistent with the existing literature on the returns to
education. A year of SUS enrollment by age 23 raises earnings by 9.1 percent. Earn-
ings are increasing in grades, higher for men, and lower for black students or students
who receive free lunch. Earnings are higher for Hispanic students than for non-black,
non-Hispanic students; this finding is non-standard and is likely related to the high
proportion of Hispanics in the Florida labor market. Columns two and three report
equivalent estimates for the sample of FIU applicants and the sample of marginal FIU
applicants. For these groups the returns to a year of schooling are roughly 8 percent;
signs and magnitudes of other estimated coefficients are similar to those for the full-
sample specification; significance levels decrease with sample size.

Column 4 presents 2SLS estimates of the return to education for marginal applicants,
instrumenting for years of schooling with threshold crossing. The IV estimate of the
return to a year of SUS attendance is 8.8 percent, nearly identical to the OLS estimate
for the full sample. This estimate is significantly different from zero at the 10 percent
level. One reason for the large standard errors in this regression is the difficulty of si-
multaneously identifying two slopes and an intercept shift at the cutoff point within a
narrow grade range. Though it is important to verify that the regression discontinuity
design is robust to the inclusion of flexible slope controls, if one believes the regression
discontinuity design is valid and the grade window is narrow enough, there is no need
to control for slopes in grades at all. Put another way, point estimates of the return to
schooling should not vary with the inclusion or exclusion of slopes in grades. One indi-
cation that this may be the case here is the fact that estimates of both slopes effectively
zero.

16In the main sample, there are 551 such observations out of 547,069 total observations.
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Table 9: Mincer earnings regressions
(1) (2) (3) (4) (5) (6)

OLS: FS OLS: Appl. OLS: Marg. IV: Marg. IV: Marg. IV: Marg.
YRS23 0.0907*** 0.0803*** 0.0769*** 0.0884* 0.0866*** 0.0744***

(0.000715) (0.00161) (0.00278) (0.0535) (0.0117) (0.0174)

YRS23×FR 0.0427*
(0.0236)

YRS23×Black -0.0218
(0.0227)

YRS23×Male 0.0110
(0.0259)

GPA 0.0468* 0.0582
(0.0254) (0.0812)

GPA 2 0.0139*** 0.0168
(0.00433) (0.0137)

gi -0.0223 -0.0536
(0.0640) (0.163)

gi × Zi 0.0351 0.0577
(0.107) (0.153)

Pot. Exp. 0.122*** 0.117*** 0.121*** 0.123*** 0.121*** 0.123***
(0.00204) (0.00541) (0.00886) (0.0131) (0.00822) (0.00841)

Pot. Exp.2 -0.00746*** -0.00694*** -0.00728*** -0.00719*** -0.00722*** -0.00725***
(0.000389) (0.00110) (0.00176) (0.00181) (0.00158) (0.00159)

Pot. Exp.3 0.000202*** 0.000214*** 0.000176* 0.000175* 0.000193** 0.000177*
(0.0000210) (0.0000632) (0.000100) (0.000100) (0.0000890) (0.0000909)

Black -0.0700*** -0.0519*** -0.0913*** -0.0965*** -0.105*** -0.0658
(0.00355) (0.00952) (0.0165) (0.0296) (0.0145) (0.0434)

Hisp. 0.0560*** 0.0513*** 0.0367** 0.0353** 0.0279** 0.0304**
(0.00317) (0.00806) (0.0149) (0.0165) (0.0136) (0.0138)

Male 0.0844*** 0.0684*** 0.0604*** 0.0620*** 0.0590*** 0.0357
(0.00264) (0.00676) (0.0117) (0.0139) (0.0103) (0.0481)

F/R lunch -0.0167*** -0.00349 -0.00368 -0.000873 -0.00771 -0.0836*
(0.00298) (0.00659) (0.0113) (0.0174) (0.0109) (0.0430)

SAT -0.0000221** -0.0000302 -0.0000538 -0.0000963
(0.00000864) (0.0000230) (0.0000529) (0.000203)

Constant 9.189*** 9.160*** 9.679*** 9.504*** 9.450*** 9.480***
(0.0381) (0.122) (0.0510) (0.0895) (0.0299) (0.0403)

Observations 547045 86280 28577 28577 36029 36029

Standard errors in parentheses
* p < 0.10, ** p < 0.05, *** p < 0.01

Note: Linear regressions of log earnings on years of SUS attendance, potential experience,
and student covariates. Sample includes only workers defined as full-time (those who make
>$8,000). For full sample and applicant sample, GPA and GPA2 are high-school computed un-
weighted GPAs. gi is an admissions-computed GPA less the SAT-score specific cutoff value. Zi
is a dummy equal to one if gi > 0. Potential experience is equal to age− schooling− 5, where
schooling includes years of SUS attendance as well as years of full-time CC attendance. See
Appendix A for more detail. Standard errors are heteroskedasticity robust and clustered at the
individual level.



Column 5 tests this argument by dropping controls for grades. I also drop controls
for SAT score, expanding the sample to include students who did not take the test. The
point estimate of the returns to a year of SUS attendance remains effectively unchanged,
falling by a statistically negligible 0.002 to 0.087. The standard errors drop by a factor of
more than four, so that the coefficient estimate is now significant at the one percent level.
I interpret the invariance of the point estimate to the elimination of controls as evidence
that the regression discontinuity is valid, and I will exploit the gains in precision in my
analysis of heterogeneity in returns.

Column 6 allows returns to college to vary across three demographic categories: free
lunch students, black students, and male students. There is no evidence of heterogene-
ity in returns for black students or male students. For free lunch students, however,
each additional year of college yields earnings gains that are 4.3 percent larger than
those for other students. The estimate is statistically significant at the ten percent level.
These findings validate prediction one from the theoretical model: free lunch students
who take up the offer of college admission realize larger returns than other students
who do so.

7.3 Labor force participation while in college

I now test the model prediction that free lunch students work more while in college
than students from wealthier backgrounds. Table 10 presents results from local linear
regressions of labor force participation variables on status relative to the grade cut-
off, controlling for experience (defined here as years after the 12th grade year) using a
cubic polynomial. Only post-12th-grade student-year observations are included, and
standard errors are clustered at the student level. Columns one and two consider the
effect of threshold crossing on a dummy variable for any labor force participation (i.e.,
positive earnings). Column one restricts the effect of threshold-crossing on labor force
participation to be an intercept shift that is the same for all levels of experience. The
point estimate for this effect is near zero and insignificant. One might imagine that an
average shift size of zero masks a negative effect immediately after high school, when
above-threshold students are more likely to be in college, and positive effect at higher
levels of experience. Column two allows for two shifts; one for the first five years of
experience, and another for more than five years of experience. Both effects are still
zero, which indicates that a) increased probability of college attendance in the years fol-
lowing high school is not associated with an extensive-margin decrease in labor force
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participation, and b) increased probability of college attendance is not associated with
differing post-college probability of labor force participation.

Column three investigates the intensive margin of labor force participation. The specifi-
cation is identical to column 2, but the dependent variable is an indicator equal to one if
an individual makes more than $8,000 dollars in a given year. I refer to individuals who
earn at least this much as full time labor force participants. Here again, effects are small
in magnitude and statistically insignificant. In the population as a a whole, threshold
crossing does not have a significant impact on labor force participation.

Average effects, however, mask substantial heterogeneity in the early effects of threshold-
crossing. As shown in column four, threshold crossing reduces the probability of full
time labor force participation for non-free lunch students less than six years out of high
school by 3.8 percentage points. This effect is statistically significant at the 5 percent
level. For free lunch students the equivalent effect is slightly positive and not statis-
tically significant. This is consistent with prediction two from the model of college
choice and labor supply under credit constraints: constrained students granted access
to college work more at first than unconstrained students granted the same access. In
columns five and six, I directly estimate the effects of SUS attendance on same-year
earnings and labor fore participation, instrumenting for SUS attendance with threshold-
crossing and allowing different effects for free lunch and non-free lunch students. SUS
attendance is associated with a $6,572 reduction in earnings for non-free lunch students,
but this estimate is statistically noisy and insignificant. Free lunch students earn an av-
erage of $7,820 more than other students when they attend SUS, and this difference is
significant at the one percent level. They are also 24 percent more likely to earn at least
$8,000. This is consistent with model predictions and to be expected given the results
in column four. Importantly, this result does not appear to be driven by selection of
harder-working free lunch students into the marginal group, as the main effect of free
lunch is zero or negative in all specifications. Poor students work more only when they
attend college.
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Table 10: Labor force participation by status relative to cutoff and age
(1) (2) (3) (4) (5) (6)

In LF In LF In LF FT In LF FT Earnings In LF FT
gi -0.0412 -0.0412 -0.0381 -0.0686 478.0 0.0138

(0.0618) (0.0618) (0.0711) (0.0704) (4121.6) (0.163)

gi × Zi 0.0437 0.0438 0.0943 0.110 1259.9 0.0446
(0.0709) (0.0709) (0.0813) (0.0803) (2816.9) (0.110)

Zi 0.00498
(0.0140)

PRE×Zi 0.00395 -0.0125
(0.0140) (0.0161)

POST×Zi 0.00606 0.00947
(0.0147) (0.0166)

PRE× NOFR ×Zi -0.0380∗

(0.0173)

PRE × FR ×Zi 0.0194
(0.0177)

POST × NOFR ×Zi -0.00309
(0.0179)

POST × FR×Zi 0.0331
(0.0185)

SUS -6571.6 -0.272
(7343.7) (0.289)

SUS*FR 7820.6∗∗ 0.240∗

(3021.3) (0.115)

F/R Lunch -0.00740 -2878.0∗ -0.0724
(0.0118) (1156.3) (0.0430)

Constant 0.758∗∗∗ 0.759∗∗∗ 0.170∗∗∗ 0.132∗∗∗ 6556.7 0.265
(0.0156) (0.0156) (0.0179) (0.0201) (4314.1) (0.170)

Observations 92340 92340 92340 92340 63448 63448

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Note: Results from linear regressions of dummies for labor force participation on grades rela-
tive to the cutoff value for marginal applicants. Observations are at the student-year level. The
labor force dummies in (1) and (2) are equal to one if a student reports any earnings in that year.
The labor force dummy in (3) is equal to one if a student reports at least $8,000 in income that
year. Columns one through four present OLS results. In column five I instrument for SUS and
SUS ∗ FR using threshold-crossing and threshold-crossing interacted with FR. gi is the differ-
ence between an applicant’s GPA and the cutoff value. Zi is a dummy variable equal to one for
GPAs above the cutoff. PRE and POST are dummy variables for, respectively, at most five and
more than five years of experience. FR and NOFR are free lunch and no free lunch dummies.
Additional controls are a cubic term in experience, cohort fixed effects, and in columns four
through six, demographic dummies including a free-lunch dummy. Columns five and six use
observations seven or fewer years after high school graduation (five for 2003 cohort). Standard
errors are heteroskedasticity-robust and clustered at the student level.
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8 Robustness of the RD design

8.1 Grade manipulation

The main concern about the internal validity of the RD design is that students who have
an unobservably greater incentive to attend FIU may manipulate their grades so that
they fall just above the cutoff value. Were this behavior to occur systematically, it would
contravene the assumption that the expected returns to SUS attendance are a smooth
function of grades near the cutoff value. One standard falsification exercise is to look
for discontinuities in the density of FIU grades at the cutoff point. The argument is that
if some students manipulate their grades to surpass the threshold, the density of the
grade distribution will be higher just above the cutoff than just below.

Unfortunately, this exercise is unhelpful if distributional discontinuities at the cutoff
point can be traced to other factors. That is the case here. For most individuals, the
relevant cutoff GPA is 3.0. This corresponds to an unweighted ‘B’ average– a benchmark
grade level that teachers and FIU evaluators may be more likely to assign or students
more likely to work to obtain for reasons exogenous to the admissions process than
other nearby GPAs. The empirical distribution of grades is consistent with this idea.
The left panel of Figure 2 shows a histogram of FIU GPAs for all applicants with SAT
scores. There is sharp discontinuity at the 3.0 grade level. This could be the result
of strategic cutoff-crossing, or of an alternative process related to the ‘B’ grade. The
numerous other jumps and drops in the density at non-cutoff points suggest the latter
story may be important.

Looking only at students for whom the 3.0 cutoff is not in effect provides further evi-
dence of this. The right panel of Figure 2 shows a histogram of FIU GPAs for students
with cutoff GPAs of less than 3.0. Because these students by definition have higher
SAT scores than students with the 3.0 cutoff, the entire grade distribution is shifted to
the right. However, there remains a sharp discontinuity at the 3.0 grade level, which
cannot be the result of grade manipulation with respect to the admissions cutoff.
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Figure 2: Histogram of FIU GPA

Left panel: histogram of GPAs for the sample of FIU applicants with
SAT scores. Bins are discrete, so that each value has its own bin. Right
panel: identical to left panel but excluding applicants for whom cut-
off GPA is 3.0.

A more informative visual test for grade manipulation in the context of a running vari-
able that may be discontinuously distributed for exogenous reasons is to look for conti-
nuity in the ratios of the conditional densities to the unconditional density,

f (g|x)
f (g)

. (7)

f (g) and f (g|x) are the unconditional and conditional densities of gi, respectively.
To understand this test, assume that observable and unobservable wage determinants
(x, u1) have some continuous unconditional distribution h(x, u1). For the RD design to
produce unbiased results, the distribution of wage determinants conditional on grades,
h(x, u1|g), must be continuous in g (Lee and Lemieux, 2009). Via Bayes’ rule,

h(x, u1|g) = h(x, u1)
f (g|x, u1)

f (g)
(8)

Thus h(x, u1|g) is continuous if the ratio of the conditional to unconditional densities is
continuous. Equation 7 tests this requirement using the observable wage determinants
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only. This test is in a sense more direct than looking only at the continuity of f (g), since
it focuses specifically on the object that determines the continuity of wage determinants
in grades. The intuition is also clear. If discontinuities in the grade distribution are
due to a process that is exogenous to the determination of the treatment, discontinuous
jumps in the conditional distributions should be matched by discontinuous jumps in
the unconditional distribution. The ratio of the two densities should be continuous
even if each individual density is not.17

Figure 3 presents the density ratios described in equation 7 for three different condi-
tioning groups: black students, Hispanic students, and students who receive free or
reduced price lunch. Each point represents the ratio of the proportion of observations
in the sample of students with the stated characteristic to the proportion of all obser-
vations within a 0.1 grade-point bin. Consistent with a valid RD design, each density
ratio is continuous around the cutoff value.
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Figure 3: Ratios of conditional to unconditional grade
densities

Ratio of the proportion of conditional observations to the proportion
of unconditional observations within 0.1 grade-point bins. Bins or-
dered by grade relative to cutoff. Points are located at the midpoint
of the corresponding bin. Sample: FIU applicants with valid SAT
scores and demographic data.

17See Appendix D for a more detailed discussion of the relationship between this continuity assumption
and Lee and Lemieux’s ‘imprecise control’ condition for the unbiasedness of RD designs. Appendix D also
presents a set of conditions under which RD designs are valid even in the presence of a discontinuously-
distributed running variable.
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The RD design also passes standard tests for continuity in the means of the X-variables.
Table 11 reports estimates of local linear threshold-crossing regressions in which the
dependent variables are predetermined demographic characteristics. The coefficient on
the threshold-crossing indicator is approximately zero when the dependent variable is
sex, lunch status, own SAT score, and school mean 10th-grade FCAT scores for the 2004
cohort.18 There is thus no indication of selection on the basis of gender, family income,
own measured ability, or school quality.

Point estimates of discontinuities for race dummies are larger, though they remain in-
significant at the five percent level. The signs on the coefficients are the reverse of what
one would expect under the hypothesis of selection into treatment based on earnings
levels: students above the cutoff are more likely to be black, while students below the
cutoff are more likely to be Hispanic. As shown above, being black is associated with
lower earnings in this population of students, while being Hispanic is associated with
higher earnings. This suggests that if selection on unobservables mirrors selection on
observables, it will bias estimates of returns downward. The more likely hypothesis is
that there is little systematic selection on observables and the relatively large coefficients
on the race dummies represent statistical noise.

Column six of Table 11 distills this conclusion into a single specification. I construct
an earnings-weighted index of the X-variables from columns one through five by re-
gressing log earnings six years post high-school19 on those variables and computing
the predicted earnings value. I then check for discontinuities in this index at the cutoff
point. The estimated discontinuity is negative and statistically insignificant at the five
percent level.

18The Florida Comprehensive Achievement Test is an NCLB-mandated reading and math evaluation.
19The largest value of experience for which I observe every cohort.
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Table 11: Local distribution of predetermined variables
(1) (2) (3) (4) (5) (6)

Black Hisp. Male F/R lunch SAT Weighted Index
gi -0.372∗∗∗ 0.245∗ -0.243∗ -0.121 93.60∗∗∗ 0.0237

(0.104) (0.108) (0.107) (0.109) (27.48) (0.0146)

gi × Zi 0.167 -0.0620 0.203 0.155 18.28 -0.0133
(0.118) (0.124) (0.122) (0.125) (30.80) (0.0164)

Zi 0.0430 -0.0370 -0.00812 0.00985 1.972 -0.00533
(0.0231) (0.0244) (0.0239) (0.0244) (6.087) (0.00321)

Constant 0.293∗∗∗ 0.499∗∗∗ 0.363∗∗∗ 0.478∗∗∗ 837.9∗∗∗ 10.00∗∗∗

(0.0209) (0.0220) (0.0216) (0.0221) (5.604) (0.00294)
Observations 9478 9478 9478 9478 7649 7649
Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Note: Results from linear regressions of student covariates on grades relative to the cutoff
value for marginal applicants. gi is the difference between an applicant’s GPA and the cut-
off value. Zi is a dummy variable equal to one for GPAs above the cutoff. Standard errors are
heteroskedasticity-robust.

8.2 Censoring

Another possible source of bias is the censoring of earnings data. The data only covers
in-state earnings, so if students on one side of the cutoff value are more likely to leave
the state than students on the other side of the cutoff value, it could confound estimates
of earnings equations. One plausible story is that students above the threshold are
more likely to attend college, and students who do well in college are more likely to
receive lucrative out-of-state job offers. Then high-earning above threshold students
would be censored from the data and estimates would be biased down. If selection
into out-migration is correlated with free lunch status, estimates of differential returns
for free lunch students will also be biased. Fortunately, outmigration does not appear
to be correlated with threshold-crossing. Columns two and three of Table 10 (above)
show that, in the population of marginal applicants, threshold crossing does not have a
statistically significant impact on labor force participation six or more years after high
school. Column four shows that thess effects are statistically insignificant for both free-
lunch and non-free lunch students. Threshold-crossing does not appear to affect long-
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term labor force participation outcomes, so there is little reason to believe that censoring
will lead to bias in estimates of the returns to schooling.

8.3 Robustness to alternative specifications

I now consider the robustness of my results to changes in variable and sample defini-
tions, and to two simple but possibly confounding theories about the earnings process.
Table B5 presents re-estimates the key specifications from Table 11 using years of SUS
attendance by age 25 as the independent variable and dropping the 2003 cohort from
the sample. Estimates of the returns to SUS attendance drop by roughly one percent in
all specifications. This is consistent with the idea that one of the payoffs to completing
a year of schooling by age 23 is the option to complete an additional year by age 25. In
particular, free lunch students earn about 3.5 percent more than other students per year
of age 25 attendance; the p-value for this estimate is 0.102.

Table B6 presents results for a set of alternative IV specifications. Columns 1 and 2 vary
the bandwidth used to define marginal students. Column 1 moves the bandwidth in to
0.25 grade points on either side of the cutoff, while column 2 raises it to 0.6 grade points.
The first change produces a statistically insignificant reduction in estimated returns,
while the second change raises estimated returns slightly to 10.5 percent. Column 3
adds adds dummies for cutoff groups (which are equivalent to categorical SAT score
dummies) and for school districts. The estimated returns do not change. Columns 4
and 5 vary the income cutoff for sample inclusion. In the main specification the cutoff
was $8,000. In column 4 the cutoff is $1,000. This change raises the point estimate of
returns to 12 percent, and also raises the associated standard error. In column 5 the
cutoff is $12,000. This change reduces estimated returns to 7.3 percent. The estimate
remains highly significant.

Table B7 reports results for another set of robustness checks. As noted above, only two
quarters of earnings data are available for the 2009-2010 academic year. In the main
specifications, values for 2009-2010 earnings are imputed by multiplying total earnings
for the two available quarters by 1.82, the mean ratio of total earnings to first half earn-
ings in 2008-2009. Columns 1 and 2 show results obtained using alternate imputation
methods. Column 1 predicts annual earnings using coefficients from a regression of
full-year earnings on first-half earnings in the 2008-2009 year. Column 2 imputes by
doubling first half earnings. Neither choice has a meaningful effect on estimates of re-
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turns to schooling. Column 3 addresses the same problem via a regression in which
half-year earnings are the dependent variable in all years. The resulting changes in the
point estimate are not statistically significant.

Column 4 addresses a different critique. FIU is located in Miami. If wage rates in
Miami are higher than wage rates in less populated areas of Florida (perhaps at the cost
of higher living expenses), and students who move to Miami to attend college are more
likely to work there post-college, then the reported estimates of the returns to college
might reflect a Miami-specific wage premium. In fact, most FIU applicants are from the
Miami-Dade school district, making college-associated migration to Miami less likely to
be an issue. Column 4 reports estimates of the returns to college for marginal applicants
from the Miami-Dade school district only. These results are again nearly identical to the
main results.

Finally, I consider the possibility that the higher returns observed for free lunch recipi-
ents result from the additional work experience they accumulate while in college. The
expected impact of in-college work experience on post-college earnings is ambiguous:
working while in college may provide students with valuable labor market experience,
but may also detract from academic effort. The empirical evidence on the effects of
work while in college on post-college earnings is also mixed. Light (2001) finds that
controlling for work within school reduces estimated returns to schooling by between
25 and 44 percent, while Hotz et al. (2002) find little effect after correcting for selection.
In any case, if differential returns for free lunch students could be attributed to this
simple mechanism, one would like to know.

Columns 5 and 6 present IV estimates in which I control directly for a quadratic in years
of work experience between students’ 12th grade year and their last year of college
attendance. See Appendix A for a description of how I create these variables. In column
5, I restrict the coefficients on the in-school experience terms to values reported in Light.
In column 6, I allow the coefficients to vary freely. Estimates of the main effect of a year
of college attendance drop by 20 to 35 percent, similar to estimates reported in Light.
However, the differential effect for free lunch recipients is more or less unaffected.
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9 Discussion

9.1 Internal rates of return

The results presented here show that the returns to college for students on the academic
margin of college attendance are high, and very similar to the returns to college for
the broader college student population. To place estimates of returns in context it is
helpful to conduct a back-of-the-envelope calculation of the internal rate of return on
the investment in schooling for a typical student. Consider a student who attends a
state university campus for s years. Assume (conservatively) that the student does not
work at all while on attending school. The internal rate of return r is defined as the
rate of interest that equates the present value of the net income stream generated for
attending s years of college and with the equivalent quantity associated with zero years
of college attendance. That is, r is chosen so that

T+s

∑
t=s+1

(
1

1 + r

)t

E[Yit|Xi = x, gi = g, Si = s]−
s

∑
t=1

(
1

1 + r

)t

E[Cit]

−
T

∑
t=1

(
1

1 + r

)t

E[Yit|Xi = x, gi = g, Si = 0] = 0 (9)

Cit are the direct costs of college attendance. The no-work assumption will tend to bias
estimates down, since evidence indicates that most students work while in college. I
further assume that all students have careers of length T.

Recall that from equation 6,

ln Yit = X′i δ1 + f (t) + γ1
1gi + γ1

2Zigi + ρSi + u1i.

Assume further that when gi is near the cutoff value, u1i is independent of the in-
cluded covariates and is normally distributed with variance σ2.20 Then it is easy to
show that

20The RD design already guarantees that u1i is uncorrelated with the independent variables and has
zero mean.
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E[Yit|Xi = x, gi = g, Si = s] = exp(x′δ1 + f (t) + γ1
1g + γ1

2Zig + ρs)× exp(
1
2

σ2) (10)

For a given value of r, estimates of the first and last terms of equation 5 can be computed
by plugging in sample estimates of the parameters in equation 6. Direct costs Cit can be
computed with reasonable accuracy using published student cost records.

I compute the internal rate of return for a ‘typical’ student: a Hispanic male free-lunch
recipient in the 2000 graduating high school cohort who scored 842 (the sample mean
for marginal students) on the SAT. I focus on students with grades exactly at the cutoff
(gi = 0). I consider the net return to s = 5 years of college (the rounded mean number of
years obtained by policy compliers), over T = 40 year careers. I use estimates from col-
umn three of table B-5 for the returns to college through age 25 because the longer time
frame better reflects total educational attainment. Because the experience variable has
limited support in my data, I replace my estimated experience profiles with quadratic
profiles from Heckman et al. (2003).21 I assume that this individual paid the average
level of full-time tuition, fees, and room and board expenses in the SUS as a whole.22

The cost calculation procedure is conservative because it assumes that those who do
not attend college do not pay for room and board, and because SUS average expenses
are generally slightly higher than FIU expenses.

I find that the internal rate of return on investment is r = 0.074. This value is only
slightly smaller than the estimated effect of schooling on earnings, ρ = 0.081. This in-
dicates that the direct cost of school attendance and the opportunity cost of forgoing
earnings while in school are relatively small compared to the earnings gains that accrue
to students who are able to attend school. These findings are similar to estimates of
internal rates of return reported elsewhere in the literature. For instance, using data
from the NLSY, Belzil and Hansen (2002) estimate the internal rate of return as 0.068 for
students attending low-cost colleges. Their result reflects an average over a broad dis-
tribution of student types. The results presented here indicate that college is a similarly
profitable investment for students at the lower academic bound of admission.

21I use reported estimates for white males in the 1990 Census. The linear term is 0.1301 and the quadratic
term is -0.0023.

22Tuition, fees, and room and board values for the academic years 2000-2001 through 2004-2005 are taken
from the following NCES tables: 313 (2002), 314 (2004), 320 (2006). Values are inflated to 2005 dollars using
the PCE for the spring of the academic year.
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They also suggest that the social returns to admitting marginal students to the SUS
are quite large even if the state subsidizes students’ costs to some extent. Under the
assumptions that a) the social returns to college attendance are identical to private re-
turns, and b) the state incurs an additional cost equal in present value to the direct cost
paid by the student, the internal social rate of return to a year of college attendance is
r = 0.067, well above a standard market interest rate of five to six percent.

9.2 Conclusions and directions for future work

I have shown that students at the academic margin of admittance to four-year col-
lege realize large returns if they are able to attend, and have provided evidence that at
least some of these students face binding credit constraints. These findings imply that
straightforward policy changes could benefit marginal students in a number of ways.
First, a reduction in the cutoff GPA required for admission the Florida SUS would en-
able many Florida students to make human capital investments with high private re-
turns. Even college applicants on the low end of the ability distribution appear ready
to benefit from public higher education. For these students, it is enrollment constraints
and not preparation constraints that bind. Second, at least some students at this aca-
demic margin are credit constrained and would benefit from expanded need-based aid
programs or from a reduction in the standards for merit aid eligibility. Florida has
a large state-level merit aid program (the Florida Bright Futures scholarship), but the
SAT score cutoff for eligibility to the lowest non-vocational tier of the program was 970
for the students studied here. Only 10 percent of SAT-takers in my sample achieved a
score this high.

A corollary of these findings is that community college does not appear to be an aca-
demically or economically rewarding pathway for students at the margin of attending
a four year college. This does not imply that community college does not help other
groups of students: the average community college student has a weaker academic
background than the average four-year marginal student, and may benefit from differ-
ent kinds of coursework. But it does indicate that community college does little to help
better-prepared students capitalize on their substantial academic potential. Four-year
marginal students face the risk of becoming ‘caught in the middle’ between four-year
institutions that do not consistently admit them and two-year institutions that do not
help them
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Of course, the welfare effects of increasing SUS capacity or providing additional merit
aid depend not on private returns for marginal students, but on the social returns to
education for all students. The social returns to education may be substantially higher
than the private returns, but expanding access to public higher education could have
system-wide costs if, for instance, it requires a drop in per-student funding. My findings
on the high internal rate of return for marginal students suggest that even if the social
returns to education are no higher than the private returns, social costs would have
to be substantially higher than private costs to bring returns on investment down to a
market rate of five to six percent.

The main weakness of my empirical work is the lack of exogenous variation in credit
constraints. Though students who receive free lunch are presumably more likely to
face credit constraints than students who do not, they may differ from non-free lunch
students in other ways as well. My findings are consistent with any hypothesis under
which an unobservable correlate of free lunch status raises work while in college and
the returns to college. Available evidence contraindicates some intuitive stories. For
instance, say that reaching the margin of college admittance presents a greater challenge
for free lunch students than for other students. Free lunch students at that academic
level would then be harder workers on average than non-free lunch students, which
could affect both labor supply while in college and post-college returns. However, this
story suggests that, contrary to what is observed in the data, free lunch students at the
margin would out-work and out-earn other students even if they did not attend college.
But other stories about cross-group differences in the distribution of unobservables are
fundamentally impossible to rule out in this way.

One promising pathway for future work is to combine an admissions cutoff like this one
with a merit aid cutoff based on some other measure of student academic achievement,
like test scores. The intersection of of aid and admissions eligibility cutoffs would create
exogenous variation in both college access and credit constraints for students at those
margins. Florida itself has a large state-level merit aid program with eligibility based in
part on SAT scores, but students at the admissions margin almost universally have SAT
scores that are too low to qualify. However, a number of other states have cutoff based
merit aid programs that may interact more favorably with admissions standards. See
Dynarski (2004) for a state-by-state summary.
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Appendix

A Data description

This appendix describes the construction of variables used in the analysis.

1. F/R lunch. The FLDOE reports free or reduced lunch status for each year in which
a student is enrolled in a public school. This variable is equal to one if a student
ever reports receiving free or reduced price lunch.

2. Miami-Dade. This variable is equal to one if the student was part of a 12th grade
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cohort in a high school in the Miami-Dade school district.

3. HS GPA. This variable is the high-school reported cumulative unweighted GPA as
of a students’ last enrollment.

4. FIU GPA. FIU computes GPAs as part of the admissions process. This variable is
taken from their records.

5. SAT score. SAT scores used here reflect maximum combined reading and math
scores, possibly over multiple attempts.

6. SUS next. A dummy variable equal to one if students attend any SUS campus the
academic year following their 12th grade year. This variable is based on enroll-
ment data from all SUS institutions.

7. YRS23. The number of academic years within a student’s first five years after high
school graduation (i.e., by the age of roughly 23) in which a student reports being
enrolled as a full-time SUS student for at least one academic term.

8. YRS25. The number of academic years within a student’s first seven years after
high school graduation (i.e., by the age of roughly 25) in which a student reports
being enrolled as a full-time SUS student for at least one academic term. Available
only for pre-2003 cohorts.

9. Non-FL college. The FLDOE collects survey data from Florida students about post-
high school plans in their 12th grade year. This variable is a dummy combining all
responses that indicate the intent to attend any type of tertiary institution outside
of Florida. This variable is not available for the 2004 graduation cohort.

10. FL private college. As above, but for in-state private colleges.

11. SUS BA in 6 years. This variable is generated using degree records for all public
tertiary institutions. It is coded as a one if students receive a BA from any in-
stituiton within six years after their 12th grade year. Available only for pre-2003
cohorts.

12. CC next. Equal to one if a student attends a community college full time at any
point in the year following the 12th grade year. Taken from CC enrollment records.

13. CC within 3. Equal to one if a student attends a community college full or part
time at any point in the three years following the 12th grade year. Taken from CC
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enrollment records.

14. AA in 5 years. This dummy variable is equal to one if students receive any type
of two-year degree from any public tertiary institution within three years after
the 12th grade year. It is compiled using degree records from all public tertiary
institutions.

15. Labor force participation. A dummy equal to one for any individual who reports
positive earnings in any quarter of an academic year. Taken from FL UI records.

16. Full time labor force participation. As above, but equal to one only for individuals
who report earnings of at least $8,000 in the academic year.

17. Earnings. AY earnigs from quarterly FL UI records. Deflated to 2005 dollars using
the quarterly PCECTPI.

18. Experience. Years since the 12th grade year.

19. Potential experience. Experience minus total years of full-time education within
the first seven years after high school (or five years post high school for the 2003
cohort) minus five.

20. School FCAT. The mean combined 2004 reading and math score for 10th graders
in an individuals’ 12th grade school.

21. SX. Labor market experience while in school. To obtain this value I take year total
earnings and divide by $6/hour, an approximation of mean wage for low-wage
workers. I cap hours at 2,000 within each year. I then create SX by summing over
all years between the senior year of high school and the year in which potential
experience is equal to zero, and dividing the result by 2,000.
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B Additional tables and figures

Table B-1: Common applicant GPA regressions

FIU UCF UF USF UNF FAU FSU
FIU 1 0.79 0.82 0.8 0.79 0.83 0.76

0 0.84 1 0.78 0.82 0.65 0.96
30251 5285 5785 4422 941 4705 6627

UCF 1.14 1 1.02 0.97 0.97 1.02 0.96
-0.64 0 0.24 0.1 0.13 -0.1 0.19
5285 31899 12067 10567 2660 4546 13650

UF 1.08 0.88 1 0.9 0.87 0.92 0.9
-0.69 0.12 0 0.07 0.2 -0.06 0.08
5785 12067 35907 8416 1537 2655 15805

USF 1.15 0.98 1.03 1 0.98 1 0.96
-0.67 0.07 0.22 0 0.09 -0.1 0.18
4422 10567 8416 31534 2494 3769 9573

UNF 1.1 0.93 1 0.92 1 1 0.92
-0.53 0.2 0.25 0.22 0 -0.08 0.28
941 2660 1537 2494 5816 1222 2258

FAU 1.07 0.89 0.93 0.91 0.89 1 0.89
-0.34 0.4 0.54 0.36 0.41 0 0.46
4705 4546 2655 3769 1222 14119 3619

FSU 1.19 0.98 1.04 1 0.98 1.03 1
-0.84 0.01 0.13 -0.03 0.05 -0.19 0
6627 13650 15805 9573 2258 3619 32926

Note: Table displays results from regressions of applicant GPAs for the SUS campuses listed in
the rows on the applicant GPAs for the campuses listed in the columns for the population of
same-year cross-applicants. Within each cell, the first row is the slope, the second the intercept,
the the third the sample size. The sample consists of all same-year cross applicants in the full
sample of Florida students. College names are as follows. FIU: Florida International University.
UCF: University of Central Florida. UF: University of Florida. USF: University of Southern
Florida. UNF: University of Northern Florida. FAU: Florida Atlantic University. FSU: Florida
State University.
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Table B-2: Effect of threshold-crossing on SUS attendance and progress
(1) (2) (3) (4) (5) (6) (7)

Admitted Attend FIU Attend SUS YRS23 YRS25 CRED23 CRED25
gi 0.613∗∗∗ 0.0395 0.441∗∗∗ 1.178∗∗ 1.327∗ 2.375∗ 2.995∗

(0.102) (0.0510) (0.110) (0.450) (0.613) (1.028) (1.298)

gi × Zi -0.583∗∗∗ -0.118 -0.364∗∗ -0.451 -0.650 0.210 -0.207
(0.112) (0.0615) (0.126) (0.518) (0.703) (1.217) (1.521)

Zi 0.172∗∗∗ 0.0239∗ 0.0906∗∗∗ 0.410∗∗∗ 0.499∗∗∗ 0.899∗∗∗ 0.944∗∗

(0.0224) (0.0122) (0.0248) (0.101) (0.137) (0.238) (0.298)
Observations 7649 7649 7649 7649 6484 7649 6484
Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Note: Results from linear regressions of SUS admissions, attendance, and progress variables
on grades relative to the cutoff value for marginal applicants. gi is the difference between an
applicant’s GPA and the cutoff value. Zi is a dummy variable equal to one for GPAs above the
cutoff. Additional controls for race dummies, lunch status, SAT score, and cohort. Standard
errors are heteroskedasticity-robust.

Table B-3: Effect of threshold-crossing on SUS graduation
(1) (2) (3)

BA in 5 yrs. BA in 6 yrs. BA in 7 yrs.
gi 0.141 -0.0249 -0.0130

(0.0723) (0.104) (0.113)

gi × Zi 0.0350 0.255∗ 0.226
(0.0875) (0.123) (0.132)

Zi 0.0112 0.0585∗ 0.0690∗∗

(0.0173) (0.0236) (0.0255)
Observations 7649 6484 6484
Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Note: Results from linear regressions of graduation dummies on grades relative to the cutoff
value for marginal applicants. gi is the difference between an applicant’s GPA and the cutoff
value. Zi is a dummy variable equal to one for GPAs above the cutoff. Additional controls
for race dummies, lunch status, SAT score, and cohort. Standard errors are heteroskedasticity-
robust.
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Table B-4: Effect of threshold-crossing on other educational outcomes
(1) (2) (3) (4) (5) (6) (7)

CC within 3 CCYRS21 CCYRS23 AA in 5 VC in 5 Non-FL FL priv.
gi -0.0879 -0.456 -0.490 -0.0202 -0.00647 -0.00813 -0.0631

(0.112) (0.282) (0.372) (0.0972) (0.0250) (0.0465) (0.0680)

gi × Zi -0.0456 0.365 0.265 0.0927 0.0120 -0.0307 0.112
(0.129) (0.313) (0.413) (0.109) (0.0276) (0.0530) (0.0760)

Zi -0.0578∗ -0.167∗∗ -0.215∗∗ -0.0141 -0.00263 0.00511 -0.00747
(0.0253) (0.0610) (0.0805) (0.0213) (0.00536) (0.0105) (0.0144)

Observations 7649 7649 6484 7649 7649 6484 6484
Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Note: Results from linear regressions of alternate choice dummies on grades relative to the
cutoff value for marginal applicants. gi is the difference between an applicant’s GPA and the
cutoff value. Zi is a dummy variable equal to one for GPAs above the cutoff. Additional controls
for race dummies, lunch status, SAT score, and cohort. Standard errors are heteroskedasticity-
robust.
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Table B-5: Mincer earnings regressions
(1) (2) (3) (4)

OLS: FS OLS: Marg. IV: Marg. IV: Marg.
YRS25 0.0816*** 0.0700*** 0.0809*** 0.0685***

(0.000642) (0.00237) (0.0112) (0.0159)

YRS25×FR 0.0352
(0.0215)

YRS25×Black -0.0108
(0.0210)

YRS25×Male 0.00141
(0.0230)

GPA 0.0556**
(0.0269)

GPA 2 0.0136***
(0.00459)

gi -0.0179
(0.0664)

gi × Zi 0.0554
(0.111)

Pot. Exp. 0.123*** 0.123*** 0.122*** 0.121***
(0.00214) (0.00914) (0.00837) (0.00836)

Pot. Exp.2 -0.00704*** -0.00685*** -0.00653*** -0.00622***
(0.000401) (0.00180) (0.00164) (0.00163)

Pot. Exp.3 0.000177*** 0.000149 0.000155* 0.000115
(0.0000214) (0.000102) (0.0000911) (0.0000917)

Black -0.0717*** -0.0852*** -0.103*** -0.0670
(0.00377) (0.0170) (0.0151) (0.0486)

Hisp. 0.0521*** 0.0386** 0.0276* 0.0366***
(0.00339) (0.0153) (0.0141) (0.0136)

Male 0.0858*** 0.0624*** 0.0594*** 0.0470
(0.00281) (0.0123) (0.0108) (0.0530)

F/R lunch -0.0236*** -0.00657 -0.00956 -0.0867*
(0.00321) (0.0117) (0.0112) (0.0483)

SAT -0.0000148 -0.0000298
(0.00000918) (0.0000543)

Constant 9.237*** 9.573*** 9.546*** 9.575***
(0.0403) (0.0512) (0.0347) (0.0437)

Observations 501288 26788 33694 33547

Standard errors in parentheses
* p < 0.10, ** p < 0.05, *** p < 0.01

Note: Linear regressions of log earnings on years of SUS attendance, potential experience,
and student covariates. Sample includes only workers defined as full-time (those who make
>$8,000). For full sample and applicant sample, GPA and GPA2 are high-school computed un-
weighted GPAs. gi is an admissions-computed GPA less the SAT-score specific cutoff value. Zi
is a dummy equal to one if gi > 0. Potential experience is equal to age− schooling− 5, where
schooling includes years of SUS attendance as well as years of full-time CC attendance. See
appendix for more detail. Sample does not include the 2003 cohort of high school graduates.
Standard errors are heteroskedasticity robust and clustered at the individual level.



Table B-6: Mincer earnings regressions
(1) (2) (3) (4) (5)

BW:.25 BW:.6 SAT/DIST dummies Low cut High cut
YRS23 0.0832*** 0.105*** 0.0938*** 0.124*** 0.0728***

(0.0154) (0.00695) (0.0119) (0.0175) (0.0107)

Pot. Exp. 0.119*** 0.125*** 0.122*** 0.181*** 0.0940***
(0.00941) (0.00646) (0.00822) (0.0120) (0.00771)

Pot. Exp.2 -0.00713*** -0.00761*** -0.00720*** -0.0116*** -0.00503***
(0.00179) (0.00127) (0.00158) (0.00235) (0.00145)

Pot. Exp.3 0.000190* 0.000221*** 0.000193** 0.000325** 0.000116
(0.000101) (0.0000721) (0.0000888) (0.000131) (0.0000818)

Black -0.108*** -0.0737*** -0.114*** -0.102*** -0.102***
(0.0164) (0.0114) (0.0146) (0.0213) (0.0132)

Hisp. 0.0248 0.0503*** 0.0194 0.112*** 0.0122
(0.0151) (0.0107) (0.0138) (0.0198) (0.0124)

Male 0.0689*** 0.0546*** 0.0702*** 0.0300** 0.0726***
(0.0115) (0.00802) (0.0104) (0.0146) (0.00947)

F/R lunch 0.000765 -0.00504 -0.0112 0.0218 -0.0161
(0.0126) (0.00825) (0.0109) (0.0159) (0.00986)

Constant 9.446*** 9.549*** 8.693*** 9.097*** 9.686***
(0.0354) (0.0303) (0.0988) (0.0653) (0.0285)

Observations 28461 59683 36029 42688 32084

Standard errors in parentheses
* p < 0.10, ** p < 0.05, *** p < 0.01

Note: Linear regressions of log earnings on years of SUS attendance, potential experience,
and student covariates. Sample includes only workers defined as full-time (those who make
>$8,000). For full sample and applicant sample, GPA and GPA2 are high-school computed un-
weighted GPAs. gi is an admissions-computed GPA less the SAT-score specific cutoff value.
Zi is a dummy equal to one if gi > 0. Potential experience is equal to age − schooling − 5,
where schooling includes years of SUS attendance as well as years of full-time CC attendance.
Standard errors are heteroskedasticity robust and clustered at the individual level.
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Table B-7: Mincer earnings regressions
(1) (2) (3) (4) (5) (6)

Reg. Pred. Doubling Half-year Miami-Dade only SX1 SX2
YRS23 0.0879*** 0.0903*** 0.0927*** 0.0841*** 0.0686*** 0.0563***

(0.0115) (0.0118) (0.0126) (0.0123) (0.0171) (0.0180)

Pot. Exp. 0.122*** 0.124*** 0.151*** 0.122*** 0.127*** 0.135***
(0.00796) (0.00820) (0.00995) (0.00915) (0.00835) (0.00806)

Pot. Exp.2 -0.00697*** -0.00708*** -0.00963*** -0.00777*** -0.00738*** -0.00768***
(0.00151) (0.00158) (0.00185) (0.00179) (0.00158) (0.00158)

Pot. Exp.3 0.000182** 0.000202** 0.000285*** 0.000228** 0.000187** 0.000212**
(0.0000845) (0.0000889) (0.000101) (0.000101) (0.0000905) (0.0000903)

Black -0.104*** -0.105*** -0.122*** -0.0890*** -0.0655 -0.0622
(0.0143) (0.0146) (0.0155) (0.0183) (0.0425) (0.0421)

Hisp. 0.0273** 0.0286** 0.0280* 0.0457*** 0.0260* 0.0163
(0.0134) (0.0137) (0.0144) (0.0169) (0.0136) (0.0134)

Male 0.0580*** 0.0586*** 0.0610*** 0.0559*** 0.0394 0.0480
(0.0101) (0.0103) (0.0111) (0.0118) (0.0472) (0.0465)

F/R lunch -0.00803 -0.00844 -0.00553 -0.0179 -0.0796* -0.0709*
(0.0107) (0.0109) (0.0118) (0.0123) (0.0422) (0.0415)

YRS23*FR 0.0405* 0.0358
(0.0231) (0.0228)

YRS23*Black -0.0200 -0.0175
(0.0223) (0.0224)

YRS23*Male 0.00989 0.00727
(0.0254) (0.0250)

SX 0.03 0.106***
(0.0113)

SX2 -0.17 -0.722***
(0.135)

Constant 9.481*** 9.466*** 8.695*** 9.622*** 9.439*** 9.337***
(0.0292) (0.0300) (0.0329) (0.0505) (0.0395) (0.0365)

Observations 36029 36029 35536 28075 36029 36029

Standard errors in parentheses
* p < 0.10, ** p < 0.05, *** p < 0.01

Note: Linear regressions of log earnings on years of SUS attendance, potential experience,
and student covariates. Sample includes only workers defined as full-time (those who make
¿$8,000). gi is an admissions-computed GPA less the SAT-score specific cutoff value. Zi is a
dummy equal to one if gi > 0. Potential experience is equal to age − schooling − 5, where
schooling includes years of SUS attendance as well as years of full-time CC attendance. SX is
years of labor market experience while in school. Coefficients on the SX terms in column five
are restricted to the stated values. Standard errors are heteroskedasticity robust and clustered
at the individual level.
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C Proofs from section 3

C.1 Proof of proposition 1

Proof. By the envelope theorem, we have

dVC(θ, RC)

dθ
= βU′(cC

2 )Y
′
C(θ) > 0. (C.1)

YHS does not vary with θ, so VHS(θ, RHS) is constant in θ. Since at every value of RC

some agents choose to attend college and some do not, there exist values of θ, θ′ and θ′′,
such that VC(θ

′, RC) > VHS(θ
′, RHS) and VC(θ

′′, RC) < VHS(θ
′′, RHS). Since VC(θ, RC)

slopes strictly upward in θ while VHS(θ, RHS) is flat, it is clear that a) θ′ > θ′′, and b)
there exists precisely one θ̄ ∈ (θ′′, θ′) such that VC(θ̄, RC) = VHS(θ̄, RHS). Agents with
θ > θ̄ choose to attend college, and agents with θ < θ̄ do not.

How does θ̄ vary with RC? Again via the envelope theorem,

dVC(θ, RC)

dRC
= β (wlc − cc

1 − τ)U′(cC
2 ) < 0 (C.2)

Since college students are net borrowers, raising the interest rate lowers their lifetime
utility. Lifetime utility for students who do not attend college does not vary with RC.
Thus the threshold value of θ at which lifetime college utility surpasses lifetime high
school utility, which I will now term θ̄(RC), rises with RC.

Corollary 1 follows directly from this result.

E[YC(θ)−YHS|RC, s = C] = E[YC(θ)−YHS(θ)|θ > θ̄(RC)] (C.3)

increases with θ̄(RC) and therefore with RC.
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C.2 Proof of proposition 2

Proof. Due to the strict concavity of u and U and the strict convexity of v, the necessary
conditions for the implicit function theorem hold, and lC is a continuous function of RC

within a neighborhood of the optimal value. Standard algebra yields the formula

dlC

dRC
= −

wβu′′(cC
1 )
[
(1 + RC)U′′(cC

2 )(wlC − cC
1 − τ) + U′(CC

2 )
]

w2β(1 + RC)2u′′(cc
1)U′′(c

c
2)− u′′(cc

1)v′′(lC)− β(1 + RC)2U′′(cc
2)v′′(lC)

(C.4)

Under the assumptions on the first and second derivatives of u, U, and v, and the as-
sumption that college attendees are net borrowers, the numerator of the fraction is neg-
ative and denominator is positive. The value of the expression is thus positive.

D Imprecise control and discontinuous grade grouping

This appendix describes the connection between the continuous ratio assumption in
section 6.2.1 and the ‘imprecise control’ condition developed in Lee and Lemieux (2009).
It also develops a set of conditions under which a discontinuously distributed running
variable is consistent with unbiased RD estimation.

Recall that wages are determined by observable covariates Xi and unobservable het-
erogeneity u1i, distributed continuously according to h(x, u1). Students may allocate
effort in high school based at least in part on these characteristics. Lemieux and Lee’s
imprecise control condition requires that students be able to control their grades only
up to a continuously distributed error term. This guarantees that the conditional grade
distribution

f (g|x, u1) (D.1)

is continuous in g. Then, by Bayes’ rule, the conditional distribution of earnings deter-
minants
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h(x, u1|g) = h(x, u1)
f (g|x, u1)

f (g)
(D.2)

is also continuous in g, since both the numerator and denominator of the g-dependent
fraction are continuous. RD estimation is unbiased.

The imprecise control condition is sufficient to guarantee continuity of wage determi-
nants in g. But because it is possible for the fraction to be continuous even if neither the
numerator or denominator is continuous, the condition is not necessary. The test posed
in section 6.2.1 relaxes the imprecise control condition by looking at the continuity of
the fraction, not its component parts.

It is important to ask whether there exist realistic conditions under which the a run-
ning variable would satisfy the ratio test but not the imprecise control condition. The
answer to this question is yes. To show this I consider an example in which students
can perfectly choose their effort level, but effort level is mapped noisily to observed
grades.

Let g∗i measure academic performance for student i. g∗i ∈ [gl , gh] is (potentially) con-
trolled by students, and is observed by academic administrators but not by the re-
searcher. g∗ is distributed according the probability density function γ(g∗). Observed
grades g are determined stochastically conditional on g∗ with the distribution f (g|g∗),
which may be discontinuous in g. The idea that there is a probabilistic mapping be-
tween latent performance and grades is analogous to the imprecise control condition
of Lemieux and Lee, and consistent with the idea that from the perspective of the stu-
dent there is a stochastic component to academic evaluations and to GPA computation.
I make two assumptions about the mapping from academic performance to observed
grades:

1. Conditional on academic performance, the distribution of grades is independent
of wage determinants, so that f (g|g∗) = f (g|g∗, ui1 = u, Xi = x).

2. γ(g∗|g) is bounded and uniformly continuous in g for all g∗.

The first assumption guarantees that mapping from latent to observed performance
does not depend on wage determinants. Latent performance may still depend on indi-
vidual demographics, effort, and the interaction between effort and the environment.
So long as one believes that there is some noisy component of grade determination, this
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can be thought of as a normalization. The second assumption states that students with
similar grades are drawn from similar parts of the latent performance distribution. That
is, a discontinuity in the grade distribution does not reflect a discontinuity in the dis-
tribution of performance of students achieving that grade. It will be violated if, given
two students with nearly identical performance levels, one is much more likely receive
a certain observed grade than the other.

Theorem 1. Under assumptions (1) and (2), the density h(Xi = x, ui1 = u|gi = g) is
continuous in g.

Proof. Applying, in turn, the Law of Iterated Expectations, Bayes’ rule, and (1) yields

h(x, u|g) =
∫

h(x, u|g, g∗)γ(g∗|g)dg∗

=
∫

f (g|x, u, g∗)
h(x, u|g∗)

f (g|g∗) γ(g∗|g)dg∗

=
∫

h(x, u|g∗)γ(g∗|g)dg∗ (D.3)

The density of wage determinants conditional on grade g is a weighted average of wage
determinants conditional on g∗, with weights determined by the density of g∗ given
g. Then, since γ(g∗|g) is uniformly continuous in g, limits can be passed through the
integral, so that

lim
h↓0

h(x, u|g + h) = lim
h↓0

∫
h(x, u|g∗)γ(g∗|g + h)dg∗

=
∫

lim
h↓0

(h(x, u|g∗)γ(g∗|g + h)) dg∗

=
∫

(h(x, u|g∗)γ(g∗|g)) dg∗

= lim
h↓0

h(x, u|g− h) (D.4)

Therefore h(x, u|g) is continuous.
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It follows from Bayes’ Rule and the continuity of h(x, u) that

f (g|x, u)
f (g)

is also continuous in g, even though the numerator and denominator are not.
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