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#### Abstract

Based on his earlier work on the vibrations of 'drums with fractal boundary', the first author has refined M. V. Berry's conjecture that extended from the 'smooth' to the 'fractal' case H. Weyl's conjecture for the asymptotics of the eigenvalues of the Laplacian on a bounded open subset of $\mathbb{R}^{n}$ (see [16]). We solve here in the one-dimensional case (that is, when $n=1$ ) this 'modified Weyl-Berry conjecture'. We discover, in the process, some unexpected and intriguing connections between spectral geometry, fractal geometry and the Riemann zeta-function. We therefore show that one can 'hear' (that is, recover from the spectrum) not only the Minkowski fractal dimension of the boundary-as was established previously by the first author-but also, under the stronger assumptions of the conjecture, its Minkowski content (a 'fractal' analogue of its 'length').

We also prove (still in dimension one) a related conjecture of the first author, as well as its converse, which characterizes the situation when the error estimates of the aforementioned paper are sharp.


## 1. Introduction

Let $\Omega$ be an open set in $\mathbb{R}^{n}(n \geqslant 1)$, with boundary $\Gamma=\partial \Omega$. We assume that $\Omega$ is non-empty and bounded (or, more generally, of finite volume), but otherwise arbitrary. We consider the following eigenvalue problem:

$$
\left\{\begin{align*}
-\Delta u & =\lambda u \text { in } \Omega  \tag{P}\\
u & =0 \text { on } \Gamma
\end{align*}\right.
$$

where $\Delta=\sum_{k=1}^{n} \partial^{2} / \partial x_{k}^{2}$ denotes the Dirichlet Laplacian on $\Omega$.
In this general setting, the problem ( P ) is interpreted in the variational sense. More precisely, the scalar $\lambda$ is said to be an eigenvalue of ( P ) if there exists $u \neq 0$ in $H_{0}^{1}(\Omega)$ (the closure of $C_{0}^{\infty}(\Omega)$, the space of smooth functions with compact support contained in $\Omega$, in the Sobolev space $H^{1}(\Omega)$ ) satisfying equation (1.1) in the distributional sense. (See, for example, [23; 28, § II; 16, § 2.2].)

As is well-known, the spectrum of $(\mathrm{P})$ is discrete and consists of a sequence $\left(\lambda_{r}\right)_{r=1}^{\infty}$ of eigenvalues (with finite multiplicity) written in increasing order according to their multiplicity:

$$
0<\lambda_{1} \leqslant \lambda_{2} \leqslant \ldots \leqslant \lambda_{r} \leqslant \ldots, \quad \text { with } \lambda_{r} \rightarrow+\infty \text { as } r \rightarrow \infty \text {. }
$$

Let $N(\lambda)$ denote the (eigenvalue) 'counting function' of $(\mathrm{P})$; that is, for $\lambda>0$,

$$
\begin{equation*}
N(\lambda)=\#\left\{r \geqslant 1: \lambda_{r} \leqslant \lambda\right\} \tag{1.3}
\end{equation*}
$$

is the number of eigenvalues of $(\mathrm{P})$ up to $\lambda$, counted according to multiplicity.
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Generalizing H. Weyl's classical theorem, G. Métivier [28] showed that

$$
\begin{equation*}
N(\lambda)=(1+o(1)) \varphi(\lambda), \quad \text { as } \lambda \rightarrow+\infty, \tag{1.4}
\end{equation*}
$$

where the 'Weyl term' $\varphi(\lambda)$ is given by

$$
\begin{equation*}
\varphi(\lambda)=(2 \pi)^{-n} \mathscr{B}_{n}|\Omega|_{n} \lambda^{n / 2} . \tag{1.5}
\end{equation*}
$$

Here, $|A|_{n}$ denotes the $n$-dimensional Lebesgue measure or 'volume' of $A \subset \mathbb{R}^{n}$ and $\mathscr{B}_{n}$ is the volume of the unit ball in $\mathbb{R}^{n}$.
It is natural to wonder whether the asymptotic expansion of $N(\lambda)$ admits a second term. In the 'smooth' case, this was conjectured by H. Weyl [35] as follows. If $\Gamma=\partial \Omega$ is 'sufficiently regular', then

$$
\begin{equation*}
N(\lambda)=\varphi(\lambda)-\mathscr{C}_{n}|\Gamma|_{n-1} \lambda^{(n-1) / 2}+o\left(\lambda^{(n-1) / 2}\right), \quad \text { as } \lambda \rightarrow+\infty, \tag{1.6}
\end{equation*}
$$

where $\mathscr{C}_{n}$ is a positive constant depending only on $n$. Here, $|\Gamma|_{n-1}$ denotes the ( $n-1$ )-dimensional volume of $\Gamma$; for example, the length of $\Gamma \subset \mathbb{R}^{2}$ if $n=2$.
An important step on the way to Weyl's conjecture was made by R. T. Seeley [30,31], and then, when $n \geqslant 4$, by Pham The Lai [29]. Extending, in particular, earlier work of L. Hörmander [11], they showed that if $\Gamma$ is 'smooth' (that is, of class $C^{\infty}$ ), then the following sharp remainder estimate holds:

$$
\begin{equation*}
N(\lambda)=\varphi(\lambda)+O\left(\lambda^{(n-1) / 2}\right), \quad \text { as } \lambda \rightarrow+\infty . \tag{1.7}
\end{equation*}
$$

Further, V. Ja. Ivrii $[\mathbf{1 3}, \mathbf{1 4}]$ has established (1.6) under an additional assumption (roughly, that the set of 'multiply reflected periodic geodesics in $\bar{\Omega}$ is of measure zero'). Therefore, under these hypotheses, the conclusion of Weyl's conjecture is true. (For related results, see also R. B. Melrose's work [26, 27]; a synthesis of the methods of Ivrii and Melrose is provided in [12].)

What happens if the boundary is 'non-smooth'? The physicist M. V. Berry [ $\mathbf{1 , 2 ] - m o t i v a t e d ~ i n ~ p a r t ~ b y ~ t h e ~ s t u d y ~ o f ~ t h e ~ s c a t t e r i n g ~ o f ~ w a v e s ~ f r o m ~ r o u g h ~}$ surfaces and the study of porous media-conjectured that if $\Gamma$ is 'fractal', then

$$
\begin{equation*}
N(\lambda)=\varphi(\lambda)-\mathscr{C}_{n, H} \mathscr{H}(H ; \Gamma) \lambda^{H / 2}+o\left(\lambda^{H / 2}\right), \quad \text { as } \lambda \rightarrow+\infty, \tag{1.8}
\end{equation*}
$$

where $\mathscr{C}_{n, H}$ is a positive constant depending only on $n$ and $H$. Here, $H$ denotes the Hausdorff dimension of the boundary $\Gamma$ and $\mathscr{H}(H ; \Gamma)$ the (normalized) $H$-dimensional Hausdorff measure of $\Gamma$. (Of course, if $\Gamma$ is 'smooth', say of class $C^{1}$, then $H=n-1$ and (at least formally) we recover (1.6) from (1.8).) Berry [1, Equation 2, p. 51], by analogy with the 'smooth' case, even stated an explicit value for $\mathscr{C}_{n, H} ;$ namely,

$$
\begin{equation*}
\mathscr{C}_{n, H}=\left(4(4 \pi)^{H / 2} \Gamma\left(1+\frac{1}{2} H\right)\right)^{-1}, \tag{1.9}
\end{equation*}
$$

where $\Gamma(s)$ denotes the classical gamma function.
Unfortunately, Berry's beautiful conjecture has turned out to be false. In an important paper [6], J. Brossard and R. Carmona disproved Berry's conjecture and suggested that the Minkowski dimension was more appropriate than the Hausdorff dimension to measure the 'roughness' of the boundary $\Gamma$. In fact, under suitable hypotheses, they obtained one- and two-sided estimates for the second term (expressed in terms of the Minkowski dimension) in the asymptotic expansion of the 'partition function' $Z(t)=\sum_{r=1}^{\infty} e^{-\lambda, t}$, a well-known 'smoothing' of the 'counting function' $N(\lambda)$. Although it is known how, via Tauberian theory, to get the asymptotics for the second term for $Z(t)$ from such a result for $N(\lambda)$, no known Tauberian theorem allows us to go in the other direction.

A specific reformulation of Berry's conjecture on $N(\lambda)$, called the 'modified Weyl-Berry conjecture', was made by the first author in [16]. In order to state it precisely, we first discuss the, perhaps not so well-known, concepts of Minkowski dimension and measurability.

Let $D=D(\Gamma)$ denote the Minkowski dimension of $\Gamma$. Recall that $D$ is the infimum of the numbers $d \geqslant 0$ such that the (d-dimensional) upper Minkowski content

$$
\begin{equation*}
\mathcal{M}^{*}(d ; \Gamma):=\limsup _{\varepsilon \rightarrow 0^{+}} \varepsilon^{-(n-d)}\left|\Gamma_{\varepsilon} \cap \Omega\right|_{n}<+\infty, \tag{1.10}
\end{equation*}
$$

where $\Gamma_{\varepsilon}$, the $\varepsilon$-neighbourhood of $\Gamma$, is the set of $x \in \mathbb{R}^{n}$ within a distance less than $\varepsilon$ from $\Gamma$; moreover, $\mathcal{M}_{*}(d ; \Gamma)$, the (d-dimensional) lower Minkowski content of $\Gamma$, is defined just as $\mathcal{M}^{*}(d ; \Gamma)$, but by means of the lower limit rather than the upper limit in (1.10). We say that $\Gamma$ is Minkowski measurable if $0<\mathcal{M}_{*}(D ; \Gamma)=\mathcal{M}^{*}(D ; \Gamma)<+\infty$ and then call this common number $\mathcal{M}(D ; \Gamma)$, the Minkowski content of $\Gamma$. (Note that these definitions not only involve $\Gamma$, but the set $\Omega$ as well.)

The larger $D$ is, the more irregular $\Gamma$ is. The (easy) fact that $D=D(\Gamma) \in$ [ $n-1, n$ ] since $\Gamma=\partial \Omega$, with $\Omega$ open and non-dense in $\mathbb{R}^{n}$, is proved in [16, Corollary 3.2]. Following [16], we say that $\Gamma$ is 'fractal' if $D \in(n-1, n$ ], and 'non-fractal' otherwise (that is, if $D=n-1$, the topological dimension of $\Gamma$ ). We stress that no assumption of self-similarity, in the sense of [24], is made about $\Gamma$.

The real number $D$, also called 'entropy' or 'box' dimension in the literature, was first extensively studied by G. Bouligand in [4]. For an equivalent definition and further properties of $D$, see, for example, $[16, \S 3]$, especially Corollary 3.1, and $[7,8,9,18,25,34]$. We refer to $[3,10,15,33]$ for specific properties and alternative definitions of $D$ when $n=1$, which is the case of most interest to us in this paper.

We now recall the statement of the 'modified Weyl-Berry (in short, MWB) conjecture' [16, Conjecture 5.1, §5.2, p. 520], for the Dirichlet problem:

Conjecture 1 (modified Weyl-Berry conjecture). If $\Omega$ has 'fractal' boundary $\Gamma$ with Minkowski dimension $D \in(n-1, n)$ and if $\Gamma$ is 'Minkowski measurable', then

$$
\begin{equation*}
N(\lambda)=\varphi(\lambda)-c_{n, D} M(D ; \Gamma) \lambda^{D / 2}+o\left(\lambda^{D / 2}\right), \quad \text { as } \lambda \rightarrow+\infty, \tag{1.11}
\end{equation*}
$$

where $c_{n, D}$ is a positive constant depending only on $n$ and $D$.
In [16, Theorem 2.1, Corollary 2.1, and Theorem 2.3, pp. 479-480 and 482-483], M. L. Lapidus has partially solved a more general form of this conjecture by proving, in particular, that if $\Gamma$ is 'fractal' with $\mathcal{M}^{*}(D ; \Gamma)<+\infty$, then Weyl's asymptotic law with error term holds:

$$
\begin{equation*}
N(\lambda)=\varphi(\lambda)+O\left(\lambda^{D / 2}\right), \quad \text { as } \lambda \rightarrow+\infty . \tag{1.12}
\end{equation*}
$$

(Also see [20].)
Moreover, the first author has shown by means of examples that the remainder estimate in (1.12) is sharp in every possible 'fractal' (that is, Minkowski) dimension $D \in(n-1, n)$. (See [16, Example 5.1, pp. 512-514] when $n=1$, and its generalization to $n \geqslant 1$ [16, Example 5.1', pp. 514-515].)

In this paper, we shall prove Conjecture 1 (the 'MWB conjecture') when $n=1$. (See Corollary 2.3 below.) In the process, we shall establish some unexpected and intriguing connections with the Riemann zeta-function. Indeed, we shall show that the constant $c_{1, D}$ occurring in (1.11) is given by

$$
\begin{equation*}
c_{1, D}=2^{-(1-D)} \pi^{-D}(1-D)(-\zeta(D)) \tag{1.13}
\end{equation*}
$$

where $\zeta=\zeta(s)$ denotes the Riemann zeta-function. (Since $n=1$, we have $D \in(0,1)$ and thus $\zeta(D)<0$, so that $c_{1, D}>0$.)

In proving these results, a key step consists, for a fixed $D \in(0,1)$, in obtaining a necessary and sufficient condition for the Minkowski measurability of $\Gamma=\partial \Omega$ in terms of the sequence of lengths $\left(l_{j}\right)_{j=1}^{\infty}$ of the connected components (open intervals) of the open set $\Omega \subset \mathbb{R}$; namely, if $\left(l_{j}\right)_{j=1}^{\infty}$ is chosen to be non-increasing (which is always possible since $|\Omega|_{1}=\sum_{j=1}^{\infty} l_{j}<+\infty$ ), this condition is given by

$$
\begin{equation*}
\lim _{j \rightarrow \infty} l_{j} j^{1 / D}=L, \quad \text { for some } L>0 \tag{1.14}
\end{equation*}
$$

We also examine here the case when $\Gamma$ is not (necessarily) Minkowski measurable. In particular, in [16], the following conjecture was made (see [16, Conjecture 5.1', § 5.2, p. 521]):

Conjecture 1' (sharp remainder estimates). If $\Omega$ has 'fractal' boundary $\Gamma$ with Minkowski dimension $D \in(n-1, n)$ and if $0<\mathcal{M}_{*}(D ; \Gamma) \leqslant \mathcal{M}^{*}(D ; \Gamma)<+\infty$, then $\lambda^{-D / 2}(\varphi(\lambda)-N(\lambda))$ is bounded between two positive constants for all large $\lambda$.

In this paper, we not only prove Conjecture $1^{\prime}$ for $n=1$, we show the converse as well. (See Theorem 2.4.)

A good illustration of this result is provided by the Cantor set, studied in Example 4.5 below. Let $\Omega$ be the complement in $[0,1]$ of the triadic Cantor set $\Gamma$. Then $\Gamma=\partial \Omega$ and the sequence $\left(l_{j}\right)_{j=1}^{\infty}$ of interval lengths is given by

$$
\frac{1}{3}, \frac{1}{9}, \frac{1}{9}, \frac{1}{27}, \frac{1}{27}, \frac{1}{27}, \frac{1}{27}, \ldots,
$$

where there are $2^{k-1}$ copies of $3^{-k}$, for $k=1,2, \ldots$. Then clearly, (1.14) does not hold, so that $\Gamma$ is not Minkowski measurable. However, the hypothesis of Conjecture $1^{\prime}$ holds, so that from our result in the one-dimensional case, the two-sided estimate of Conjecture $1^{\prime}$ holds. In fact, we prove that the asymptotic expansion of $N(\lambda)$ does not admit a second term (or, more precisely, that $\lambda^{-D / 2}(\varphi(\lambda)-N(\lambda))$ does not converge, as $\left.\lambda \rightarrow+\infty\right)$.

It is somewhat a surprise to us that the supposedly 'trivial' case $n=1$ contains so many non-trivial results. The natural question is how much of this work generalizes to the cases where $n \geqslant 2$. In a subsequent paper, we shall show in fact that Conjecture 1 is not true when $n \geqslant 2$. It turns out that, at least for several classes of examples, what plays the role of $\zeta(s)$ in the case where $n=1$ are various Epstein zeta-functions and other Dirichlet series. We still conjecture that Minkowski measurability implies the existence of a second term in the expansion of $N(\lambda)$ that is proportional to $\lambda^{D / 2}$. However, the constant coefficient of this term must depend on $\Omega$ in a more complex way than is suggested in the conjecture. In fact, a revised form of Conjecture 1 will be presented in this forthcoming paper that gives the constant in terms of a limit involving the spectral zeta-function associated with the boundary value problem ( P ).

The remainder of this paper is organized as follows. In the next section, we present more precisely some of our results. In §3, we prove, in particular, Conjecture $1^{\prime}$, as well as its converse, when $n=1$. We also give several examples that illustrate the pathologies that may occur (see §3.3). In § 4, we prove the 'MWB conjecture' (Conjecture 1) when $n=1$ and establish in the process the connection with the Riemann zeta-function (see §4.2). We also obtain the aforementioned characterization of 'Minkowski measurability' (see §4.1). Moreover, in §4.3, we illustrate our results by two instructive examples.

Some of the results of this paper were announced earlier in [22].

## 2. Statement of the main results

Let $\Omega$ be a (non-empty) open subset of $\mathbb{R}$, of finite length $|\Omega|_{1}$ and with boundary $\Gamma=\partial \Omega$. We write $\Omega$ as the union of its connected components:

$$
\Omega=\bigcup_{j=1}^{\infty} I_{j}
$$

where the open intervals $I_{j}$ are pairwise disjoint and of length $l_{j}$. Since $|\Omega|_{1}=\sum_{j=1}^{\infty} l_{j}<+\infty$, we can assume without loss of generality that

$$
l_{1} \geqslant l_{2} \geqslant \ldots \geqslant l_{j} \geqslant \ldots>0 .
$$

(The case when $\Omega$ is a finite union of open intervals is of no interest here. Further, the 'lengths' $l_{j}$ are repeated according to their 'multiplicity'.)

Unless explicitly stated otherwise, $\left(l_{j}\right)_{j=1}^{\infty}$ will always denote the sequence associated with $\Omega$ in this manner.

Recall that the eigenvalues of the differential operator $-d^{2} / d y^{2}$ on the bounded open interval $I:=(\alpha, \beta)$ with Dirichlet boundary conditions at $\alpha$ and $\beta(u(\alpha)=u(\beta)=0)$, are $\mu_{k}=(\pi / l)^{2} k^{2}$, for $k=1,2, \ldots$, where $l=\beta-\alpha$. Let $N(\lambda ; I)$ denote the associated eigenvalue counting function. Then if [ $v$ ] denotes the integer part of $\boldsymbol{v}$, it follows that for $\lambda>0$,

$$
\begin{equation*}
N(\lambda ; I)=\#\{k \geqslant 1: k \leqslant l(\sqrt{ } \lambda) / \pi\}=[l(\sqrt{ } \lambda) / \pi] . \tag{2.1}
\end{equation*}
$$

Consequently, we deduce from (2.1) and, for example, [16, Lemma 4.2, p. 493], that

$$
\begin{equation*}
N(\lambda)=\sum_{j=1}^{\infty} N\left(\lambda ; I_{j}\right)=\sum_{j=1}^{\infty}\left[l_{j} x\right], \quad \text { where } x:=\pi^{-1} \lambda^{\frac{1}{2}} \tag{2.2}
\end{equation*}
$$

(Recall that $N(\lambda)$ denotes the eigenvalue 'counting function' associated with $\Omega$.)
Let $\zeta(s)$ denote the Riemann zeta-function (see, for example, [32]). Recall that $\zeta(s)=\sum_{j=1}^{\infty} j^{-s}$ for $\operatorname{Re} s>1$ and that $\zeta(s)$ has a meromorphic extension to all of $\mathbb{C}$ with a single, simple pole (with residue 1) located at the point $s=1$. In particular, the meromorphic continuation of $\zeta$ to the region $\operatorname{Re} s>0$ is given by

$$
\begin{equation*}
\zeta(s)=\frac{1}{s-1}+\int_{1}^{+\infty}\left([t]^{-s}-t^{-s}\right) d t, \quad \text { for } \operatorname{Re} s>0 \tag{2.3}
\end{equation*}
$$

indeed, this identity is obvious for $\operatorname{Re} s>1$ and the integral in the right-hand side of (2.3) is analytic for $\operatorname{Re} s>0$.

### 2.1. Existence of a second term: resolution of Conjecture 1

We can now state our first result:
Theorem 2.1. (a) Let $\left(l_{j}\right)_{j=1}^{\infty}$ be an arbitrary, positive, non-increasing sequence such that

$$
\begin{equation*}
l_{j} \sim L j^{-1 / D}, \quad \text { as } j \rightarrow \infty, \text { for } D \in(0,1) \text { and } L>0 \tag{2.4}
\end{equation*}
$$

Then

$$
\begin{equation*}
\sum_{j=1}^{\infty}\left[l_{j} x\right]=\left(\sum_{j=1}^{\infty} l_{j}\right) x+\zeta(D) L^{D} x^{D}+o\left(x^{D}\right), \quad \text { as } x \rightarrow+\infty \tag{2.5}
\end{equation*}
$$

(b) In particular, if the sequence $\left(l_{j}\right)_{j=1}^{\infty}$ associated with $\Omega$ satisfies hypothesis (2.4) and if $\varphi(\lambda):=\pi^{-1}|\Omega|_{1} \lambda^{\frac{1}{2}}$, we deduce from (2.2) and (2.5) that

$$
\begin{equation*}
N(\lambda)=\varphi(\lambda)+\pi^{-D} \zeta(D) L^{D} \lambda^{D / 2}+o\left(\lambda^{D / 2}\right), \quad \text { as } \lambda \rightarrow+\infty . \tag{2.6}
\end{equation*}
$$

Recall that in (2.4), the condition $l_{j} \sim L j^{-1 / D}$ means that $l_{j} j^{1 / D} \rightarrow L$, as $j \rightarrow \infty$.
The following theorem provides, in particular, a characterization (of independent interest) of the case when $\Gamma=\partial \Omega$ is Minkowski measurable with $D=$ $D(\Gamma) \in(0,1)$.

Theorem 2.2 (characterization of Minkowski measurability). The sequence $\left(l_{j}\right)_{j=1}^{\infty}$ associated with $\Omega$ satisfies hypothesis (2.4) if and only if $\Gamma=\partial \Omega$ is Minkowski measurable and has Minkowski dimension $D \in(0,1)$ (that is, if and only if the hypotheses of the 'modified Weyl-Berry conjecture' are satisfied). In addition, in this case, we have

$$
\begin{equation*}
\mathcal{M}(D ; \Gamma)=\frac{2^{1-D}}{1-D} L^{D} \tag{2.7}
\end{equation*}
$$

By combining Theorems 2.1(b) and 2.2, we can now establish Conjecture 1 [16, Conjecture 5.1, p. 520] in the case when $n=1$. We also obtain the exact value of the constant $c_{1, D}$ which is expressed in terms of $\zeta(D)$.

Corollary 2.3 (resolution of the modified Weyl-Berry conjecture in the one-dimensional case). Let $\Omega$ be a bounded open subset of $\mathbb{R}$ such that $\Gamma=\partial \Omega$ is Minkowski measurable and of Minkowski dimension $D \in(0,1)$. Then

$$
\begin{equation*}
N(\lambda)=\varphi(\lambda)-c_{1, D} \mathcal{M}(D ; \Gamma) \lambda^{D / 2}+o\left(\lambda^{D / 2}\right), \quad \text { as } \lambda \rightarrow+\infty, \tag{2.8}
\end{equation*}
$$

where $\varphi(\lambda)=\pi^{-1}|\Omega|_{1} \lambda^{\frac{1}{2}}$ and the positive constant $c_{1, D}$ is given by

$$
\begin{equation*}
c_{1, D}:=2^{-(1-D)} \pi^{-D}(1-D)(-\zeta(D)) \tag{2.9}
\end{equation*}
$$

### 2.2. Sharp remainder estimates: resolution of Conjecture 1'

Let $\{v\}:=v-[v]$ in $[0,1)$ denote the fractional part of the real number $v$. If $f(x), g(x)$ are real-valued functions defined on a subset of $\mathbb{R}$, we write ' $f(x)=g(x)$ as $x \rightarrow a$ ' if there are positive constants $c_{1}, c_{2}$ such that $c_{1} f(x) \leqslant$ $g(x) \leqslant c_{2} f(x)$ for all $x$ in some neighbourhood of $a$ and in the domains of both $f$ and $g$. Here, $a \in \mathbb{R} \cup\{ \pm \infty\}$.

The following result not only settles Conjecture $1^{\prime}$ in the case where $n=1$, but the converse and more.

Theorem 2.4. Let $\Omega$ be a bounded open subset of $\mathbb{R}$, let $\left(l_{j}\right)_{j=1}^{\infty}$ be the associated sequence, and let. $D \in(0,1)$. The following assertions are equivalent:
(i) $l_{j}=j^{-1 / D}$ as $j \rightarrow \infty$;
(ii) $\Gamma=\partial \Omega$ has Minkowski dimension $D$ and

$$
0<\mathcal{M}_{*}(D ; \Gamma) \leqslant \mathcal{M}^{*}(D ; \Gamma)<+\infty ;
$$

(iii) $\sum_{j=1}^{\infty}\left\{l_{j} x\right\} \asymp x^{D}$ as $x \rightarrow+\infty$;
(iv) $\varphi(\lambda)-N(\lambda)=\lambda^{D / 2}$ as $\lambda \rightarrow+\infty$.

Note that (2.2) gives the identity $\varphi(\lambda)-N(\lambda)=\sum_{j=1}^{\infty}\left\{l_{j} x\right\}$ with $x=\pi^{-1} \lambda^{\frac{1}{2}}$, so that the equivalence (iii) $\Leftrightarrow$ (iv) in Theorem 2.4 is immediate.

We shall also provide additional results connected with the one-sided estimates of [16, Theorem 2.1 and Corollary 2.1, pp. 479-480] (see § 3.3). In particular, we shall show that when $n=1$ and $D \in(0,1)$, the error estimate (1.12) is equivalent to the hypothesis $\mathcal{M}^{*}(D ; \Gamma)<+\infty$. (See Theorem 3.10.)

Note that the assumption in our results that $\Omega$ is bounded may be relaxed to $|\Omega|_{1}<+\infty$.

Since, when $n=1$, the Sobolev space $H_{0}^{1}(\Omega) \subset H^{1}(\Omega)$ is composed of continuous functions (see, for example, [5, Theorem VIII.7, p. 129]), the Dirichlet boundary condition ' $u=0$ on $\Gamma$ ' in equation (1.1) can be understood pointwise here.

We can of course deduce (by an abelian argument) from the results of § 2.2 two-sided estimates for the asymptotics of the 'partition function'

$$
Z(t)=\sum_{r=1}^{\infty} e^{-\lambda_{r} t}=\int_{0}^{+\infty} e^{-\lambda t} d N(\lambda)
$$

namely, (iv) of Theorem 2.4 yields

$$
\psi(t)-Z(t)=t^{-D / 2}, \quad \text { as } t \rightarrow 0^{+}
$$

where $\psi(t):=(4 \pi)^{-\frac{1}{2}}|\Omega|_{1} t^{-\frac{1}{2}}$. Similarly, we deduce from the results of $\S 2.1 \mathrm{a}$ second term for the asymptotics of $Z(t)$; namely, equation (2.8) yields

$$
Z(t)=\psi(t)-c_{1, D} \Gamma\left(1+\frac{1}{2} D\right) \mathcal{M}(D ; \Gamma) t^{-D / 2}+o\left(t^{-D / 2}\right), \quad \text { as } t \rightarrow 0^{+},
$$

with $c_{1, D}$ given by (2.9). These results extend those of [6] in the case where $n=1$.

It is natural to wonder whether Theorem 2.1 admits a converse. After this work was completed, M. L. Lapidus and H. Maier [21] addressed this question and connected it with the Riemann hypothesis. More precisely, they have shown that a somewhat weaker form of the converse of Conjecture 1 when $n=1$ (equivalently, of Corollary 2.3 or of Theorem 2.1 above) is true for a given value of $D \in(0,1)$ if and only if $\zeta=\zeta(s)$ does not have a zero on the corresponding vertical line $\operatorname{Re} s=D$. In particular, it is not true when $D=\frac{1}{2}$ (the 'midfractal' case, in the sense of [16]), and is true everywhere else (that is, for all $D \in(0,1)$, $D \neq \frac{1}{2}$ ) if and only if the Riemann hypothesis is true.

## 3. Proof of Conjecture 1' in the case of dimension one

### 3.1. Two-sided estimates

We shall first derive expressions for $\mathcal{M}_{*}(D ; \Gamma)$ and $\mathcal{M}^{*}(D ; \Gamma)$ that depend only on the sequence $\left(l_{j}\right)_{j=1}^{\infty}$ associated with $\Omega$. Since $\Gamma_{\varepsilon} \cap \Omega=\bigcup_{j=1}^{\infty}\left(\left(\partial I_{j}\right)_{\varepsilon} \cap I_{j}\right)$, and
since $\left|\left(\partial I_{j}\right)_{\varepsilon} \cap I_{j}\right|_{1}=\min \left(l_{j}, 2 \varepsilon\right)$, we have

$$
\left|\Gamma_{\varepsilon} \cap \Omega\right|_{1}=\sum_{j=1}^{\infty}\left|\left(\partial I_{j}\right)_{\varepsilon} \cap I_{j}\right|_{1}=2 \varepsilon J(2 \varepsilon)+\sum_{j>J(2 \varepsilon)} l_{j}
$$

where, for $\varepsilon>0$,

$$
\begin{equation*}
J(\varepsilon):=\max \left\{j \geqslant 1: l_{j} \geqslant \varepsilon\right\} . \tag{3.1}
\end{equation*}
$$

(By convention, if $l_{j}<\varepsilon$ for every $j \geqslant 1$, we set $J(\varepsilon)=0$.) Hence, if

$$
\begin{equation*}
L_{D}(\varepsilon):=2 \varepsilon^{D} J(2 \varepsilon)+\varepsilon^{D-1} \sum_{j>J(2 \varepsilon)} l_{j} \tag{3.2}
\end{equation*}
$$

we have that

$$
\begin{equation*}
\mathcal{M}_{*}(D ; \Gamma)=\liminf _{\varepsilon \rightarrow 0^{+}} L_{D}(\varepsilon) \quad \text { and } \quad \mathcal{M}^{*}(D ; \Gamma)=\limsup L_{\varepsilon \rightarrow 0^{+}} L_{D}(\varepsilon) \tag{3.3}
\end{equation*}
$$

In the rest of this section, it will be convenient to adopt the following notation and terminology. If $D \in[0,1]$ and $\left(l_{j}\right)_{j=1}^{\infty}$ is any non-increasing sequence tending to zero, we set

$$
\begin{equation*}
\mathcal{M}_{*}=\mathcal{M}_{*}\left(D ;\left(l_{j}\right)\right):=\liminf _{\varepsilon \rightarrow 0^{+}} L_{D}(\varepsilon), \quad \mathcal{M}^{*}=\mathcal{M}^{*}\left(D ;\left(l_{j}\right)\right):=\limsup _{\varepsilon \rightarrow 0^{+}} L_{D}(\varepsilon) \tag{3.4}
\end{equation*}
$$

where $L_{D}(\varepsilon)$ is defined by (3.2), with $J(\varepsilon)$ given by (3.1). We define the 'Minkowski dimension' of $\left(l_{j}\right)_{j=1}^{\infty}$ as the infimum of those $D$ with $\mathcal{M}^{*}=0$. This is also equal to the supremum of those $D$ with $\mathcal{M}^{*}=+\infty$. If $0<\mathcal{M}_{*}=\mathcal{M}^{*}<+\infty$, we write $\mathcal{M}=\mathcal{M}\left(D ;\left(l_{j}\right)\right)$ for this common value. We then say that the sequence $\left(l_{j}\right)_{j=1}^{\infty}$ is 'Minkowski measurable' (with Minkowski dimension $D$ ) and has 'Minkowski content' $\mathcal{M}$. (Of course, if $\left(l_{j}\right)_{j=1}^{\infty}$ is the sequence associated with the open set $\Omega$, then $\Gamma=\partial \Omega$ is Minkowski measurable if and only if $\left(l_{j}\right)_{j=1}^{\infty}$ is; moreover, in this case, by (3.3) and (3.4), the associated values of $\mu$ coincide.)

Further, we let

$$
\begin{equation*}
\alpha=\alpha\left(D ;\left(l_{j}\right)\right):=\underset{j \rightarrow \infty}{\liminf } l_{j} j^{1 / D} \text { and } \beta=\beta\left(D ;\left(l_{j}\right)\right):=\limsup _{j \rightarrow \infty} l_{j} j^{1 / D} \tag{3.5}
\end{equation*}
$$

We can now state the following result that will be used, in particular, in the proofs of Theorems 2.4 and 2.2:

Theorem 3.1. Given $D \in(0,1)$, let $\left(l_{j}\right)_{j=1}^{\infty}$ be any positive non-increasing sequence such that $0<\alpha \leqslant \beta<+\infty$ (that is, $l_{j}=j^{-1 / D}$, as $j \rightarrow \infty$ ).
(a) Then $\left(l_{j}\right)_{j=1}^{\infty}$ has Minkowski dimension $D$ and

$$
\begin{equation*}
f(\alpha, \beta) \leqslant \mathcal{M}_{*} \leqslant \mathcal{M}^{*} \leqslant f(\beta, \alpha) \tag{3.6}
\end{equation*}
$$

where

$$
\begin{equation*}
f(u, v):=2^{1-D}\left(u^{D}+\frac{D}{1-D} u v^{D-1}\right) \tag{3.7}
\end{equation*}
$$

(b) In particular, if $\alpha=\beta=L$, for some $L>0$ (that is, if $l_{j} \sim L j^{-1 / D}$, as $j \rightarrow \infty$ ), then $\left(l_{j}\right)_{j=1}^{\infty}$ is Minkowski measurable (with Minkowski dimension D) and its Minkowski content is given by

$$
\begin{equation*}
\mathcal{M}\left(D ;\left(l_{j}\right)\right)=\frac{2^{1-D}}{1-D} L^{D} \tag{3.8}
\end{equation*}
$$

Proof. Part (b) clearly follows from Part (a). We now establish Part (a). Let $\alpha_{j}$ be defined by $l_{j}=\alpha_{j} j^{-1 / D}$. Thus, by (3.5), $\alpha=\lim \inf \alpha_{j}$ and $\beta=\lim \sup \alpha_{j}$. From the definition (3.1) of $J(\varepsilon)$, we have

$$
J(2 \varepsilon)=\max \left\{j \geqslant 1: j \leqslant(2 \varepsilon)^{-D}\left(\alpha_{j}\right)^{D}\right\}
$$

Thus

$$
\begin{equation*}
(\alpha+o(1))^{D}(2 \varepsilon)^{-D} \leqslant J(2 \varepsilon) \leqslant(\beta+o(1))^{D}(2 \varepsilon)^{-D}, \quad \text { as } \varepsilon \rightarrow 0^{+} \tag{3.9}
\end{equation*}
$$

Note that since $D \in(0,1)$,

$$
\sum_{j>T} j^{-1 / D} \sim \frac{D}{1-D} T^{1-(1 / D)}, \quad \text { as } T \rightarrow+\infty .
$$

Thus

$$
\begin{align*}
&(\alpha+o(1)) \frac{D}{1-D}(J(2 \varepsilon))^{1-(1 / D)} \leqslant \sum_{j>J(2 \varepsilon)} \alpha_{j} j^{-1 / D} \\
& \leqslant(\beta+o(1)) \frac{D}{1-D}(J(2 \varepsilon))^{1-(1 / D)}, \\
& \text { as } \varepsilon \rightarrow 0^{+} . \tag{3.10}
\end{align*}
$$

Putting (3.9) into (3.10) and noting that $1-(1 / D)<0$, we have as $\varepsilon \rightarrow 0^{+}$,

$$
\begin{align*}
(\alpha+o(1))(\beta+o(1))^{D-1}(2 \varepsilon)^{1-D} & \frac{D}{1-D} \\
& \leqslant \sum_{j>J(2 \varepsilon)} \alpha_{j} j^{-1 / D}=\sum_{j>J(2 \varepsilon)} l_{j} \\
& \leqslant(\beta+o(1))(\alpha+o(1))^{D-1}(2 \varepsilon)^{1-D} \frac{D}{1-D} \tag{3.11}
\end{align*}
$$

Multiplying (3.9) by $2 \varepsilon^{D}$ and (3.11) by $\varepsilon^{D-1}$, we deduce upon adding them that, as $\varepsilon \rightarrow 0^{+}$,

$$
\begin{align*}
2^{1-D}\left(\alpha^{D}+\alpha \beta^{D-1} \frac{D}{1-D}+o(1)\right) & \leqslant L_{D}(\varepsilon)=2 \varepsilon^{D} J(2 \varepsilon)+\varepsilon^{D-1} \sum_{j>J(2 \varepsilon)} l_{j} \\
& \leqslant 2^{1-D}\left(\beta^{D}+\beta \alpha^{D-1} \frac{D}{1-D}+o(1)\right) \tag{3.12}
\end{align*}
$$

In view of definition (3.4), we now obtain (3.6) by taking the lower and upper limits as $\varepsilon \rightarrow 0^{+}$in (3.12). Further, (3.6) implies that $\left(l_{j}\right)_{j=1}^{\infty}$ has Minkowski dimension $D$. This establishes Part (a) and concludes the proof of Theorem 3.1.

Here and henceforth, it will be convenient to adopt the following notation. If $\left(l_{j}\right)_{j=1}^{\infty}$ is any positive non-increasing sequence such that $\sum_{j=1}^{\infty} l_{j}<+\infty$, we set, for $x>0$,

$$
\begin{equation*}
\delta(x):=\sum_{j=1}^{\infty} l_{j} x-\sum_{j=1}^{\infty}\left[l_{j} x\right]=\sum_{j=1}^{\infty}\left\{l_{j} x\right\} \tag{3.13}
\end{equation*}
$$

moreover, we let

$$
\begin{equation*}
\delta_{*}:=\liminf _{x \rightarrow+\infty} x^{-D} \delta(x) \quad \text { and } \quad \delta^{*}:=\limsup _{x \rightarrow+\infty} x^{-D} \delta(x) \tag{3.14}
\end{equation*}
$$

The previous theorem contained the implication (i) $\Rightarrow$ (ii) in Theorem 2.4. The next theorem contains the implication (i) $\Rightarrow$ (iii).

Theorem 3.2. Given $D \in(0,1)$, let $\left(l_{j}\right)_{j=1}^{\infty}$ be an arbitrary positive nonincreasing sequence such that $0<\alpha \leqslant \beta<+\infty$ (that is, $l_{j} \approx j^{-1 / D}$, as $j \rightarrow \infty$ ). Then

$$
\begin{equation*}
\frac{D}{1-D} \alpha \beta^{D-1} \leqslant \delta_{*} \leqslant \delta^{*} \leqslant \beta^{D}+\frac{D}{1-D} \beta \alpha^{D-1} \tag{3.15}
\end{equation*}
$$

Proof. We have

$$
\delta(x)=\sum_{j \leqslant J\left(x^{-1}\right)}\left\{l_{j} x\right\}+\sum_{j>J\left(x^{-1}\right)}\left\{l_{j} x\right\}=\sum_{j \leqslant J\left(x^{-1}\right)}\left\{l_{j} x\right\}+x \sum_{j>J\left(x^{-1}\right)} l_{j} ;
$$

so that using $0 \leqslant\{v\}<1$ for all $v$, we obtain

$$
\begin{equation*}
x^{1-D} \sum_{j>J\left(x^{-1}\right)} l_{j} \leqslant x^{-D} \delta(x) \leqslant x^{-D} J\left(x^{-1}\right)+x^{1-D} \sum_{j>J\left(x^{-1}\right)} l_{j} . \tag{3.16}
\end{equation*}
$$

From (3.9) with $2 \varepsilon=x^{-1}$, we have as $x \rightarrow+\infty$,

$$
x^{-D} J\left(x^{-1}\right) \leqslant \beta^{D}+o(1) .
$$

Similarly, from (3.11) with $2 \varepsilon=x^{-1}$, we have as $x \rightarrow+\infty$,

$$
\alpha \beta^{D-1} \frac{D}{1-D}+o(1) \leqslant x^{1-D} \sum_{j>J\left(x^{-1}\right)} l_{j} \leqslant \beta \alpha^{D-1} \frac{D}{1-D}+o(1) .
$$

Putting these inequalities into (3.16) yields, as $x \rightarrow+\infty$,

$$
\alpha \beta^{D-1} \frac{D}{1-D}+o(1) \leqslant x^{-D} \delta(x) \leqslant \beta^{D}+\beta \alpha^{D-1} \frac{D}{1-D}+o(1)
$$

from which, in view of definition (3.14), the conclusion (3.15) of Theorem 3.2 follows at once.

### 3.2. Proof of Conjecture 1' and of its converse

The following result contains the implication (iii) $\Rightarrow$ (i) in Theorem 2.4.
Theorem 3.3. Let $l_{1} \geqslant l_{2} \geqslant \ldots>0$ be such that $\sum_{j=1}^{\infty} l_{j}<+\infty$ and let $\delta(x)$ be defined by (3.13). Assume that for some $D \in(0,1)$,

$$
\begin{equation*}
\delta(x)=x^{D}, \quad \text { as } x \rightarrow+\infty . \tag{3.17}
\end{equation*}
$$

Then

$$
\begin{equation*}
l_{j} \asymp j^{-1 / D}, \quad \text { as } j \rightarrow \infty \tag{3.18}
\end{equation*}
$$

Proof. By assumption, there exist positive constants, $c_{1}, c_{2}$ and $x_{0}$ such that

$$
\begin{equation*}
c_{1} x^{D} \leqslant \delta(x) \leqslant c_{2} x^{D}, \quad \text { for all } x \geqslant x_{0} \tag{3.19}
\end{equation*}
$$

Let $k \geqslant 2$ be a fixed integer with $k>\left(2 c_{2} / c_{1}\right)^{1 /(1-D)}$, so that

$$
\begin{equation*}
c_{2} k^{D}<\frac{1}{2} c_{1} k \tag{3.20}
\end{equation*}
$$

Let

$$
\begin{equation*}
U:=\sum_{\left\{l_{j} x\right\}<k^{-1}}\left\{l_{j} x\right\} \quad \text { and } \quad V:=\sum_{\left\{l_{j} x\right\} \geqslant k^{-1}}\left\{l_{j} x\right\} \tag{3.21a}
\end{equation*}
$$

so that

$$
\begin{equation*}
\delta(x)=\sum_{j=1}^{\infty}\left\{l_{j} x\right\}=U+V \tag{3.21b}
\end{equation*}
$$

Thus, since $k\{v\}=\{k v\}$ for $\{v\}<k^{-1}$, it follows from (3.19) and (3.20) that for $x \geqslant x_{0}$ (and hence $k x \geqslant x_{0}$ ),

$$
\begin{aligned}
k U & =\sum_{\left\{l_{l} x\right\}<k^{-1}}\left\{l_{j} k x\right\} \leqslant \delta(k x) \\
& \leqslant c_{2} k^{D} x^{D} \leqslant \frac{1}{2} c_{1} k x^{D}<\frac{1}{2} k \delta(x) .
\end{aligned}
$$

Consequently, $U<\frac{1}{2} \delta(x)$ and hence, by (3.21b), $V>\frac{1}{2} \delta(x)$. We deduce from the last inequality that the number of $j$ with $\left\{l_{j} x\right\} \geqslant k^{-1}$ is greater than $\frac{1}{2} \delta(x)$ (since each $\left\{l_{j} x\right\}$ is less than 1 ); a fortiori, the same is true of the number of $j$ with $l_{j} x \geqslant k^{-1}$ or, equivalently, $l_{j} \geqslant(k x)^{-1}$.

Thus, with $J(\varepsilon)$ defined as in (3.1), it follows from the above discussion that

$$
\begin{equation*}
J(1 / k x)>\frac{1}{2} \delta(x) \geqslant \frac{1}{2} c_{1} x^{D} . \tag{3.22}
\end{equation*}
$$

Since $l_{j} \downarrow 0$, there exists a positive integer $j_{1}$ such that $l_{j_{1}}<\left(k x_{0}\right)^{-1}$; so that $x_{0}<\left(k l_{j}\right)^{-1}$, for all $j \geqslant j_{1}$. Fix $j \geqslant j_{1}$ and consider $x$ with $x_{0} \leqslant x<\left(k l_{j}\right)^{-1}$; so that $l_{j}<(k x)^{-1}$. Then, by definition of $J(\varepsilon)$ and by (3.22),

$$
\begin{equation*}
\frac{1}{2} c_{1} x^{D}<J(1 / k x)<j \tag{3.23}
\end{equation*}
$$

This is true for all $x \in\left[x_{0}, 1 / k l_{j}\right)$; so letting $x \rightarrow\left(1 / k l_{j}\right)^{-}$in (3.23), we obtain $\frac{1}{2} c_{1}\left(1 / k l_{j}\right)^{D} \leqslant j$, which implies that

$$
l_{j} j^{1 / D} \geqslant k^{-1}\left(\frac{1}{2} c_{1}\right)^{1 / D} \quad \text { for all } j \geqslant j_{1}
$$

Thus

$$
\begin{equation*}
\alpha=\liminf _{j \rightarrow \infty} l_{j} j^{1 / D} \geqslant k^{-1}\left(\frac{1}{2} c_{1}\right)^{1 / D}>0 \tag{3.24}
\end{equation*}
$$

Next, let $\sigma$ denote the number of $j \in(J(2 / x), J(1 / x)]$ with $\left\{l_{j} x\right\} \geqslant \frac{1}{2}$ and let $\tau$ denote the number of $j$ in this interval with $\left\{l_{j} x\right\}<\frac{1}{2}$. Then

$$
\begin{equation*}
\sigma+\tau=J(1 / x)-J(2 / x) \tag{3.25a}
\end{equation*}
$$

But, by definition of $\sigma$ and $\delta(x)$,

$$
\begin{equation*}
\frac{1}{2} \sigma \leqslant \delta(x) \tag{3.25b}
\end{equation*}
$$

Further, if $j$ is counted by $\tau$, then $\left\{l_{j} \frac{1}{2} x\right\} \geqslant \frac{1}{2}$. (Indeed, $J(1 / x) \geqslant j>J(2 / x)$ implies that $\frac{1}{2} \leqslant \frac{1}{2} l_{j} x<1$ and hence $\left\{l_{j} \frac{1}{2} x\right\}=\frac{1}{2} l_{j} x \geqslant \frac{1}{2}$.) So

$$
\begin{equation*}
\frac{1}{2} \tau \leqslant \delta\left(\frac{1}{2} x\right) \tag{3.25c}
\end{equation*}
$$

Therefore, (3.25) yields

$$
\begin{align*}
J(1 / x)-J(2 / x)=\sigma+\tau & \leqslant 2 \delta(x)+2 \delta\left(\frac{1}{2} x\right) \\
& \leqslant 2\left(1+2^{-D}\right) c_{2} x^{D} \leqslant 4 c_{2} x^{D} \tag{3.26}
\end{align*}
$$

this is valid for all $x \geqslant 2 x_{0}$.
Now, for any $x \geqslant 2 x_{0}$, let $m=m(x)$ be that integer such that

$$
\frac{x}{2^{m}} \geqslant x_{0}>\frac{x}{2^{m+1}}
$$

Then, since $x / 2^{m-1} \geqslant 2 x_{0}$, we can apply estimate (3.26) with $x$ replaced by $x / 2^{k}$, for $k=0, \ldots, m-1$, and since also $1 / 2 x_{0}<2^{m} / x$, we have successively

$$
\begin{align*}
J\left(\frac{1}{x}\right) & =\sum_{k=0}^{m-1}\left(J\left(\frac{2^{k}}{x}\right)-J\left(\frac{2^{k+1}}{x}\right)\right)+J\left(\frac{2^{m}}{x}\right) \\
& \leqslant \sum_{k=0}^{m-1} 4 c_{2}\left(\frac{x}{2^{k}}\right)^{D}+J\left(\frac{1}{2 x_{0}}\right) \\
& \leqslant \sum_{k=0}^{\infty} 4 c_{2}\left(\frac{x}{2^{k}}\right)^{D}+J\left(\frac{1}{2 x_{0}}\right) \\
& =\frac{4 c^{2}}{1-2^{-D}} x^{D}+J\left(\frac{1}{2 x_{0}}\right) . \tag{3.27}
\end{align*}
$$

Let $J_{0}:=J\left(1 / 2 x_{0}\right)$ and let $j>J_{0}$; further, let $x:=1 / l_{j}$, so that $x>2 x_{0}$. Then we deduce from (3.27) and (3.1) that

$$
J_{0}<j \leqslant J\left(\frac{1}{x}\right) \leqslant \frac{4 c_{2}}{1-2^{-D}} x^{D}+J_{0}=\frac{4 c_{2}}{1-2^{-D}}\left(l_{j}\right)^{-D}+J_{0},
$$

from which we obtain

$$
l_{j} j^{1 / D} \leqslant\left(\frac{j}{j-J_{0}}\right)^{1 / D}\left(\frac{4 c_{2}}{1-2^{-D}}\right)^{1 / D}
$$

Thus

$$
\begin{equation*}
\beta=\limsup _{j \rightarrow \infty} l_{j} j^{1 / D} \leqslant\left(\frac{4 c_{2}}{1-2^{-D}}\right)^{1 / D}<+\infty \tag{3.28}
\end{equation*}
$$

Together with (3.24), this yields (3.18) and hence proves Theorem 3.3.
Remark 3.4. We have used the full hypothesis (3.17) to prove (3.24), but only the assumption $\delta^{*}:=\lim \sup _{x \rightarrow+\infty} x^{-D} \delta(x)<+\infty$ to prove (3.28). In other words, with the notation of (3.5) and (3.14), $\delta^{*}<+\infty$ implies that $\beta<+\infty$. On the other hand, $\alpha>0$ seems to require both $\delta_{*}>0$ and $\delta^{*}<+\infty$. We shall discuss this issue later in this section.

The next result contains part of the implication (ii) $\Rightarrow$ (i) in Theorem 2.4:
Theorem 3.5. Suppose that $l_{1} \geqslant l_{2} \geqslant \ldots>0$ and $0<\mathcal{M}_{*} \leqslant \mathcal{M}^{*}<+\infty$, for some $D \in(0,1)$. Then $\alpha>0$.

We note that in the above statement, $\alpha>0$ means that $\alpha \in(0,+\infty]$. It should be clear from the context when we use such a convention elsewhere in the paper.

In order to prove Theorem 3.5, we shall use the following lemma.
Lemma 3.6. If $\lim \inf _{\varepsilon \rightarrow 0^{+}} \varepsilon^{D} J(\varepsilon)>0$, then $\alpha>0$.
Proof of Lemma 3.6. Let $\alpha_{j}:=l_{j} j^{1 / D}$. If $l_{j}=l_{j+1}$, then $\alpha_{j}<\alpha_{j+1}$. Thus

$$
\begin{equation*}
\alpha=\liminf _{j \rightarrow \infty} \alpha_{j}=\liminf _{j: l_{i}>l_{j+1}} \alpha_{j+1} . \tag{3.29}
\end{equation*}
$$

Suppose $\lim \inf _{\varepsilon \rightarrow 0^{+}} \varepsilon^{D} J(\varepsilon)>0$. Then there is some $C>0$ with $\varepsilon^{D} J(\varepsilon) \geqslant C$ for all $\varepsilon>0$. Say $l_{j}>l_{j+1}$. For any $\varepsilon$ in $\left(l_{j+1}, l_{j}\right)$, we have $J(\varepsilon)=j$ and hence $\varepsilon^{D} j \geqslant C$;
that is, $\varepsilon \geqslant C^{1 / D_{j}^{-1 / D}}$. Since this is true for any $\varepsilon \in\left(l_{j+1}, l_{j}\right)$, we may let $\varepsilon \rightarrow l_{j+1}^{+}$ and obtain

$$
l_{j+1} \geqslant C^{1 / D} j^{-1 / D}>C^{1 / D}(j+1)^{-1 / D} .
$$

Thus $\alpha_{j+1}=l_{j+1}(j+1)^{1 / D}>C^{1 / D}$ and hence

$$
\liminf _{j: l_{j}>l_{j+1}} \alpha_{j+1} \geqslant C^{1 / D}>0
$$

which in view of (3.29), implies that $\alpha>0$, as required.
Proof of Theorem 3.5. Since $\mathcal{M}^{*}<+\infty$, it follows from definitions (3.2) and (3.4) that there is some finite constant $M$ such that

$$
\begin{equation*}
\varepsilon^{D-1} \sum_{j>J(2 \varepsilon)} l_{j} \leqslant M \tag{3.30}
\end{equation*}
$$

for all $\varepsilon>0$. From Lemma 3.6, in order to prove that $\alpha>0$, it is sufficient to show that ${\lim \inf _{\varepsilon \rightarrow 0^{+}} \varepsilon^{D} J(\varepsilon)>0 \text {. Suppose the contrary is true, that is, }}_{\text {s }}$ $\liminf _{\varepsilon \rightarrow 0^{+}} \varepsilon^{D} J(\varepsilon)=0$. Let $\varepsilon_{1}>\varepsilon_{2}>\ldots$ be a sequence such that $\lim _{q \rightarrow \infty}\left(\varepsilon_{q}\right)^{D} \bar{J}\left(\varepsilon_{q}\right)$ $=0$. Let

$$
\begin{equation*}
\theta_{q}:=\left(\varepsilon_{q}\right)^{D} J\left(\varepsilon_{q}\right) \tag{3.31a}
\end{equation*}
$$

We may assume that each $\theta_{q}<1$. Let

$$
\begin{equation*}
\eta_{q}:=\left(\theta_{q}\right)^{-\frac{1}{2}} \varepsilon_{q} \tag{3.31b}
\end{equation*}
$$

so that $2 \eta_{q}>2 \varepsilon_{q}$ and hence $J\left(2 \eta_{q}\right) \leqslant J\left(2 \varepsilon_{q}\right) \leqslant J\left(\varepsilon_{q}\right)$. We then have, by (3.2),

$$
\begin{align*}
L_{D}\left(\eta_{q}\right) & =\left(\eta_{q}\right)^{D-1} \sum_{j>J\left(2 \eta_{q}\right)} l_{j}+2\left(\eta_{q}\right)^{D} J\left(2 \eta_{q}\right) \\
& =\left(\eta_{q}\right)^{D-1} \sum_{J\left(2 \eta_{q}\right)<j \leqslant J\left(2 \varepsilon_{q}\right)} l_{j}+\left(\eta_{q}\right)^{D-1} \sum_{j>J\left(2 \varepsilon_{q}\right)} l_{j}+2\left(\eta_{q}\right)^{D} J\left(2 \eta_{q}\right) \\
& =: E_{q}+F_{q}+G_{q}, \text { say. } \tag{3.32}
\end{align*}
$$

Now, in view of (3.31),

$$
\begin{align*}
G_{q}=2\left(\eta_{q}\right)^{D} J\left(2 \eta_{q}\right) & \leqslant 2\left(\eta_{q}\right)^{D} J\left(\varepsilon_{q}\right) \\
& =2\left(\theta_{q}\right)^{-D / 2}\left(\varepsilon_{q}\right)^{D} J\left(\varepsilon_{q}\right) \\
& =2\left(\theta_{q}\right)^{1-(D / 2)} \leqslant 2\left(\theta_{q}\right)^{(1-D) / 2} \tag{3.33}
\end{align*}
$$

Similarly, since $l_{j}<2 \eta_{q}$ whenever $j>J\left(2 \eta_{q}\right)$, we have as in (3.33),

$$
\begin{align*}
E_{q}=\left(\eta_{q}\right)^{D-1} \sum_{J\left(2 \eta_{q}<j \leqslant J\left(2 \varepsilon_{q}\right)\right.} l_{j} & \leqslant\left(\eta_{q}\right)^{D-1} 2 \eta_{q} J\left(2 \varepsilon_{q}\right) \\
& \leqslant 2\left(\eta_{q}\right)^{D} J\left(\varepsilon_{q}\right) \\
& \leqslant 2\left(\theta_{q}\right)^{(1-D) / 2} \tag{3.34}
\end{align*}
$$

Finally,

$$
\begin{align*}
F_{q}=\left(\eta_{q}\right)^{D-1} \sum_{j>J\left(2 \varepsilon_{q}\right)} l_{j} & =\left(\theta_{q}\right)^{(1-D) / 2}\left(\varepsilon_{q}\right)^{D-1} \sum_{j>J\left(2 \varepsilon_{q}\right)} l_{j} \\
& \leqslant M\left(\theta_{q}\right)^{(1-D) / 2} \tag{3.35}
\end{align*}
$$

where we have used (3.30) in the last inequality of (3.35).

Putting together (3.32)-(3.35), we obtain

$$
\begin{equation*}
0<L_{D}\left(\eta_{q}\right) \leqslant(M+4)\left(\theta_{q}\right)^{(1-D) / 2} \tag{3.36}
\end{equation*}
$$

But $\theta_{q}=\left(\varepsilon_{q}\right)^{D} J\left(\varepsilon_{q}\right) \rightarrow 0$, as $q \rightarrow \infty$; so $L_{D}\left(\eta_{q}\right) \rightarrow 0$, which contradicts the assumption $\mu_{*}>0$.

The following result is really a corollary of Remark 3.4 and of the proof of Theorem 3.2. It completes our proof of Theorem 2.4.

Theorem 3.7. Let $l_{1} \geqslant l_{2} \geqslant \ldots>0$ with $\sum_{j=1}^{\infty} l_{j}<+\infty$. If $\mathcal{M}^{*}<+\infty$, then $\beta<+\infty$.
Proof. Recalling the definition (3.2) of $L_{D}(\varepsilon)$, we deduce from the easy inequality (3.16) that

$$
\begin{equation*}
x^{-D} \delta(x) \leqslant x^{-D} J\left(x^{-1}\right)+x^{1-D} \sum_{j>J\left(x^{-1}\right)} l_{j}=2^{D-1} L_{D}\left(\frac{1}{2 x}\right) . \tag{3.37}
\end{equation*}
$$

Hence

$$
\delta^{*}=\limsup _{x \rightarrow+\infty} x^{-D} \delta(x) \leqslant \limsup _{x \rightarrow+\infty} 2^{D-1} L_{D}\left(\frac{1}{2 x}\right)=2^{D-1} \mathcal{M}^{*}
$$

Since by assumption, $\mathcal{M}^{*}<+\infty$, we thus have $\delta^{*}<+\infty$. The fact that $\beta<+\infty$ now follows from Remark 3.4.

Remark 3.8. From the above proof, we deduce that $\mathcal{M}^{*}<+\infty$ implies $\delta^{*}<+\infty$, a (one-dimensional) result contained in [16].

### 3.3. Further related results: one-sided estimates and examples

Recall the definitions of $\mathcal{M}_{*}, \mathcal{M}^{*}, \alpha, \beta, \delta_{*}, \delta^{*}$ from (3.4), (3.5) and (3.14). These quantities are functions of a number $D \in[0,1]$ and a non-increasing sequence $\left(l_{j}\right)_{j=1}^{\infty}$ of positive numbers.

We establish here further results related either to Conjecture $1^{\prime}$ or to its converse. We obtain, in particular, an analogue of Theorem 2.4 for one-sided estimates; to do so, we shall need the following converse to Theorem 3.7.

Theorem 3.9. Let $D \in(0,1)$. Assume that $l_{1} \geqslant l_{2} \geqslant \ldots>0$ and $\sum_{j=1}^{\infty} l_{j}<+\infty$. Then $\beta<+\infty$ implies that $\mathcal{M}^{*}<+\infty$.

Proof. Assume that $\beta<+\infty$. Then, in view of definitions (3.4) and (3.2), we have

$$
\begin{equation*}
\mathcal{M}^{*}=\limsup _{\varepsilon \rightarrow 0^{+}}\left(2 \varepsilon^{D} J(2 \varepsilon)+\varepsilon^{D-1} \sum_{j>J(2 \varepsilon)} l_{j}\right) . \tag{3.38}
\end{equation*}
$$

It follows from (3.9) that

$$
\begin{equation*}
2 \varepsilon^{D} J(2 \varepsilon) \leqslant 2^{1-D} \beta^{D}+o(1), \quad \text { as } \varepsilon \rightarrow 0^{+} \tag{3.39}
\end{equation*}
$$

thus there is some finite number $Q$ with

$$
\begin{equation*}
J(\varepsilon) \leqslant \varepsilon^{-D} Q, \quad \text { for all } \varepsilon>0 \tag{3.40}
\end{equation*}
$$

Now, by (3.40) and since $J(2 \varepsilon) \leqslant J(\varepsilon) \leqslant J\left(\frac{1}{2} \varepsilon\right) \leqslant \ldots$ and $l_{j}<2^{-k+1} \varepsilon$ for $j>$ $J\left(2^{-k+1} \varepsilon\right)$,

$$
\begin{aligned}
\sum_{j>J(2 \varepsilon)} l_{j} & =\sum_{k=0}^{\infty} \sum_{j=J\left(2^{-k+1} \varepsilon\right)+1}^{J\left(2^{-k} \varepsilon\right)} l_{j} \\
& <\sum_{k=0}^{\infty} J\left(2^{-k} \varepsilon\right) 2^{-k+1} \varepsilon \leqslant \sum_{k=0}^{\infty}\left(2^{-k} \varepsilon\right)^{-D} Q 2^{-k+1} \varepsilon
\end{aligned}
$$

Thus, since $D-1<0$,

$$
\varepsilon^{D-1} \sum_{j>J(2 \varepsilon)} l_{j} \leqslant 2 Q \sum_{k=0}^{\infty}\left(2^{D-1}\right)^{k}=2 Q \frac{1}{1-2^{D-1}}<+\infty
$$

In view of (3.38), our result follows from this inequality and (3.39).
We can now state the counterpart of Theorem 2.4 for one-sided (upper) estimates. It shows, in particular, that (when $n=1$ and $D \in(0,1)$ ) the conclusion of [16, Theorem 2.1, p. 479] (in the case of the Laplacian) is equivalent to its hypothesis.

Theorem 3.10. Let $D \in(0,1)$ and let $\left(l_{j}\right)_{j=1}^{\infty}$ be an arbitrary non-increasing positive sequence such that $\sum_{j=1}^{\infty} l_{j}<+\infty$. Then the following statements are equivalent:
(i) $l_{j}=O\left(j^{-1 / D}\right)$, as $j \rightarrow \infty$;
(ii) $\mathcal{M}^{*}<+\infty$;
(iii) $\delta(x)=O\left(x^{D}\right)$, as $x \rightarrow+\infty$; and if, in addition, $\left(l_{j}\right)_{j=1}^{\infty}$ is the sequence associated with $\Omega$,
(iv) $N(\lambda)=\varphi(\lambda)+O\left(\lambda^{D / 2}\right)$, as $\lambda \rightarrow+\infty$.

Proof. The fact that (i) implies (ii) follows from Theorem 3.9; (ii) implies (iii) is just the one-dimensional case of [16, Theorem 2.1 or Corollary 2.1, pp. 479-480], and an independent proof of it was given above (see Remark 3.8). Finally, the fact that (iii) implies (i) follows from Remark 3.4. (Statements (iii) and (iv) are obviously equivalent.)

We now turn our attention to one-sided lower estimates. It turns out that the natural analogue to Theorem 3.10 is not true. First we record two simple implications concerning lower estimates.

Theorem 3.11. Let $D \in(0,1)$ and let $\left(l_{j}\right)_{j=1}^{\infty}$ be an arbitrary non-increasing positive sequence such that $\sum_{j=1}^{\infty} l_{j}<+\infty$. Then $\alpha>0$ implies $\mu_{*}>0$ and $\delta_{*}>0$ implies $\mathcal{M}_{*}>0$.

Proof. In view of definitions (3.2) and (3.4), the first assertion follows immediately from the first inequality in (3.9). The second assertion follows immediately from taking $x \rightarrow+\infty$ in (3.37).

It turns out that there are no other relationships between $\alpha, \mu_{*}$ and $\delta_{*}$ than those given in Theorem 3.11. That is, it is possible for $\alpha>0$ with $\delta_{*}=0$, for $\mathcal{M}_{*}>0$ with $\alpha=\delta_{*}=0$, and for $\delta_{*}>0$ with $\alpha=0$. The following examples illustrate these phenomena.

Example 3.12. Consider the multi-set of elements $l_{j}$ where we have $2^{(k+1)^{2}}$ copies of $5^{-k^{2}}$ for $k=1,2, \ldots$. Then $D=\log 2 / \log 5, \alpha=1>0$ and $\delta_{*}=0$. The proof is routine and left to the reader (as with the next two examples). The authors would be happy to send details upon request.

Example 3.13. Consider the multi-set of $l_{j}$ where we have $\left[2^{2^{k+1} / 3}\right]$ copies of $4^{-2^{k-1}}$, for $k=1,2, \ldots$. Then $D=\frac{1}{2}, \alpha=\delta_{*}=0$ and $M_{*}=2^{\frac{3}{2}}>0$.

Example 3.14. Consider the set of $l_{j}$ where we have [ $2^{2^{k+1 / 3}}$ ] numbers in arithmetic progression from $4^{-2^{k-1}}$ to $4^{-2^{k+1 / 3}}$, for $k=1,2, \ldots$. Then $D=\frac{1}{2}, \alpha=0$ and $0<\delta_{*}<+\infty$.

## 4. Proof of Conjecture 1 in the case of dimension one

### 4.1. Characterization of Minkowski measurability

Let $\left(l_{j}\right)_{j=1}^{\infty}$ be a non-increasing sequence of positive numbers such that $\sum_{j=1}^{\infty} l_{j}<+\infty$ and let $L_{D}(\varepsilon)$ be given by (3.2), with $D \in(0,1)$. We have shown in Theorem 3.1(b) that if $l_{j} \sim L j^{-1 / D}$, for some $L>0$, then the sequence $\left(l_{j}\right)_{j=1}^{\infty}$ is Minkowski measurable (that is, $\lim _{\varepsilon \rightarrow 0^{+}} L_{D}(\varepsilon)$ exists in ( $0,+\infty$ ) with Minkowski dimension $D$ and its Minkowski content $\mathcal{M}$ is given by

$$
\mathcal{M}:=\lim _{\varepsilon \rightarrow 0^{+}} L_{D}(\varepsilon)=\frac{2^{1-D}}{1-D} L^{D}
$$

We establish here the converse of this result and hence characterize the situation when $\left(l_{j}\right)_{j=1}^{\infty}$ is Minkowski measurable with $D \in(0,1)$. Hence Theorem 2.2 follows from Theorem 3.1(b) and Theorem 4.1 below.

Theorem 4.1. Suppose that $\left(l_{j}\right)_{j=1}^{\infty}$ is a non-increasing sequence of positive numbers with $\sum_{j=1}^{\infty} l_{j}<+\infty$ and such that for some $L>0$ and $D \in(0,1)$, the following limit exists and is given by

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} L_{D}(\varepsilon)=2^{1-D} \frac{L^{D}}{1-D} \tag{4.1}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
l_{j} \sim L j^{-1 / D}, \quad \text { as } j \rightarrow \infty \tag{4.2}
\end{equation*}
$$

Proof. The proof of Theorem 4.1 is rather long and difficult, although of an elementary nature; it is divided into two steps. The heart of the proof, provided in Step 1, consists in establishing the theorem under the assumption that the sequence $\left(l_{j}\right)_{j=1}^{\infty}$ is strictly monotone and $l_{j+1} / l_{j} \rightarrow 1$. Then, in Step 2, we show that the general case can always be reduced to the special case treated in Step 1.

Step 1. We assume that $\left(l_{j}\right)_{j=1}^{\infty}$ is strictly decreasing and that $l_{j+1} / l_{j} \rightarrow 1$, as $j \rightarrow \infty$.

For each $j$, define $\alpha_{j}, \beta_{j}$ by the equations

$$
l_{j}=\alpha_{j} j^{-1 / D}, \quad \sum_{k>j} l_{k}=\beta_{j} \frac{D}{1-D} j^{1-(1 / D)}
$$

Since $\left(l_{j}\right)_{j=1}^{\infty}$ is strictly decreasing, we have, with $J(\varepsilon)$ defined by (3.1),

$$
J\left(l_{j}\right)=j, \quad \text { for all } j \geqslant 1
$$

Then, in view of (3.2),

$$
\begin{aligned}
L_{D}\left(\frac{1}{2} l_{j}\right) & =2^{1-D}\left(l_{j}\right)^{D} j+2^{1-D}\left(l_{j}\right)^{D-1} \sum_{k>j} l_{k} \\
& =2^{1-D}\left(\alpha_{j}\right)^{D}+2^{1-D}\left(\alpha_{j}\right)^{D-1} \beta_{j} \frac{D}{1-D}
\end{aligned}
$$

Since $l_{j} \rightarrow 0^{+}$, it thus follows from (4.1) that

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left(\left(\alpha_{j}\right)^{D}+\left(\alpha_{j}\right)^{D-1} \beta_{j} \frac{D}{1-D}\right)=\frac{L^{D}}{1-D} \tag{4.3}
\end{equation*}
$$

We now show that

$$
\begin{equation*}
\limsup _{j \rightarrow \infty} \beta_{j} \leqslant L \tag{4.4}
\end{equation*}
$$

Define a positive number $\gamma_{j}$ by the equation

$$
\left(\alpha_{j}\right)^{D}+\left(\alpha_{j}\right)^{D-1} \beta_{j} \frac{D}{1-D}=\frac{\left(\gamma_{j}\right)^{D}}{1-D}
$$

From (4.3), $\gamma_{j} \rightarrow L$, as $j \rightarrow \infty$. For fixed $b>0$ and $D \in(0,1)$, the minimum value of $a^{D}+\left(a^{D-1} b D /(1-D)\right)$ on the interval $(0,+\infty)$ occurs when $a=b$ and is equal to $b^{D} /(1-D)$. Thus $\left(\beta_{j}\right)^{D} /(1-D) \leqslant\left(\gamma_{j}\right)^{D} /(1-D)$ and hence $\beta_{j} \leqslant \gamma_{j}$ for each $j$, which proves (4.4).

Next we show that

$$
\begin{equation*}
\liminf _{j \rightarrow \infty} \alpha_{j} \leqslant L \quad \text { and } \quad \limsup _{j \rightarrow \infty} \alpha_{j} \geqslant L . \tag{4.5}
\end{equation*}
$$

If the first inequality in (4.5) fails, then there is some $\theta>0$ with $\alpha_{j}>L+\theta$, for all large $j$. Then for large $j$,

$$
\begin{aligned}
\beta_{j} \frac{D}{1-D} j^{1-(1 / D)}=\sum_{k>j} l_{k} & =\sum_{k>j} \alpha_{k} k^{-1 / D}>(L+\theta) \sum_{k>j} k^{-1 / D} \\
& >(L+\theta) \int_{j+1}^{+\infty} t^{-1 / D} d t=(L+\theta) \frac{D}{1-D}(j+1)^{1-(1 / D)}
\end{aligned}
$$

where the last inequality holds since $D \in(0,1)$ and the function $t^{-1 / D}$ is decreasing for $t>0$. Thus $\lim \inf \beta_{j} \geqslant L+\theta$, which contradicts (4.4).

To show the second inequality in (4.5), let

$$
\rho:=\limsup _{j \rightarrow \infty} \alpha_{j}
$$

Then an argument analogous to the one just completed shows that

$$
\limsup _{j \rightarrow \infty} \beta_{j} \leqslant \underset{j \rightarrow \infty}{\lim \sup } \alpha_{j}=\rho .
$$

Let $j_{1}<j_{2}<\ldots$ be a sequence of natural numbers for which $\lim _{k \rightarrow \infty} \alpha_{j_{k}}=\rho$. Then $\beta_{j_{k}} \leqslant \alpha_{j_{k}}+o(1)$, as $k \rightarrow \infty$. Thus

$$
\begin{aligned}
\frac{\left(\gamma_{j_{k}}\right)^{D}}{1-D}=\left(\alpha_{j_{k}}\right)^{D}+\left(\alpha_{j_{k}}\right)^{D-1} \beta_{j_{k}} \frac{D}{1-D} & \leqslant\left(\alpha_{j_{k}}\right)^{D}+\left(\alpha_{j_{k}}\right)^{D} \frac{D}{1-D}+o\left(\left(\alpha_{j_{k}}\right)^{D-1}\right) \\
& =\frac{\left(\alpha_{j_{k}}\right)^{D}}{1-D}+o\left(\left(\alpha_{j_{k}}\right)^{D-1}\right), \quad \text { as } k \rightarrow \infty
\end{aligned}
$$

By Theorem 3.5, we have $\rho>0$. (Note that $\rho$ was denoted by $\beta$ in §3.) So that $o\left(\left(\alpha_{j_{k}}\right)^{D-1}\right)=o(1)$, as $k \rightarrow \infty$. Since $\gamma_{j} \rightarrow L$ and $\alpha_{j_{k}} \rightarrow \rho$, we deduce that

$$
\frac{L^{D}}{1-D} \leqslant \frac{\rho^{D}}{1-D}
$$

showing that $L \leqslant \rho$ and establishing (4.5).
Next, suppose lim sup $j_{j \rightarrow \infty} \alpha_{j}>L$. Then there are some $\theta>0$ and an infinite set of subscripts $j$ with $\alpha_{j}>L+\theta$. Let

$$
r_{\theta}=\left(\frac{L+\frac{1}{2} \theta}{L+\theta}\right)^{D}
$$

so that $0<r_{\theta}<1$. If $j_{1}$ is large with $\alpha_{j_{1}}>L+\theta$, let $j_{0}=\left[r_{\theta} j_{1}\right]$ and let $j_{2}$ be the least subscript greater than $j_{1}$ with $\alpha_{j_{2}}<L+\left(1 / j_{1}\right)$. By the first inequality in (4.5), $j_{2}$ exists. Since $l_{j+1} / l_{j} \rightarrow 1$, by assumption, we have $\alpha_{j+1} / \alpha_{j} \rightarrow 1$, which implies that $\alpha_{j_{2}} \rightarrow L$ as $j_{1} \rightarrow \infty$ through those numbers with $\alpha_{j_{1}}>L+\theta$. Thus by (4.3), $\beta_{j_{2}} \rightarrow L$.

If $j_{0}<j<j_{1}$, then $l_{j}>l_{j_{1}}$, so that

$$
\alpha_{j}>\alpha_{j_{1}}\left(\frac{j}{j_{1}}\right)^{1 / D}>\alpha_{j_{1}}\left(r_{\theta}\right)^{1 / D}=\alpha_{j_{1}} \frac{L+\frac{1}{2} \theta}{L+\theta}>L+\frac{1}{2} \theta
$$

Further, if $j_{1}<j<j_{2}$, then $\alpha_{j}>L$. Hence

$$
\begin{aligned}
\beta_{j_{0}} \frac{D}{1-D}\left(j_{0}\right)^{1-(1 / D)}=\sum_{j>j_{0}} l_{j}> & \sum_{j=j_{0}+1}^{j_{1}}\left(L+\frac{1}{2} \theta\right) j^{-1 / D}+\sum_{j=j_{1}+1}^{j_{2}-1} L j^{-1 / D}+\sum_{j=j_{2}}^{\infty} l_{j} \\
> & L \int_{j_{0}+1}^{j_{2}} t^{-1 / D} d t+\frac{1}{2} \theta \int_{j_{0}+1}^{j_{1}} t^{-1 / D} d t+\sum_{j=j_{2}+1}^{\infty} l_{j} \\
= & L \frac{D}{1-D}\left(\left(j_{0}+1\right)^{1-(1 / D)}-\left(j_{2}\right)^{1-(1 / D)}\right) \\
& +\frac{1}{2} \theta \frac{D}{1-D}\left(\left(j_{0}+1\right)^{1-(1 / D)}-\left(j_{1}\right)^{1-(1 / D)}\right) \\
& +\beta_{j_{2}} \frac{D}{1-D}\left(j_{2}\right)^{1-(1 / D)} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\beta_{j_{0}}> & L\left(\left(\frac{j_{0}}{j_{0}+1}\right)^{(1 / D)-1}-\left(\frac{j_{0}}{j_{2}}\right)^{(1 / D)-1}\right) \\
& +\frac{1}{2} \theta\left(\left(\frac{j_{0}}{j_{0}+1}\right)^{(1 / D)-1}-\left(\frac{j_{0}}{j_{1}}\right)^{(1 / D)-1}\right)+\beta_{j_{2}}\left(\frac{j_{0}}{j_{2}}\right)^{(1 / D)-1} .
\end{aligned}
$$

Since $\beta_{j_{2}} \rightarrow L$, we thus have

$$
\beta_{j_{0}} \geqslant L+\frac{1}{2} \theta\left(1-\left(r_{\theta}\right)^{(1 / D)-1}\right)+o(1) .
$$

This contradicts (4.4) if $j_{1}$ is sufficiently large (which, of course, forces $j_{0}$ to be large). Thus we deduce that

$$
\begin{equation*}
\limsup _{j \rightarrow \infty} \alpha_{j} \leqslant L . \tag{4.6}
\end{equation*}
$$

To conclude the proof of Step 1, we need to show that $\lim \inf _{j \rightarrow \infty} \alpha_{j} \geqslant L$. Suppose not. Then there are some $\theta$ with $0<\theta<1$ and an infinite set $S$ of subscripts $j$ with $\alpha_{j} \leqslant L(1-\theta)$ for all $j \in S$. Let

$$
\varepsilon=\theta-\frac{1-\theta}{D}\left((1-\theta)^{-D}-1\right) .
$$

Since $(1-\theta)^{1-D}<1-(1-D) \theta$ and $(1-\theta)^{-D}>1$, it easily follows that $0<$ $\varepsilon<\theta$.

For each large $j_{1} \in S$, there is a unique $j_{0}=j_{0}\left(j_{1}\right)$ such that

$$
j_{0}<j_{1}, \quad \alpha_{j_{0}}>L(1-\varepsilon), \quad \text { and } \text { if } j_{0}<j<j_{1} \text {, then } \alpha_{j} \leqslant L(1-\varepsilon) .
$$

Indeed, the existence of $j_{0}$ for all large $j_{1} \in S$ follows from the second inequality in (4.5). For any $j_{2}>j_{1}$, we have

$$
\begin{aligned}
\beta_{j_{0}} \frac{D}{1-D}\left(j_{0}\right)^{1-(1 / D)}= & \sum_{j>j_{0}} l_{j}=\sum_{j=j_{o}+1}^{j_{1}} l_{j}+\sum_{j=j_{1}+1}^{j_{2}} l_{j}+\sum_{j>j_{2}} l_{j} \\
\leqslant & L(1-\varepsilon) \sum_{j=j_{0}+1}^{j_{1}} j^{-1 / D}+\left(j_{2}-j_{1}\right) l_{j_{1}}+\beta_{j_{2}} \frac{D}{1-D}\left(j_{2}\right)^{1-(1 / D)} \\
\leqslant & L(1-\varepsilon) \frac{D}{1-D}\left(\left(j_{0}\right)^{1-(1 / D)}-\left(j_{1}\right)^{1-(1 / D)}\right) \\
& +L(1-\theta)\left(j_{2}-j_{1}\right)\left(j_{1}\right)^{-(1 / D)}+\beta_{j_{2}} \frac{D}{1-D}\left(j_{2}\right)^{1-(1 / D)} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\beta_{j_{0}} \leqslant L(1-\varepsilon)\left(1-\left(\frac{j_{0}}{j_{1}}\right)^{(1 / D)-1}\right) & +L(1-\theta)\left(\frac{j_{2}}{j_{1}}-1\right)\left(\frac{j_{0}}{j_{1}}\right)^{(1 / D)-1} \frac{1-D}{D} \\
& +\beta_{j_{2}}\left(\frac{j_{1}}{j_{2}}\right)^{(1 / D)-1}\left(\frac{j_{0}}{j_{1}}\right)^{(1 / D)-1} .
\end{aligned}
$$

We now choose $j_{2}=\left[(1-\theta)^{-D} j_{1}\right]$. Using (4.4), we have

$$
\begin{align*}
\beta_{j_{0}} \leqslant & L(1-\varepsilon)+(L+o(1))\left(\frac{j_{0}}{j_{1}}\right)^{(1 / D)-1} \\
& \times\left(-(1-\varepsilon)+(1-\theta)\left((1-\theta)^{-D}-1\right) \frac{1-D}{D}+(1-\theta)^{1-D}\right), \tag{4.7}
\end{align*}
$$

where the ' $o(1)$ ' tends to 0 as $j_{1} \rightarrow \infty$ through $S$.
The large parenthetical expression in (4.7) is

$$
-1+\varepsilon+(1-\theta)\left(\frac{(1-\theta)^{-D}-1}{D}+1\right)=-\theta+\varepsilon+\frac{1-\theta}{D}\left((1-\theta)^{-D}-1\right)=0,
$$

by our choice of $\varepsilon$. Thus from (4.7), we deduce that

$$
\beta_{j_{0}} \leqslant L(1-\varepsilon)+o(1)
$$

Now, from the definition of $j_{0}$ and the assumption $l_{j+1} / l_{j} \rightarrow 1$, we have $\alpha_{j_{0}}=L(1-\varepsilon)+o(1)$. Consequently,

$$
\left(\alpha_{j_{0}}\right)^{D}+\left(\alpha_{j_{0}}\right)^{D-1} \beta_{j_{0}} \frac{D}{1-D} \leqslant \frac{L^{D}(1-\varepsilon)^{D}}{1-D}+o(1)
$$

contradicting (4.3) as $j_{1} \rightarrow \infty, j_{1} \in S$. Hence $S$ is not infinite and we conclude that $\lim \inf _{j \rightarrow \infty} \alpha_{j} \geqslant L$. Together with (4.6), this shows, as desired, that $\alpha_{j} \rightarrow L$, as $j \rightarrow \infty$ (that is, $l_{j} \sim L j^{-1 / D}$ ) and concludes the proof of Step 1.

Step 2. We now show that we may reduce the general case to the situation where $\left(l_{j}\right)_{j=1}^{\infty}$ is strictly decreasing and $l_{j+1} / l_{j} \rightarrow 1$. To this end, let $\left(l_{j}\right)_{j=1}^{\infty}$ be an arbitrary sequence satisfying the hypothesis of the theorem.

If $l_{j}>l_{j+1}$, we have $J\left(l_{j}\right)=j$ and

$$
2\left(\frac{1}{2} l_{j}\right)^{D} J\left(l_{j}\right)=2^{1-D}\left(\alpha_{j}\right)^{D}
$$

We conclude from (3.2) and (4.1) that

$$
\limsup _{j: l_{j}>l_{j+1}} \alpha_{j} \leqslant L(1-D)^{-1 / D} .
$$

If $l_{j}=l_{j+1}=\ldots=l_{j_{0}}>l_{j_{0}+1}$, then $\alpha_{j}<\alpha_{j+1}<\ldots<\alpha_{j_{0}}$, so that

$$
\begin{equation*}
\limsup _{j \rightarrow \infty} \alpha_{j} \leqslant L(1-D)^{-1 / D} . \tag{4.8}
\end{equation*}
$$

We now show that the hypothesis of the theorem forces

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \frac{l_{j}}{l_{j+1}}=1 \tag{4.9}
\end{equation*}
$$

which is one of the two facts we need to complete the proof.
Suppose $l_{j} \geqslant \varepsilon>l_{j+1}$. Then $J(\varepsilon)=j$. Writing $\varepsilon=r l_{j}$, where $1 \geqslant r>l_{j+1} / l_{j}$, we have

$$
\begin{aligned}
L_{D}\left(\frac{1}{2} \varepsilon\right)=2\left(\frac{1}{2} \varepsilon\right)^{D} j+\left(\frac{1}{2} \varepsilon\right)^{D-1} \sum_{k>j} l_{j} & =2^{1-D_{r} D}\left(l_{j}\right)^{D} j+2^{1-D_{r}} r^{D-1}\left(l_{j}\right)^{D-1} \sum_{k>j} l_{j} \\
& =r^{D} A_{j}+r^{D-1} B_{j}, \quad \text { say. }
\end{aligned}
$$

Then $A_{j}+B_{j}=L_{D}\left(\frac{1}{2} l_{j}\right) \rightarrow 2^{1-D} L^{D} /(1-D)$, as $j \rightarrow \infty$ through numbers with $l_{j}>$ $l_{j+1}$. Since each $A_{j}, B_{j}>0$, the set $\left\{\left(A_{j}, B_{j}\right): l_{j}>l_{j+1}\right\}$ is contained in some compact subset $K$ of $\mathbb{R}^{2}-\{(0,0)\}$.

Suppose there is some $\theta \in(0,1)$ such that $l_{j+1} / l_{j}<1-\theta$ for infinitely many $j$. For any fixed $A, B$, let $\omega(A, B)$ denote the difference between the maximum and minimum values of the function $r^{D} A+r^{D-1} B$ on the compact interval [1- $\left.\theta, 1\right]$. It is an elementary exercise that $\omega(A, B)$ is continuous and positive on $\mathbb{R}^{2}-\{(0,0)\}$. Hence it assumes a positive minimum $\eta$ on the compact set $K$. Thus for each $j$ with $l_{j+1} / l_{j}<1-\theta$, there are $r_{1}, r_{2} \in[1-\theta, 1]$ with

$$
L_{D}\left(\frac{1}{2} r_{1} l_{j}\right)-L_{D}\left(\frac{1}{2} r_{2} l_{j}\right) \geqslant \eta>0 .
$$

This contradicts (4.1), so we have (4.9).

For any real number $\varepsilon>0$ and $j \in \mathbb{N}$, define $L_{D}(\varepsilon, j)$ by

$$
L_{D}(\varepsilon, j):=2 \varepsilon^{D} j+\varepsilon^{D-1} \sum_{k>j} l_{k}
$$

For example, $L_{D}(\varepsilon, J(2 \varepsilon))=L_{D}(\varepsilon)$, with $L_{D}(\varepsilon)$ given by (3.2). We now show that if $j_{\varepsilon}$ is any integer with $l_{j_{\varepsilon}}=l_{J(2 \varepsilon)}$, then no matter how $j_{\varepsilon}$ is chosen for each $\varepsilon>0$, we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} L_{D}\left(\varepsilon, j_{\varepsilon}\right)=\lim _{\varepsilon \rightarrow 0^{+}} L_{D}(\varepsilon) \tag{4.10}
\end{equation*}
$$

Given $\varepsilon>0$, write $j=j_{\varepsilon}$ and $j_{0}=J(2 \varepsilon)$. Then

$$
\begin{aligned}
L_{D}(\varepsilon, j)-L_{D}(\varepsilon) & =2 \varepsilon^{D}\left(j-j_{0}\right)+\varepsilon^{D-1} \sum_{k=j+1}^{j_{0}} l_{k} \\
& =\left(j_{0}-j\right)\left(-2 \varepsilon^{D}+\varepsilon^{D-1} l_{j_{0}}\right) \\
& =\varepsilon^{D-1}\left(j_{0}-j\right)\left(-2 \varepsilon+l_{j_{0}}\right) .
\end{aligned}
$$

Thus

$$
0 \leqslant L_{D}(\varepsilon, j)-L_{D}(\varepsilon) \leqslant \varepsilon^{D-1} j_{0}\left(-2 \varepsilon+l_{j_{0}}\right) .
$$

This last expression is a decreasing function of $\varepsilon$ for $\varepsilon>\left(\frac{1}{2}-\frac{1}{2} D^{-1}\right) l_{j_{0}}$. From (4.9), if $\varepsilon$ is sufficiently small (so that $j_{0}$ is large), we have

$$
\varepsilon>\frac{1}{2} l_{j_{0}+1}>\left(\frac{1}{2}-\frac{1}{2} D^{-1}\right) l_{j_{0}} .
$$

Thus replacing $\varepsilon$ with $\frac{1}{2} l_{j_{0}+1}$ makes the expression larger, so that

$$
\begin{aligned}
0 \leqslant L_{D}(\varepsilon, j)-L_{D}(\varepsilon) & <2^{1-D}\left(l_{j_{0}+1}\right)^{D-1} j_{0}\left(-l_{j_{0}+1}+l_{j_{0}}\right) \\
& =2^{1-D}\left(l_{j_{0}+1}\right)^{D} j_{0}\left(-1+\frac{l_{j_{0}}}{l_{j_{0}+1}}\right) \\
& =2^{1-D}\left(\alpha_{j_{0}+1}\right)^{D} \frac{j_{0}}{j_{0}+1}\left(-1+\frac{l_{j_{0}}}{l_{j_{0}+1}}\right) .
\end{aligned}
$$

Thus (4.8) and (4.9) imply (4.10).
We now define a sequence $\left(m_{j}\right)_{j=1}^{\infty}$ of non-negative reals with the following properties. We let $m_{1}=0$. If $l_{j}>l_{j+1}$, we let $m_{j+1}=0$. If

$$
l_{j}=l_{j+1}=\ldots=l_{j+k}>l_{j+k+1},
$$

we let $0<m_{j+1}<m_{j+2}<\ldots<m_{j+k}<l_{j+k+1}-l_{j+k}$. Further, we choose the positive $m$ values so small that, as $j \rightarrow \infty$,

$$
\begin{equation*}
\sum_{q>j} m_{q}=o\left(\left(l_{j}\right)^{1-D}\right) \quad \text { and } \quad m_{j}=o\left(l_{j}\right) \tag{4.11}
\end{equation*}
$$

Then the positive sequence $\left(l_{j}-m_{j}\right)_{j=1}^{\infty}$ is strictly decreasing and $l_{j} \sim L j^{-1 / D}$ if and only if $l_{j}-m_{j} \sim L j^{-1 / D}$, as $j \rightarrow \infty$.

We now show that $\left(l_{j}-m_{j}\right)_{j=1}^{\infty}$ satisfies the same hypothesis (4.1) as $\left(l_{j}\right)_{j=1}^{\infty}$, thus completing our proof. Let $J^{\prime}(\varepsilon)$ be the analogue of the function $J(\varepsilon)$ for the sequence $\left(l_{j}-m_{j}\right)_{j=1}^{\infty}$. We need to prove that

$$
L_{D}^{\prime}(\varepsilon):=2 \varepsilon^{D} J^{\prime}(2 \varepsilon)+\varepsilon^{D-1} \sum_{j>J^{\prime}(2 \varepsilon)}\left(l_{j}-m_{j}\right)
$$

satisfies $L_{D}^{\prime}(\varepsilon) \rightarrow 2^{1-D} L^{D} /(1-D)$, as $\varepsilon \rightarrow 0^{+}$. To this end, it will suffice to show that $L_{D}^{\prime}(\varepsilon)-L_{D}(\varepsilon) \rightarrow 0$.

From the above construction, we have $l_{J_{(\varepsilon)}}=l_{J^{\prime}(\varepsilon)}$ for any $\varepsilon>0$. Indeed, since $l_{j}-m_{j} \leqslant l_{j}$, we have $J^{\prime}(\varepsilon) \leqslant J(\varepsilon)$. If $J^{\prime}(\varepsilon)<J(\varepsilon)$, then since

$$
l_{J^{\prime}(\varepsilon)}-m_{J^{\prime}(\varepsilon)} \geqslant \varepsilon>l_{j}-m_{j}
$$

for all $j>J^{\prime}(\varepsilon)$ and since $l_{J(\varepsilon)} \geqslant \varepsilon$, we have $m_{j}>0$ for $j=J^{\prime}(\varepsilon)+1, \ldots, J(\varepsilon)$. Thus $l_{J^{\prime}(\varepsilon)}=l_{J(\varepsilon)}$.

We write

$$
\begin{equation*}
L_{D}^{\prime}(\varepsilon)-L_{D}(\varepsilon)=\left(L_{D}^{\prime}(\varepsilon)-L_{D}\left(\varepsilon, J^{\prime}(2 \varepsilon)\right)\right)+\left(L_{D}\left(\varepsilon, J^{\prime}(2 \varepsilon)\right)-L_{D}(\varepsilon)\right) \tag{4.12}
\end{equation*}
$$

Now, by (4.10), $L_{D}\left(\varepsilon, J^{\prime}(2 \varepsilon)\right)-L_{D}(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0^{+}$. Further,

$$
\begin{aligned}
\left|L_{D}^{\prime}(\varepsilon)-L_{D}\left(\varepsilon, J^{\prime}(2 \varepsilon)\right)\right| & =\varepsilon^{D-1} \sum_{q>J^{\prime}(2 \varepsilon)} m_{q} \\
& =o\left(\varepsilon^{D^{-1}}\left(l_{J^{\prime}(2 \varepsilon)}^{\prime}\right)^{1-D}\right)=o\left(\varepsilon^{D-1}\left(l_{(2 \varepsilon)}\right)^{1-D}\right)
\end{aligned}
$$

by (4.11). Further, by (4.9), $l_{J(2 \varepsilon)} \sim 2 \varepsilon$ as $\varepsilon \rightarrow 0^{+}$. Thus the above expression is $o(1)$. We conclude from (4.12) that $L_{D}^{\prime}(\varepsilon)-L_{D}(\varepsilon) \rightarrow 0$, as $\varepsilon \rightarrow 0^{+}$, which completes our proof of Theorem 4.1.

### 4.2. Existence of a second term: the Riemann zeta-function

We conclude here the proof of Corollary 2.3 (Conjecture 1 in the case where $n=1$ ) by proving Theorem 2.1, which we restate as follows:

Theorem 4.2. Suppose $l_{1} \geqslant l_{2} \geqslant \ldots>0$ and

$$
\begin{equation*}
l_{j} \sim L j^{-1 / D}, \quad \text { as } j \rightarrow \infty, \quad \text { for } L>0 \text { and } D \in(0,1) \tag{4.13}
\end{equation*}
$$

Let $\delta(x)=\sum_{j=1}^{\infty}\left\{l_{j} x\right\}$, as in (3.13). Then

$$
\begin{equation*}
\delta(x) \sim-\zeta(D) L^{D} x^{D}, \quad \text { as } x \rightarrow+\infty \tag{4.14}
\end{equation*}
$$

where $\zeta=\zeta(s)$ denotes the Riemann zeta-function.
Proof. Let $J(\varepsilon)$ be defined by (3.1). We easily deduce from (4.13) that

$$
\begin{equation*}
J(\varepsilon) \sim L^{D} \varepsilon^{-D}, \quad \text { as } \varepsilon \rightarrow 0^{+} \tag{4.15}
\end{equation*}
$$

Let $k \geqslant 2$ be an arbitrary fixed integer. Using $J(1 / x) \geqslant J(2 / x) \geqslant \ldots$, the fact that $J(q / x)<j \leqslant J((q-1) / x)$ implies $\left[l_{j} x\right]=q-1$, and various elementary rearrangements of sums, including partial summation, we obtain

$$
\begin{align*}
\delta(x) & =x \sum_{j>J(1 / x)} l_{j}+\sum_{j \leqslant J(k / x)}\left\{l_{j} x\right\}+\sum_{q=2}^{k} \sum_{j=J(q / x)+1}^{J(q-1) / x)}\left\{l_{j} x\right\} \\
& =x \sum_{j>J(1 / x)} l_{j}+\sum_{j \leqslant J(k / x)}\left\{l_{j} x\right\}+\sum_{q=2}^{k} \sum_{j=J(q / x)+1}^{J((q-1) / x)}\left(l_{j} x-(q-1)\right) \\
& =x \sum_{j>J(k / x)} l_{j}+\sum_{j \leqslant J(k / x)}\left\{l_{j} x\right\}-\sum_{q=2}^{k}(q-1)\left(J\left(\frac{q-1}{x}\right)-J\left(\frac{q}{x}\right)\right) \\
& =x \sum_{j>J(k / x)} l_{j}+\sum_{j \leqslant J(k / x)}\left\{l_{j} x\right\}-\sum_{q=1}^{k-1} J\left(\frac{q}{x}\right)+(k-1) J\left(\frac{k}{x}\right) . \tag{4.16}
\end{align*}
$$

In the light of (4.16), we can write

$$
\begin{equation*}
\delta(x)=A+B+C \tag{4.17}
\end{equation*}
$$

where

$$
\begin{align*}
A & :=x \sum_{j>J(k / x)} l_{j},  \tag{4.18a}\\
B & :=k J\left(\frac{k}{x}\right)-\sum_{q=1}^{k-1} J\left(\frac{q}{x}\right) \tag{4.18b}
\end{align*}
$$

and

$$
\begin{equation*}
C:=\sum_{j \leqslant J(k / x)}\left(\left\{l_{j} x\right\}-1\right) . \tag{4.18c}
\end{equation*}
$$

Note that in (4.17) and (4.18), $A, B$ and $C$ depend on $x$. We now estimate, for fixed $k$, each of these terms, as $x \rightarrow+\infty$.

We first observe that since $-1 \leqslant\left\{l_{j} x\right\}-1<0$, we have $-J(k / x) \leqslant C \leqslant 0$; it thus follows from (4.15) that (for fixed $k$ ),

$$
\begin{equation*}
0 \leqslant-(L x)^{-D} C \leqslant(L x)^{-D} J(k / x) \rightarrow k^{-D}, \quad \text { as } x \rightarrow+\infty . \tag{4.19}
\end{equation*}
$$

Next, we deduce from (4.15) and (4.18b) that

$$
\begin{equation*}
(L x)^{-D} B \rightarrow k^{1-D}-\sum_{q=1}^{k-1} q^{-D}, \quad \text { as } x \rightarrow+\infty . \tag{4.20}
\end{equation*}
$$

Further, we claim that

$$
\begin{equation*}
(L x)^{-D} A \rightarrow k^{1-D} \frac{D}{1-D}, \quad \text { as } x \rightarrow+\infty \tag{4.21}
\end{equation*}
$$

indeed, according to (4.13) and (4.15), for each small $\varepsilon>0$, there is some $x_{0}>0$ such that for all $x \geqslant x_{0}$, we have $l_{j} \in\left((L-\varepsilon) j^{-1 / D},(L+\varepsilon) j^{-1 / D}\right)$ for all $j>J(k / x)$. Thus, by (4.18a), we have for all $x \geqslant x_{0}$,

$$
\begin{aligned}
A<x \sum_{j>J(k / x)}(L+\varepsilon) j^{-1 / D} & <x(L+\varepsilon) \int_{J(k / x)}^{+\infty} t^{-1 / D} d t \\
& =x(L+\varepsilon) \frac{D}{1-D}(J(k / x))^{1-(1 / D)}
\end{aligned}
$$

Hence, by (4.15),

$$
A \leqslant(1+o(1)) k^{1-D} \frac{D}{1-D}(L+\varepsilon) L^{D-1} x^{D}, \quad \text { as } x \rightarrow+\infty .
$$

A similar computation shows that

$$
A \geqslant(1+o(1)) k^{1-D} \frac{D}{1-D}(L-\varepsilon) L^{D-1} x^{D}, \quad \text { as } x \rightarrow+\infty .
$$

Since $\varepsilon>0$ can be chosen arbitrarily small, we have (4.21).
Now, we combine (4.20) and (4.21) to obtain that for fixed $k$,

$$
\begin{equation*}
(L x)^{-D}(A+B) \rightarrow \frac{1}{1-D} k^{1-D}-\sum_{q=1}^{k-1} q^{-D}=f_{k}(D)+\frac{1}{1-D}, \quad \text { as } x \rightarrow+\infty, \tag{4.22}
\end{equation*}
$$

where

$$
f_{k}(s):=\int_{1}^{k}\left(t^{-s}-[t]^{-s}\right) d t \quad\left(=-\frac{1}{1-s}+\frac{1}{1-s} k^{1-s}-\sum_{q=1}^{k-1} q^{-s}\right) .
$$

The sequence of entire functions $\left\{f_{k}(s)\right\}_{k=1}^{\infty}$ converges uniformly as $k \rightarrow \infty$ on every compact subset of $\operatorname{Re} s>0$ to the function

$$
\begin{equation*}
f(s):=\int_{1}^{+\infty}\left(t^{-s}-[t]^{-s}\right) d t \tag{4.23a}
\end{equation*}
$$

which is thus analytic in the domain $\operatorname{Re} s>0$. Further, as noted in (2.3), we have

$$
\begin{equation*}
f(s)=-\frac{1}{1-s}-\zeta(s), \quad \text { for } \operatorname{Re} s>0 \tag{4.23b}
\end{equation*}
$$

Hence

$$
\begin{equation*}
f_{k}(D)+\frac{1}{1-D} \rightarrow-\zeta(D), \quad \text { as } k \rightarrow \infty \tag{4.24}
\end{equation*}
$$

From (4.17), (4.19) and (4.22), we deduce that for each fixed $k \geqslant 2$,

$$
\begin{aligned}
-k^{-D}+f_{k}(D)+\frac{1}{1-D} & \leqslant \liminf _{x \rightarrow+\infty}(L x)^{-D} \delta(x) \\
& \leqslant \limsup _{x \rightarrow+\infty}(L x)^{-D} \delta(x) \leqslant f_{k}(D)+\frac{1}{1-D}
\end{aligned}
$$

By letting $k \rightarrow \infty$ and using (4.24), we obtain $(L x)^{-D} \delta(x) \rightarrow-\zeta(D)$ as $x \rightarrow+\infty$; that is, (4.14) holds, as desired.

### 4.3. Examples

We illustrate our main results with two instructive examples. The first is actually a family of examples that illustrate Conjecture 1 (equivalent to Corollary 2.3) for all values of $D \in(0,1)$. Working out the details for this family of examples (with expert help on the computer from Mr Vivek Shivpuri) actually led us to our main results in this paper. This family was also used to illustrate the error estimates (in the case where $n=1$ ) in [16]. The second example is the complement in [ 0,1 ] of everybody's 'favourite fractal' in dimension one, namely the ternary Cantor set. This example illustrates Conjecture $1^{\prime}$ and its converse (see Theorem 2.4) and, in particular, shows that these results are the best possible.

Example 4.3 (cf. [16, Example 5.1, pp. 512-514]). Let $a>0$ be fixed, but arbitrary. Let $\Omega=\Omega(a)=\bigcup_{j=1}^{\infty} I_{j}$, where $I_{j}=\left((j+1)^{-a}, j^{-a}\right)$. Thus $\Omega$ is a dense open subset of $[0,1]$. We have $\Gamma=\partial \Omega=\left\{j^{-a}: j \geqslant 1\right\} \cup\{0\}$ and

$$
l_{j}=j^{-a}-(j+1)^{-a} \sim a j^{-a-1}
$$

as $j \rightarrow \infty$. Thus (2.4) is satisfied with $L=a$ and $D=(a+1)^{-1}$. It follows from Theorem 2.2 (or, for the present example, from [16, Theorem $C$ of Appendix C, pp. 523-524]) that $\Gamma$ is Minkowski measurable and

$$
\mathcal{M}(D ; \Gamma)=\frac{2^{1-D}}{1-D} L^{D}=(a+1)\left(\frac{2}{a}\right)^{a /(a+1)}
$$

In addition, we deduce from Corollary 2.3 that (not only does $\varphi(\lambda)-N(\lambda)=\lambda^{D / 2}$, as $\lambda \rightarrow+\infty$, as was shown for this example in [16, equation (5.8), p. 513], but also
that) the asymptotic expansion of $N(\lambda)$ admits a second term, given by

$$
\begin{align*}
N(\lambda) & =\pi^{-1} \lambda^{\frac{1}{2}}-c_{1, D} \mathcal{M}(D ; \Gamma) \lambda^{D / 2}+o\left(\lambda^{D / 2}\right) \\
& =\pi^{-1} \lambda^{\frac{1}{2}}+\zeta(D)(a / \pi)^{D} \lambda^{D / 2}+o\left(\lambda^{D / 2}\right), \tag{4.25}
\end{align*}
$$

as $\lambda \rightarrow+\infty$. (Since $|\Omega|_{1}=1$ in this case, we have $\varphi(\lambda)=\pi^{-1} \lambda^{\frac{1}{2}}$ here.)
Remark 4.4. Recall from [16] that since $\Gamma$ is countable, we have $H=0$ for every $a>0$ and thus Berry's original conjecture [1, 2] (expressed in terms of the Hausdorff dimension $H$ rather than the Minkowski dimension $D$ of $\Gamma$ ) clearly fails for this family of examples. As was pointed out in [16, Remarks 5.2(a), (b), p. 514], this is due to the fact that the Hausdorff measure is countably additive whereas the pre-measure induced by the Minkowski content is only finitely sub-additive.

Example 4.5 (the Cantor set). Consider now the set $\Gamma$ of $x \in[0,1]$ which have a ternary expansion devoid of ones. This is the familiar ternary Cantor set. It is uncountable, compact and has (one-dimensional) Lebesgue measure 0 . If $\Omega$ is the complement of $\Gamma$ in $[0,1]$, we have that $\Omega \subset \mathbb{R}$ is open and dense in $[0,1]$ with $\partial \Omega=\Gamma$. The sequence $\left(l_{j}\right)_{j=1}^{\infty}$ of interval lengths of the components of $\Omega$ is

$$
\frac{1}{3}, \frac{1}{9}, \frac{1}{9}, \frac{1}{27}, \frac{1}{27}, \frac{1}{27}, \frac{1}{27}, \ldots,
$$

where we have $2^{k-1}$ copies of $3^{-k}$ for $k=1,2, \ldots$. We now compute $D, \alpha, \beta, \delta_{*}, \delta^{*}, M_{*}, \mathcal{M}^{*}$ for $\Gamma=\partial \Omega$ (that is, for the sequence $\left.\left(l_{j}\right)_{j=1}^{\infty}\right)$. In particular, we shall see that $0<\alpha<\beta<+\infty$ and the same relationship holds for $\delta_{*}, \delta^{*}$ and for $\mathcal{M}_{*}, \mathcal{M}^{*}$. Thus, in some sense, Theorem 2.4 is the best possible.

Theorem 4.6. The sequence $\left(l_{j}\right)_{j=1}^{\infty}$, where we have $2^{k-1}$ copies of $3^{-k}$ for $k=1,2, \ldots$, satisfies $D=\ln 2 / \ln 3, \alpha=\frac{1}{3}, \beta=1, \delta_{*}=1, \delta^{*}=2$,

$$
\mathcal{M}_{*}=2^{1-D}\left(\left(\frac{1-D}{D}\right)^{D}+\left(\frac{1-D}{D}\right)^{-(1-D)}\right)=\frac{\ln 9}{\ln \frac{3}{2}}\left(\frac{\ln \frac{3}{2}}{\ln 4}\right)^{\ln 2 / \ln 3}
$$

and

$$
\mathcal{M}^{*}=2^{2-D}=2^{2-(\ln 2 / \ln 3)} .
$$

Proof. Let

$$
j=j(k)=1+2+\ldots+2^{k-1}=2^{k}-1 .
$$

Thus $j \sim 2^{k}$ as $k \rightarrow \infty$. We have $l_{j}=3^{-k}, l_{j+1}=3^{-k-1}$. Hence

$$
l_{j} j^{\ln 3 / \ln 2} \sim 1 \quad \text { and } \quad l_{j+1}(j+1)^{\ln 3 / \ln 2} \sim \frac{1}{3}
$$

as $k \rightarrow \infty$. It is clear now that $D=\ln 2 / \ln 3, \alpha=\frac{1}{3}$ and $\beta=1$.
We now compute $\delta_{*}$ and $\delta^{*}$. Let $x$ be large and let $k$ be a positive integer with $3^{k} \leqslant x<3^{k+1}$. Then

$$
\begin{align*}
x^{-D} \delta(x) & =x^{-D} \sum_{l_{j} x \geq 1}\left\{l_{j} x\right\}+x^{1-D} \sum_{l ; x<1} l_{j} \\
& =x^{-D} \sum_{i=1}^{k} 2^{i-1}\left\{3^{-i} x\right\}+x^{1-D} \sum_{i=k+1}^{\infty} 2^{i-1} 3^{-i} \\
& =x^{-D} \sum_{i=1}^{k} 2^{i-1}\left\{3^{-i} x\right\}+x^{1-D}\left(\frac{2}{3}\right)^{k} . \tag{4.26}
\end{align*}
$$

The first term at the end of equation (4.26) is non-negative and the second is minimized for $x$ in $\left[3^{k}, 3^{k+1}\right.$ ) at $x=3^{k}$. But the first term is 0 at $x=3^{k}$, so for $x \in\left[3^{k}, 3^{k+1}\right), x^{-D} \delta(x)$ is minimized when $x=3^{k}$ and the value there is exactly 1 (using $D=\ln 2 / \ln 3$ and hence $3^{D}=2$ ). Thus $\delta_{*}=1$.

The expression at the end of equation (4.26) is less than

$$
x^{-D} \sum_{i=1}^{k} 2^{i-1}+x^{1-D}\left(\frac{2}{3}\right)^{k}=x^{-D}\left(2^{k}-1\right)+x^{1-D}\left(\frac{2}{3}\right)^{k}
$$

that is, we have just replaced each $\left\{3^{-i} x\right\}$ with 1 . Thus

$$
\begin{equation*}
x^{-D} \delta(x)<x^{-D} 2^{k}+x^{1-D}\left(\frac{2}{3}\right)^{k} \tag{4.27}
\end{equation*}
$$

for all $x$ in $\left[3^{k}, 3^{k+1}\right.$ ). For $x$ in $\left[3^{k}, 3^{k+1}\right]$, the expression on the right-hand side of (4.27) is maximized at the end points of this interval and has the value 2 at both end points (again using $D=\ln 2 / \ln 3$ ). Thus $\delta^{*} \leqslant 2$. Further, by choosing $x=3^{k+1}-3^{-k}$, we have each $\left\{3^{-i} x\right\}$ in equation (4.26) nearly equal to 1 ; it is $1-3^{-k-i}$. For this value of $x$, we have $x^{D}=2^{k+1}\left(1+O\left(3^{-2 k}\right)\right.$ ). Thus we deduce from equation (4.26) that

$$
\begin{aligned}
x^{-D} \delta(x) & =2^{-k-1}\left(1+O\left(3^{-2 k}\right)\right)\left(2^{k}+O(1)\right)+\left(\frac{3}{2}\right)^{k+1}\left(1+O\left(3^{-2 k}\right)\right)\left(\frac{2}{3}\right)^{k} \\
& =2+o(1), \quad \text { as } k \rightarrow \infty
\end{aligned}
$$

We conclude that $\delta^{*}=2$.
Finally, we compute $\mathcal{M}_{*}$ and $\mathcal{M}^{*}$. Suppose $\varepsilon>0$ is small. Let $k$ be a positive integer with $3^{-k} \geqslant 2 \varepsilon>3^{-k-1}$. Then

$$
J(2 \varepsilon)=1+2+\ldots+2^{k-1}=2^{k}-1
$$

Further,

$$
\sum_{j>J(2 \varepsilon)} l_{j}=\sum_{i=k+1}^{\infty} 2^{i-1} 3^{-i}=\left(\frac{2}{3}\right)^{k} .
$$

Thus, recalling (3.2), we have

$$
\begin{aligned}
L_{D}(\varepsilon)=2 \varepsilon^{D} J(2 \varepsilon)+\varepsilon^{D-1} \sum_{j>J(2 \varepsilon)} l_{j} & =2 \varepsilon^{D}\left(2^{k}-1\right)+\varepsilon^{D-1}\left(\frac{2}{3}\right)^{k} \\
& =\varepsilon^{D} 2^{k+1}+\varepsilon^{D-1}\left(\frac{2}{3}\right)^{k}+o(1)
\end{aligned}
$$

as $\varepsilon \rightarrow 0^{+}$. The expression $\varepsilon^{D} 2^{k+1}+\varepsilon^{D-1}\left(\frac{2}{3}\right)^{k}$ is minimized for $2 \varepsilon$ in $\left(3^{-k-1}, 3^{-k}\right]$ at $\varepsilon=(1-D) /\left(2 D .3^{k}\right)$ and has the value (using $D=\ln 2 / \ln 3$ )

$$
2^{1-D}\left(\left(\frac{1-D}{D}\right)^{D}+\left(\frac{1-D}{D}\right)^{-(1-D)}\right)
$$

there. Further, it is maximized at $3^{-k} / 2$ (that is, at the right-hand end point) and has the value $2^{2-D}$ there. This concludes our computation of $\mathcal{M}_{*}$ and $\mathcal{M}^{*}$.

Remarks 4.7. (a) According to Theorem 4.6, $0<\mathcal{M}_{*}<\mathcal{M}^{*}<+\infty$ and thus the Cantor set $\Gamma=\partial \Omega$ is not Minkowski measurable; further, $0<\delta_{*}<\delta^{*}<+\infty$ and hence the asymptotic expansion of $N(\lambda)$ does not admit a monotonic second term (that is, $\lambda^{-D / 2}(N(\lambda)-\varphi(\lambda))$ does not converge). Consequently, the error estimates of [16] (or of Theorem 3.10) are optimal and cannot be improved in this case; further, this example shows that the hypothesis of Minkowski measurability is necessary in the statement of Conjecture 1.
(b) Intuitively-and paradoxically in view of the comments made in [1]-the fact that $N(\lambda)$ does not admit an asymptotic second term is due to the symmetry of the boundary $\Gamma$ (here, the self-similarity of the Cantor set). Indeed, this symmetry gives rise to high multiplicities in the eigenvalues (equivalently, in the interval lengths $\left.\left(l_{j}\right)_{j=1}^{\infty}\right)$ and thus causes the function $\lambda^{-D / 2}(N(\lambda)-\varphi(\lambda)$ ) to oscillate.
(c) Since the Cantor set $\Gamma$ is self-similar and satisfies the 'open set condition', its Minkowski and Hausdorff dimensions coincide: $D=H=\ln 2 / \ln 3$, the 'similarity dimension' of $\Gamma$. (See, for example, [25, Theorem 4.19, p. 20].)

### 4.4. Remarks

We close this section with two related comments. As should be clear to the reader, the second one is of a purely speculative nature.
4.4.a. Let $\hat{\mathcal{M}}=\hat{\mathcal{M}}(D ; \Gamma)$ be the normalized Minkowski content of $\Gamma$. (If $A \subset \mathbb{R}^{n}, \hat{M}(d ; A):=\mathcal{M}(d ; A) / \mathscr{B}_{n-d}$, with $\mathscr{B}_{m}:=\pi^{m / 2} / \Gamma\left(1+\frac{1}{2} m\right)$, even if $m$ is not an integer; here, $\Gamma(s)$ denotes the classical gamma function. When $d$ is an integer, this normalization is standard in geometric measure theory (see [9, p. 273]); in this case, when $A$ is 'sufficiently regular' (that is, ' $d$-rectifiable' [9, pp. 251, 275]), then $\hat{\mathcal{M}}(d ; A)=|A|_{d}$, the (ordinary) $d$-dimensional Lebesgue measure of $A$.) Then, in (2.9) (and in (4.25) above), we have

$$
\begin{equation*}
c_{1, D} \mathcal{M}(D ; \Gamma)=\Lambda(D) \hat{M}(D ; \Gamma) \tag{4.28}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda(s):=\left(\frac{1}{2} \pi\right)^{-s} \pi^{(1-s) / 2} \frac{1}{\Gamma\left(\frac{1}{2}(1-s)\right)}(-\zeta(s)), \quad \text { for } s \in \mathbb{C} \tag{4.29}
\end{equation*}
$$

The function $\Lambda=\Lambda(s)$ (discovered in this somewhat surprising manner) is entire and satisfies the functional equation (equivalent to that of $\zeta$ (see, for example, [32, § II]))

$$
\begin{equation*}
\left(\frac{1}{2} \pi\right)^{s} \Lambda(s)=\left(\frac{1}{2} \pi\right)^{1-s} \Lambda(1-s), \quad \text { for all } s \in \mathbb{C} . \tag{4.30}
\end{equation*}
$$

Moreover, $\Lambda$ has the same zeros as $\zeta$ in the 'critical strip' $0<\operatorname{Re} s<1$.
Finally, we note that clearly, even when $D=H$ and the Minkowski content is normalized as above, the associated normalized constant $\hat{c}_{1, D}:=\Lambda(D)$ does not coincide with the corresponding value of $\mathscr{C}_{1, H}$ (with $H=D$ ) conjectured by Berry in [1]. (Compare equations (1.9) and (4.29) above.)
4.4.b. Could there exist a notion of 'complex fractal dimension' which would enable us to obtain a natural interpretation of $\zeta$ and $\Lambda$ in the 'critical strip' $0<\operatorname{Re} s<1$ ? If so, we might extend to the complex domain the following observation: the vertical line $\operatorname{Re} s=0$ to the left of the 'critical strip' would correspond to the least 'fractal' (that is, 'non-fractal') case. Similarly, the vertical line $\operatorname{Re} s=1$ to the right of the 'critical strip' would correspond to the most 'fractal' case. Moreover, the symmetries of $\zeta$ and $\Lambda$ with respect to the 'critical line' $\operatorname{Re} s=\frac{1}{2}$ (the 'midfractal' case, in the sense of [16]) could naturally be reinterpreted in terms of the 'conjugate fractional exponents' $s$ and $1-s$ (introduced in [16, Remarks 4.10 and 5.3(a), pp. 507-508, 515] for $s \in[0,1]$ ).
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